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Abstract

Differential equations are important mechanistic models that are integral to many
scientific and engineering applications. With the abundance of available data there
has been a growing interest in data-driven physics-informed models. Gaussian
processes (GPs) are particularly suited to this task as they can model complex, non-
linear phenomena whilst incorporating prior knowledge and quantifying uncertainty.
Current approaches have found some success but are limited as they either achieve
poor computational scalings or focus only on the temporal setting. This work
addresses these issues by introducing a variational spatio-temporal state-space GP
that handles linear and non-linear physical constraints while achieving efficient
linear-in-time computation costs. We demonstrate our methods in a range of
synthetic and real-world settings and outperform the current state-of-the-art in both
predictive and computational performance.

1 Introduction
Naïve vs. Physics-Informed State-Space GP

(PHYSS-GP)
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Figure 1: The state-space formal-
ism allows for linear-time infer-
ence in the temporal dimension.

Physical modelling is integral in modern science and engineering
with applications from climate modelling [62] to options pricing
[6]. Here, the key formalism to inject mechanistic physical knowl-
edge are differential equations (DEs), which given initial and/or
boundary values, are typically solved numerically [8]. In contrast
machine learning is data-driven, and aims to learn latent functions
from observations. However the increasing availability of data has
spurred interest in combining these traditional mechanistic mod-
els with data-driven methods through physics-informed machine
learning. These hybrids approaches aim to improve predictive
accuracy, computational efficiency by leveraging both physical
inductive biases with observations [30, 44].

A principled way to incorporate prior physical knowledge is
through Gaussian processes (GPs). GPs are stochastic processes
and are a data-centric approach that facilitates the quantification of uncertainty. Recently AUTOIP
was proposed in order to integrate non-linear physics into GPs [40], where solutions to ordinary and
partial differential equations (ODEs, PDEs) are observed at a finite set of collocation points. This is
an extension of the probabilistic meshless method (PMM, [12]) to the variational setting such that
non linear equations can be incorporated. Similarly, [4] introduced HELMHOLTZ-GP, that constructs
GP priors that adhere to curl and divergence-free constraints. Such properties are required for the
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successful modelling of electromagnetic fields [61] and ocean currents through the Helmholtz decom-
position [4]. These approaches enable the incorporation of physics but incur a cubic computational
complexity from needlessly computing full covariance matrices, as illustrated in Fig. 1. For ODEs
(time-series setting), extended Kalman smoothers incorporate non-linear physics (EKS) [65, 34] and
recover popular ODE solvers whilst achieving linear-in-time complexity through state-space GPs
[58, 25].

In this work we propose a unified physics informed state-space GP (PHYSS-GP) that is a probabilistic
models where mechanistic/physics knowledge is incorporated as an inductive bias. We can handle both
linear and non-linear PDEs and ODEs whilst maintaining linear-in-time computational efficiency. We
additionally derive a state-space variational inference algorithm that further reduces the computational
cost in the spatial dimension. We recover EKS, PMM, and HELMHOLTZ-GP as special cases, and
outperform AUTOIP in terms of computational efficiency and predictive performance. In summary:

1. We derive a state-space GP that can handle spatio-temporal derivatives with a computational
complexity that is linear in the temporal dimension.

2. With this we derive a unifying state-space variational inference framework that allows
the incorporation of both linear and non-linear PDEs whilst achieving a linear-in-time
complexity and recovering state-of-the-art methods such as EKS, PMM and HELMHOLTZ-GP.

3. We further explore three approximations, namely a structured variational posterior, spatial
sparsity, and spatial minibatching, that reduce the cubic spatial computational costs to linear.

4. We showcase our methods on a variety of synthetic and real-world experiments and out-
perform the current state-of-the-art methods AUTOIP and HELMHOLTZ-GP both in terms
computational and predictive performance.

Code to reproduce experiments is available at https://github.com/ohamelijnck/physs_gp.

2 Background on Gaussian Processes

Gaussian processes A GP is a distribution on an infinite collection of random variables such that
any finite subset is jointly Gaussian [50]. Given observations X ∈ RN×F and y ∈ RN then

p(y, f |θ) =
∏N

n p(yn | f(xn),θ) p(f |θ) (1)

is a joint model where p(f |θ) is a zero mean GP prior with kernel K(·, ·), f(X) ∼
p(f(X) | 0,K(X,X)), and θ are (hyper) parameters. We are primarily concerned with the spatio-
temporal setting where we observe Nt temporal and Ns spatial observations xt,s ∈ R, yt,s ∈ R
on a spatio-temporal grid. Under a Gaussian likelihood, all quantities for inference and training
are available analytically and, naïvely, carry a dominant computational cost of O((NtNs)

3). For
time series data, an efficient way to construct a GP over f (and its time derivatives) is through the
state-space representation of GPs. Given a Markov kernel, the temporal GP prior can be written as
the solution of a discretised linear time-invariant stochastic differential equation (LTI-SDE), which at
time k is

f̄k+1 = A f̄k + qk and yk | f̄k ∼ p(yk |H f̄k), (2)
where A is a transition matrix, qk is Gaussian noise, H is an observation matrix, and f̄ is a d-
dimensional vector of temporal derivatives f̄ = [f(·), ∂f (·)∂x , ∂

2f (·)
∂x2 , · · · ]⊤. With appropriately de-

signed states, matrices and densities, SDEs of this form represent a large class of GP models, and
Kalman smoothing enables inference in O(Nt d

3), see [56]. In the spatio-temporal setting, when
the kernel matrix decomposes as a Kronecker product K = Kt ⊗Ks, then with a Markov time
kernel, a state space form is admitted. This takes a particularly convenient form where the state is
f̄t = [f̄((Xs)1, t), · · · , f̄((Xs)Ns, t)]

⊤, and inference requires O(Nt(Ns d)
3), see [60].

Derivative Gaussian processes One main appeal of GPs is that they are closed under linear
operators. Let D [·] = DtDs [·] be linear functional that computes D = dt ds space-time derivatives
with Dt [·] =

[
·, ∂·

∂t ,
∂2·
∂t2 , · · ·

]
and Ds [·] =

[
·, ∂·

∂s ,
∂2·
∂s2 , · · ·

]
, then at a finite set of index points, the

joint prior between f and its time and spatial derivatives is

p(f̄(X)) = N (D f | 0, DK(X,X)D∗ ) (3)

2
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where f̄(X) = D f(X) and D ∗ is the adjoint of D , meaning it operates on the second argument of
the kernel [54]. When jointly modelling a single time and space derivative (dt = ds = 1) the latent
functions are f̄ = [f , ∂f∂s ,

∂f
∂t ,

∂2f
∂t ∂s ]

⊤ and the kernel is

K̄ = DK(X,X)D∗ =


K − − −
∂
∂s K

∂
∂s K

∂
∂s

⊤ − −
∂
∂t K

∂
∂t K

∂
∂s

⊤ ∂
∂t K

∂
∂t

⊤ −
∂2

∂t ∂s K
∂2

∂t ∂s K
∂
∂s

⊤ ∂2

∂t ∂s K
∂
∂t

⊤ ∂2

∂t ∂s K
∂2

∂t ∂s

⊤

 .
This is a multi-output prior whose samples are paths of f with its corresponding derivatives. This
prior is commonly known as a derivative GP and has found applications in monotonic GPs [51],
input-dependent noise [41, 67] and explicitly modelling derivatives [59, 17, 43]. State-space GPs can
be employed in the temporal setting since the underlying state computes f(x) with its corresponding
time derivatives. In Sec. 3.1, we extend this to the spatio-temporal setting.

3 Physics-Informed State-Space Gaussian Processes (PHYSS-GP)

We now propose a flexible generative model for incorporating information from both data observations
and (non-linear) physical mechanics. We consider general non-linear evolution equations of the form

g(Nθ f) =
∂f

∂t
−Nθ f = 0 (4)

with appropriate boundary conditions, where f : RF → R is the latent quantity of interest and
Nθ is a non-linear differential operator [49]. We assume that g : RP ·D → R is measurable, and
is well-defined such that there are sensible solutions to the differential equation [25]. We wish to
place a GP prior over f and update our beliefs after ‘observing’ that it should follow the solution of
the differential equation. In general this is intractable and can only be handled approximately. By
viewing Eqn. (4) as a loss function that measures the residual between ∂f

∂t and the operator Nθ f
then the right hand side (0) are virtual observations. The PDE can now be observed at a finite set
of locations known as collocation points. This is a soft constraint (i.e. f is not guaranteed to follow
the differential equation), but it can handle non-linear and linear mechanisms. However, there are
special cases, namely curl and divergence-free constraints, that can be solved exactly. This follows
from properties of vectors fields, where f defines a potential function where linear combinations
of its partial derivatives define vector fields that enforce these properties. To handle both of these
situations we propose the following generative model

Fn = W ·
[
f̄q(Xn)

]⊤︸ ︷︷ ︸
Linear Mixing

, f̄q ∼ GP(0, K̄q)︸ ︷︷ ︸
Independent GP Priors

, (5)

y(O)
n = HO Fn + ϵO︸ ︷︷ ︸

Data

, 0(C)
n = g(Fn)︸ ︷︷ ︸

Collocation Points

, y(B)
n = HB Fn + ϵB︸ ︷︷ ︸

Boundary Values

, (6)

where f̄q are derivative GPs (see Eqn. (3)) that are linearly mixed by W ∈ R(PD)×(QD), and
Y(O),0(C) ∈ RN×P are observations and collocation points over the P outputs and Y(B) ∈ RN×(PD)

are boundary values over the derivatives of each output. The observation matrices HO,HB simply
select the relevant parts of Fn. For further details on notation see App. A. In many case we want to
observe the solution of the differential equation exactly, however in some cases it may be required to
add observation noise ϵC to the collocation points, whether for numerical reasons or to model inexact
mechanics. This is a flexible generative model where different assumptions and approximations will
lead to various physics informed methods such as AUTOIP, EKS, PMM, and HELMHOLTZ-GP that
we will develop state space algorithms for. Additionally it is possible to learn missing physics by
parameterising unknown terms in Eqn. (4) through the GP priors in Eqn. (6) (see App. B.2).
Example 3.1 (EKS Prior and PMM). We recover EKS style generative models (see Hennig et al.
[25]) when the mixing weight is identity W = I, and ϵC , ϵB → 0, and the non-linear trans-
form g is linearised. Let the prior be Markov p(f̄) =

∏Nt

k p(f̄k | f̄k−1) with marginals p(f̄k) =

N
(
f̄k | m−

k , P
−
k

)
. By taking a first-order Taylor linearisation g(f̄k) ≃ g(m−

k ) +
∂g(m−

k )

∂m−
k

δf̄k with

3



δf̄k ∼ N
(
0, P−

k

)
the joint is

p(

[
f̄k
gk

]
) ≃ N

[
f̄k
gk

]
|
[

m−
k

gk(m
−
k )

]
,

[
I

∂g(m−
k )

∂m−
k

]
P−

k

[
I

∂g(m−
k )

∂m−
k

]⊤
 . (7)

This is now a form that can directly be implemented into an extended Kalman smoothing algorithm
[63]. When Q > 1 the state f̄ is constructed by stacking the individual states of each latent [56]. With
linear ODEs EKS coincides with PMM.
Example 3.2 (HELMHOLTZ-GP and Curl and Divergence-Free Vector Fields in 2D). Let v =
[vt, vs1 , vs2 ] denote a 3D-vector field, then curl indicates the tendency of a vector field to rotate and
divergence at a specific point indicates the tendency of the field to spread out. Curl and divergence-free
fields follow

∇× v = 0 (curl free), ∇ · v = 0 (div. free) (8)

where ∇ = [ ∂∂t ,
∂

∂s1
, ∂
∂s2

]. Two basic properties of vector fields state that the divergence of a curl
field and the curl of a derivative field are zero [3]. Let [f1, f2] be scalar potential functions then

vcurl = ∇f1 (curl free), vdiv = ∇×∇ f2 (div. free) (9)

define curl and divergence-free fields. In 2D this simplifies to using the grad and rot operators over
v = [vs1 , vs2 ] (see [4]). Placing GP priors over fq we incorporate this into Eqn. (6) by defining

Wgrad =

[
1 0
0 1

]
H, Wrot =

[
0 1
−1 0

]
H where H selects

[
∂f

∂s1
,
∂f

∂s2

]
. (10)

HELMHOLTZ-GP is defined as the sum of GP priors over 2D curl and divergence-free fields [4].

3.1 A Spatio-Temporal State-Space Prior

The generative model in Eqn. (6) contains two complications: i) it includes potential non-lineararities,
and ii) the independent priors are defined over latent functions with their partial derivatives which
substantially increases the computational complexity. We wish to tackle both issues through state-
space algorithms that are linear-in-time. We begin by deriving a state-space model that observes
derivatives across space and time (see App. A.3 for the simpler time-series setting). In Sec. 3.2 we
further derive a state-space variational lower bound that will enable computational speeds up in the
spatial dimension.

First, we show how Kronecker structure in the kernel allows us to rewrite the model as the solution to
an LTI-SDE. From the definition of D, the separable covariance matrix has a repetitive structure that
can be represented through a Kronecker product. The gram matrix is

DK(x,x)D∗ = KD
t (xt,xt) ⊗ KD

s (xs,xs) (11)

where KD·
· =

[
K· K· D̃∗

·
D̃· K· D̃· K· D̃∗

·

]
and D̃·[·] = (D·[·])1: excludes the underlying latent function.

To find a Kronecker form of the gram matrix over X, we will exploit the fact that X is on a spatio-
temporal grid and that the kernel is separable. Due to the separable structure a derivative over either
the spatio (or temporal) dimension only affects the corresponding kernel, and so when considering X,
the gram matrix is still Kronecker structured:

∂

∂s
K(x,x) = Kt(x,x) ·

∂

∂s
Ks(x,x)⇒

∂

∂s
K(X,X) = Kt(Xt,Xt)⊗

∂

∂s
Ks(Xs,Xs). (12)

The full prior over (a permuted) X is now given as

p(f̄(X)) =̃N
(
0, KD

t (Xt,Xt)⊗KD
s (Xs,Xs)

)
.

This is the form of a spatio-temporal Gaussian process with derivative kernels that can be immediately
cast into a state-space form as in Eqn. (2) where H = I, as we want to observe the whole state, not
just f . The marginal likelihood and the GP posterior can now be computed using standard Kalman
filtering and smoothing algorithms with a computational time of O(Nt · (Ns · ds · d)3). Inference in
PHYSS-GP now follows Ex. 3.1 by recognising that the filtering state consists of the spatial points
with there spatio-temporal derivatives. The EKS prior in Ex. 3.1 can now be simply extended to the
PDE setting by placing colocation points on a spatio-temporal grid [35].
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3.2 A State-Space Variational Lower Bound (PHYSS-VGP and PHYSS-EKS)

We now derive a variational lower bound for PHYSS-GP that maintains the computational benefits of
state-space GPs. This acts as an alternative way of handling the non-linearity of g in Eqn. (6), and will
also enable the reduction of the cubic spatial computation complexity in Sec. 4. We start by focusing
on the single latent function setting (Q = 1) and collect all terms that relate to observations in Eqn. (6)
with p(Y | f̄) =

∏N
n p(y

(O)
n |HO Fn) p(0

(C)
n |g(Fn)) p(y

(B)
n |HB Fn). VI frames inference as the

minimisation of the Kullback–Leibler divergence between the true posterior and an approximate
posterior, which leads the optimisation of the ELBO [28]:

argmax
q(f̄ | ξ)

L = E q(f̄)

[
log

p(Y | f̄) p(f̄)
q(f̄)

]
(13)

where we define the approximate posterior q(f | ξ) ≜= N( f | m, S ) as a free-form Gaussian with
ξ = (m,S) and m ∈ RDN×1, S ∈ RDN×DN . The aim is to represent the approximate posterior
as a state-space GP posterior, which will enable efficient computation of the whole evidence lower
bound (ELBO). We will achieve this through the use of natural gradients. The natural gradient
preconditions the standard gradient with the inverse Fisher matrix, meaning the information geometry
of the parameter space is taken into account, leading to faster convergence and superior performance
[2, 31, 27]. For Gaussian approximate posteriors the natural gradient has a simple form [26]

λk = λk−1 + β
∂L
∂µk

= (1− β) λ̃k−1 + β
∂ELL

∂µk
+ η = λ̃+ η (14)

where λ = (S−1m, 1/2S−1) and µ = (m,mm⊤ + S) are the natural and expectation parameteri-
sations. This is known as conjugate variational inference (CVI) as λ̃ represent the natural parameters
for the conjugate prior η [31, 10, 20, 72]. For now, we will assume that the likelihood is conjugate to
ensure that [λk]2 is p.s.d, this will be relaxed in Sec. 5. The derivative of the ELL is

∂ELL
∂[µ]2

=
∑Nt,Ns

t,s

∂

∂[µ]2
E q

[
log p(Y(t,s) | f̄(t,s))

]
, (15)

where the expectation is under q(f̄(t,s)), a D dimensional Gaussian over the spatio-temporal deriva-
tives at location xt,s. Within the sum, the only elements of [µ]2 whose gradient will propagate
through the expectation are the D ×D elements corresponding to these locations. These points are
unique and so ∂ELL

∂[µ]2
has some (permutated) block-diagonal structure, hence Eqn. (14) can be written

as
q(f̄) ∝

∏Nt
t

[
N(Ỹt | f̄t, Ṽt)

]
p(f̄) (16)

where Ỹt is D-dimensional. The natural gradient update, i.e. q(f̄t) in moment parameterisation, can
now be computed using Kalman smoothing inO(Nt ·(Ns ·ds ·d)3). Collecting Ỹ = vec( [Ỹt] ), Ṽ =

blkdiag
(
[Ṽt]

)
, then the ELBO can also be computed efficiently by substituting this form of q(f̄t) in

L =

Nt,Ns∑
t,s

E q(f̄(t,s))

[
log p(Y(t,s) | f̄(t,s))

]
−

Nt∑
t

E q(f̄t)

[
log N(Ỹt | f̄t, Ṽt)

]
+ log p(Ỹ | Ṽ)

(17)
where the first two terms only depend on q(D ft) and the final term is simply a by-product of
running the Kalman filter, leading to a dominant computational complexity of O(N · (Ns · ds · d)3).
This cost is linear in the datapoints (N ) because the expected log likelihood above decomposes
across all spatio-temporal locations. In summary we have shown that natural gradient is equivalent
updating a block-diagonal likelihood that decomposes across time; hence the approximate posterior
is computable via Kalman smoothing algorithms. Extending to multiple latent functions (Q > 1) we
define a full Gaussian approximate posterior that captures all correlations between the latent functions
q(f̄1, · · · , f̄Q) ≜= N

(
f̄1, · · · , f̄Q | m, S

)
where m ∈ R(N×Q)×1,S ∈ R(N×Q)×(N×Q). All the

observation models in Eqn. (6) decompose across data points, hence Eqn. (16) is still block-diagonal
and decomposes across time, except now each component is of dimension Q×Nt as it encodes the
correlations of spatial points and their spatio-temporal derivatives across the latent functions. We
denote this model as PHYSS-VGP and PHYSS-EKS when using a EKS prior (see Ex. 3.1).
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Theorem 3.1. Let the approximate posterior be (full) Gaussian q(f̄1, · · · , f̄Q) ≜=
N
(
f̄1, · · · , f̄Q | m, S

)
where m ∈ R(N×Q)×1,S ∈ R(N×Q)×(N×Q). When g is linear a

single natural gradient step with β = 1 recovers the optimal solution p(f̄1, · · · , f̄Q |Y).

We prove this in App. A.5.4. This result not only demonstrates the optimality of our proposed
inference scheme in the linear Gaussian setting, but confirms that we recover batch models like PMM
and HELMHOLTZ-GP, as well as EKS (see Ex. 3.1).

4 Reducing the Spatial Computational Complexity

We now propose three approaches that reduce the cubic computational complexity in the number of
spatial derivatives and locations. The first augments the process with inducing points that alleviate
cubic costs associated with Ns. The second is a structured variational approximation that defines
the approximate posterior only over the temporal prior and alleviates cubic costs associated with ds.
Finally, we introduce spatial mini-batching that alleviates linear Ns costs. When used in conjunction,
the dominant computation cost is O

(
Nt · ds · (Ms · dt)3

)
. These approximations are not only useful

for the state-space setting and can readily be applied to reduce the computational complexity for
batch variational models (such as AUTOIP). See App. B.1 for more details.

Spatio-Temporal Inducing Points (PHYSS-SVGP) In this first approximation, denoted by PHYSS-
SVGP, we augment the full prior p(f̄) with inducing points. By defining these inducing points on a
spatio-temporal grid, we will show that we can still exploit Markov conjugate operations through
natural gradients. Let ū = D u ∈ RM×D be inducing points at locations Z ∈ RM×F . From the
standard SVGP formulation [27], the ELBO is

L = E q(f̄ ,ū)

[
log

p(Y | f̄) p(ū)
q(ū)

]
(18)

where q(f̄ , ū) ≜= p(f̄ | ū) q(ū). By defining the inducing points on a spatio-temporal grid at temporal
locations Xt ∈ RN

t and spatial Zs ∈ RMs×(F−1) then the marginal p(f̄ | ū) is Gaussian with mean

µF |U =
[
I⊗KD

s (Xs,Zs) (K
D
s (Zs,Zs))

−1
]
ū (19)

and variance given in Eqn. (41). This Kronecker structure allows us to again ‘decouple’ space
and time, leading to natural gradient updates with block size Ms ×D, reducing the computational
complexity to O(N (Ms · ds · d)3). For full details, see App. A.5.1.

Structured Variational Inference (PHYSS-SVGPH) This second approximation, denoted as PHYSS-
SVGPH, defines the inducing points only over the temporal derivatives. This is a useful approximation
as it can drastically reduce the size of the filter state, making it more computationally and memory
efficient. We begin by defining the joint prior as

p(F,Dt f) = p(F | Dt f) p(Dt f)

where p(F | Dt f) is a Gaussian conditional with mean

E [F | Dt f ] =
[
I⊗ K̃D

s (Xs,Xs)Ks(Zs,Zs)
−1

]
Dt f , with K̃D

s (Xs,Xs) =

[
Ks(Xs,Zs)
Ds Ks(Xs,Zs)

]
.

We then define a structured variational posterior

q(f̄ ,Dt f) ≜= p(F | Dt f) q(Dt f).

Substituting this into the ELBO we see that all the terms with the prior spatial derivatives cancel

E q

[
log

p(Y | f̄)�����
p(f̄ | Dt f) p(Dt f)

�����p(F | Dt f) q(Dt f)

]
Again, the marginal q(Dt f) maintains Kronecker structure, enabling Markov conjugate operations,
leading to a computational cost of O(N · ds · (Ns · d)3), see App. A.5.2. These variational approxi-
mations can simply be applied to non-state-space variational approximation, see App. B.1.
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Spatial Mini-Batching A standard approach for handling big data is through mini-batching where
the ELL is approximated using only a data subsample [27]. Directly appling mini-batching would be
of little computation benefit because computation of the ELBO requires running a Kalman smoother
that iterates through all time points. Instead, we mini-batch by subsampling Bs spatial points

ELL ≈
Nt∑
t

Ns

Bs

Bs∑
i

E q

[
log p(Yt,s | f̄t,i)

]
(20)

where i is uniformly sampled. We used in conjunction with PHYSS-SVGP and PHYSS-SVGPH, this
results in dominant costs of O(Nt (Ms · ds · d)3) and O

(
Nt · ds · (Ms · d)3

)
when Bs ≪ Ns.

5 Handling the PSD Constraint

As discussed in Sec. 3.2 when the differential equation is non-linear, the model is no longer conjugate
and the resulting natural gradients are not guaranteed to result in p.s.d updates. This issue has
received some attention in the literature [53, 64, 39], but these approaches do not maintain an efficient
conjugate representation. One distinction is [72], which uses the Gauss-Newton approximation to
maintain conjugate operations. We now extend this to support spatial inducing points and non-linear
transformations. Due to space we focus on PHYSS-SVGP, but see App. A.5.3 for further details. The
troublesome term for the natural gradient update in Eqn. (14) is the Jacobian of the ELL w.r.t. to the
second expectation parameter; which is not guaranteed to be p.s.d unless the ELL is log convex [39].
Focusing at a single location n = (t, s):

∂ELLn

∂[µk ]2
=

∂

∂Su
Eq(ūt)

[
E p(f̄n|ūt)

[
log p(Yn | f̄n)

]]
we apply the Bonnet’s and Price’s theorem [38] to bring the differential inside the expectation and
make a Gauss-Newton [19] approximation ensuring that the Jacobian is p.s.d

∂ELL

∂[µt ]2
≈

N∑
n,p

E q(ūt)

[
J⊤
n,p Hn,p Jn,p

]
, where Jn,p =

∂gn(µn)

∂ūt
, Hn,p =

d2log p(Yn | gn)
d2gn

,

(21)
and gn,p = g(ūn) (Eqn. (4)) and µn is the mean of p(f̄n | ūt) (Eqn. (19)). When using spatial
mini-batching Eqn. (21) is also subsampled.

6 Related Work

From the optimality of natural gradients, in the conjugate setting, we exactly recover batch GP based
models such as [68, 29, 4]. Our inference scheme also applies to models that do not require derivative
information i.e. in dt = ds = 1. As a special case, we recover [20], but we have extended the
inference scheme to support spatial mini-batching, allowing big spatial datasets to be used. The
linear weighting matrix can be used to define a linear model of coregionalisation and its variants
[7, 77, 42, 66] and through appropriately designed functionals also non-linear variants [73].

In Álvarez et al. [76] GP priors over the solution of differential equations are obtained through a
stochastic forcing term but they only consider situations where the Greens function is available. In
[22, 23, 57, 33], efficient state-space algorithms are derived but are limited to the temporal setting only.
Similarly, Heinonen et al. [24], learn a ‘free-form ODE’. In the spatio-temporal setting Krämer et al.
[35] and Duffin et al. [14] (which builds [18]) derive extended Kalman filter algorithms. Additionally
there are approaches to constraining GPs by linear differential equations [37, 1, 5]. More generally
than [4] in [21] GP priors over the solutions to linear PDEs with constant coefficients are derived.

Beyond GP based models, physics informed neural networks (PINNs) incorporate physics by con-
structing a loss function between the network and the differential equation at a finite set of collocation
points [48]. This amounts to a highly complex optimisation problem [36] bringing difficulties for
training [70, 71] and uncertainty quantification (UQ) [16]. Current approaches to quantifying uncer-
tainty in PINNs are based on dropout [75] and conformal predictions [47]. In recent years UQ and
deep learning has received much attention however is limited by its computational cost [45].
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Table 1: Test performance on the simulated
damped pendulum. Time is the total wall clock
time in seconds.

MODEL WHITEN C TIME RMSE NLPD

PHYSS-GP −
10 96.33 0.22 −0.09
100 112.2 0.05 −0.38
500 138.98 0.05 −0.72
1000 144.29 0.06 −0.79

AUTOIP

×
10 153.52 0.35 0.41
100 195.25 0.2 −0.08
500 1011.88 0.33 0.32
1000 5134.13 0.36 0.41

✓
10 164.58 0.16 −0.30
100 208.81 0.05 −0.41
500 1088.31 0.05 −0.75
1000 5656.62 0.05 −1.39

Table 2: Test performance on the magnetic field
strength experiment. Results are computed w.r.t.
to the first output. Time is the average epoch time
in seconds.

TIME R SQUARED
SPATIAL SIZE 5 10 20 5 10 20

HELMHOLTZ-GP 0.21 0.46 2.37 0.23 0.97 0.97
PHYSS-GP 0.43 0.60 1.16 0.21 0.97 0.97

PHYSS-SVGP 0.44 0.44 0.31 0.23 0.96 0.97
PHYSS-VGPH 0.29 0.40 0.35 0.65 0.86 0.93

PHYSS-SVGPH 0.29 0.28 0.16 0.65 0.61 0.74
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Figure 2: Curl free synthetic example. The left panel displays the learnt scalar potential functions by
PHYSS-GP with Ns = 20, and the right panel illustrates the associated vector field.

7 Experiments

We now examine the performance of our PHYSS-GP methods on multiple synthetic and real-world
datasets. We compare against a batch GP (no physical knowledge) and current state-of-art methods
AUTOIP and HELMHOLTZ-GP. We provide more details on all experiments in App. B.

Non-linear Damped Pendulum In this first synthetic example, we consider learning the non-linear
dynamics of a damped swinging pendulum. This is described by a second-order differential equation

d2θ

dt2
+ sin ( θ ) + b

dθ

dt
= 0 (22)

where b > 0. The first term is a non-linear forcing term, and the third is the damping term. With
b = 0.2 we simulate a solution using Euler’s method [9] and generate 20 points in t ∈ [0, 6] for
training and 200 in t ∈ [6, 30] for testing, with additive Gaussian noise of variance 0.01.

We are interested in i) the effect of the number of collocation points, ii) the effect of the optimisation
algorithm. To answer these questions, we compare against AUTOIP on [10, 100, 500, 1000] collocation
points, with and without whitening. Results are tabulated in Table 1. As expected, the predictive
RMSE of all models decreases as the number of collocation points increases. Due to the cubic
complexity of AUTOIP, the total time significantly increases as the number of collocation points
increases. For example, when using 1000 collocation points, AUTOIP is ≈ 39 times slower than
PHYSS-GP. Interestingly, the un-whitened case performs poorly, possibly due to the nonlinearity of
the differential equation making optimisation difficult. This indicates that either whitening or natural
gradients are required to handle the non-linearity arising due to the differential equation.

Curl-free Magnetic Field Strength In this experiment, we consider modelling the magnetic
field strength of a dipole H(r) = −∇ψ(r), where ψ(r) = m·r/|r|3 is a scalar potential function
[11]. Labelling the input dimensions as ‘time’, ‘space’ and ‘z’, we let m = [0, 1, 0] and generate
observations from a spatio-temporal grid with Nt = 50, and Ns = [5, 10, 20], at z = 1. H(r) is a
curl-free field and so we compare the curl free part of HELMHOLTZ-GP against PHYSS-GP and its
variants. HELMHOLTZ-GP and PHYSS-GP are equivalent models (as this is the conjugate setting,
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Table 3: Test performance on the diffusion-reaction system. Time is the total wall clock time in
seconds. PHYSS-EKS significantly outperforms all models, and due to the EKS prior only requires a 1
epoch for inference. PHYSS-SVGPH achieves the same performance as AUTOIP but is over twice as
fast.

MODEL RMSE NLPD CRPS TIME EPOCHS

PHYSS-EKS 0.09 −1.26 0.038 1.1 × 103 1
PHYSS-SVGP 0.19 6.80 0.093 1.4 × 104 20000

PHYSS-SVGPH 0.17 1.69 0.077 4.8 × 103 20000
AUTOIP 0.17 −0.29 0.065 1.1 × 104 20000

Theorem 3.1), and recover the same posterior and predictive distribution (up to numerical precision).
However, due to the cubic-in-time complexity HELMHOLTZ-GP, at larger spatial sizes, is over 2-times
slower. The hierarchical approximation is substantially faster than PHYSS-GP and performs similarly.
As expected when introducing sparsity both PHYSS-SVGP and PHYSS-SVGPH are even faster; however,
this is compensated by a slight drop in predictive performance. See Fig. 2 and Table 2.
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Figure 3: Results on the diffusion reaction system. The top row denotes the predictive mean, and
the bottom the 95% confidence intervals. The white line denotes where the training data ends. Only
PHYSS-EKS captures the sharp boundaries, due to the IWP kernel. PHYSS-SVGPH recovers a similar
solution to AUTOIP but at half the computational cost.

Diffusion-Reaction System Consider a diffusion-reaction system given by an Allen-Cahn equation

∂u

∂t
− 0.00001

d2u

dx 2
+ 5u3 − 5u = 0 (23)

where x ∈ [−1, 1], t ∈ [0, 1], u(0, x) = x2 cos(π x), u(t,−1) = u(t, 1) and ∂u
∂x (t,−1) =

∂u
∂x (t, 1).

Following [40], we use the solution provided by [49] and sample 256 training examples from
t ∈ [0, 0.28]. We compare PHYSS-EKS (where g is linerized in the EKS prior), PHYSS-SVGP and
PHYSS-SVGPH against AUTOIP. Following [40], we use a learning rate of 0.001 for Adam. For
AUTOIP, we place 100 collocation points across the whole input domain on a regular grid. For both
PHYSS-SVGP, and PHYSS-SVGPH we require more collocation points in the temporal dimension and
place them on a regular grid of size 20× 10. For PHYSS-EKS we use an integrated Wiener kernel
(IWP) on time [56] and place 100× 40 collocation points. We are unable to place more collocation
for AUTOIP due to computational limits. Results are presented in Fig. 3 and Table 3. PHYSS-EKS
requires only a single epoch and can better handle the sharp boundaries. Our method PHYSS-SVGPH

is over twice as fast as AUTOIP whilst achieving similar predictive RMSE.

Ocean Currents We now model oceanic currents in the Gulf of Mexico. We follow [4] and use the
dataset provided by D’Asaro et al. [15] that has information from over 1, 000 buoys. We focus on
the region in long. [−90,−84.5], lat. [26, 30] on 2016-02-25, by computing hourly averages. This
results in N = 42, 243 observations, and we construct a test-train split on 0.1 per cent of the data.
It is infeasible to run HELMHOLTZ-GP due to data size (in Berlinghieri et al. [4], observations from
only 19 buoys are used with N = 55). However, we run PHYSS-SVGPH with 50 spatial inducing
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Figure 4: Predicted ocean currents by PHYSS-SVGPH. True observations are in grey, and predictions
in green. The thickness of the line represents uncertainty and is computed by the L2 norm of the
standard deviations across both outputs.

points and a spatial mini-batch size of 10, and plot results in Fig. 4. Our predictions are in excellent
agreement with the test data, achieving an RMSE of 0.14, NLPD of −0.52, CRPS of 0.078, and an
average run-time of 1.86(s) per epoch.

8 Conclusion

We introduced a physics-informed state-space GP that integrates observational data with physical
knowledge. Within the variational inference framework, we derived a computationally efficient
algorithm that uses Kalman smoothing to achieve linear-in-time costs. To gain further computational
speed-ups, we proposed three approximations with inducing points, spatial mini batching and
structured variational posteriors. When used in conjunction, they allow us to handle large-scale
spatiotemporal problems. The bottleneck is always the state size, where nearest neighbours GPs
[13, 74] could be explored. For highly non-linear problems, future directions could explore deep
approaches [52] or more flexible kernel families [69]. One limitation is the use of the collocation
method which is only enforcing the differential equation point wise, whilst future work could look at
the more general methods of weighted residuals [46].
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Appendices

A Variational Approximation Derivation

A.1 Overview of Notation

Table 4: Table of Notation

Symbol Size Description

N – Number of observations.
Q – Number of latent functions.
P – Number of latent outputs.
F – Number of input features.
Ns – Number of spatial points.
Nt – Number of temporal points.
ds – Number of spatial derivatives.
dt – Number of temporal derivatives.

D = ds · dt – Total number of spatio-temporal derivatives.
d – State dimension.
Bs – Spatial batch size.
Ms – Number of spatial inducing points.
X N × F Input data matrix.
Xs Ns × F Spatial Locations of training data.
Xt Nt Temporal locations of training data.

x,Xn, Xt,s F Single training input.
xt – Temporal axis of a single training input location x.
xs F − 1 Spatial axes of a single training input location x..
Y N × P Output data matrix.

Yn, Yt,s P Single training output.
f̄ Ns × d Filtering state.
W (P ×D)× (Q×D) Mixing matrix between Q latent GPs

f̄q(Xn) D Random vector of the D derivatives at location Xn

Fn (P ×D) Output of linearly mixed GPs.
g : RP ·D → R – Differential equation defined using D spatio-temporal derivatives

and P outputs/states.
Zs RMs×(F−1) Spatial Inducing Points.

Ks(Xs,Xs) Ns ×Ns Spatial Kernel.
Kt(Xt,Xt) Nt ×Nt Temporal Kernel.
K(X,X) N×N Spatio-Temporal Kernel.

K̄ = DK(X,X)D∗ (N ·D)× (N ·D) Spatio-temporal kernel over all N locations and D derivatives.
KD

t (Xt,Xt) (Nt × dt)× (Nt × dt) Gram matrix over temporal derivatives.
KD

s (Xt,Xt) (Ns × ds)× (Ns × ds) Gram matrix over spatial derivatives.

A.2 Layout of Vectors and Matrices

We use a numerator layout for derivatives. Let Q denote the number of independent latent functions
and D the number of derivatives computed, and let fq,d denote the latent GP for d’th derivative of the
q’th latent function. We will need to keep track of the permutation of our data w.r.t. to space, time,
and latent functions. Inspired by ‘row-major’ and ‘column-major’ layouts, we will use the following
terminology that describes the ordering of the data across latent functions and time and space:

• latent-data: F = Fld = [F1(X), · · · ,FQ(X)] with Fq(X) = [fq,1(X), · · · , fq,D(X)]
which is ordered by stacking each of the latent functions on top of each other.

• data-latent: Fdl = [F1(Xn), · · · ,FQ(Xn)]
N
n which is ordered by stacking the latent

functions evaluated at each data point across all data points.

• time-space: [f(X(st)
t )]Nt

t which is ordered by stacking each of the input points at each time
point on top of each other. This is only applicable when there is a single latent function.

• latent-time-space: [F1(X
(st)
1 ), · · · ,F1(X

(st)
Nt

), · · · ,FQ(X
(st)
1 ), · · · ,FQ(X

(st)
Nt

)]
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• time-latent-space: [F1(X
(st)
t ), · · · ,FQ(X

(st)
t )]Nt

t

The default order will be latent-data (and latent-time-space for spatio-temporal problems). Since all
of these are just simple permutations of each other, there exists a permutation matrix that permutes
between any two of the layouts above. We use the function π to denote a function that performs this
permutation such that:

Fdl = πld→dl(Fld)

Fld = πdl→ld(Fdl)
(24)

A.3 Timeseries Setting - Single Latent Function

Let X ∈ RN×D,Y ∈ RN×P be input-output observations across P outputs, where N = Nt. For
now, we only consider the case where Q = 1. We assume that f has a state-space representation, and
we denote its state with its D time derivatives as F(X) = [f(X), ∂f(X)

∂X , ∂
2f(X)
∂X2 , · · · ] in latent-data

format. The vector F(X) is of dimension (N ×D). We also use the notation Fn = F(Xn), which
is a D-dimensional vector of the derivatives at location Xn. The joint model is[ N∏

n

p(Yn |Fn,DE)
]
p(F). (25)

At this point, we place no particular restriction on the form of the likelihood, aside from decomposing
across N . The prior p(F) is a multivariate GP of dimension N ×D

p(F) = N (F | 0, DK(x,x)D∗ ) (26)
Let q(F) be a free-form multivariate Gaussian of the same dimension as p(F) then the corresponding
ELBO is:

L = E q(F)

[
log

p(Y |F,DE) p(F)
q(F)

]
,

= E q(F) [ log p(Y |F,DE) ]−KL [ q(F) || p(F) ] ,

=

N∑
n

E q(Fn) [ log p(Yn |Fn,DE) ]︸ ︷︷ ︸
ELL

−KL [ q(F) || p(F) ]︸ ︷︷ ︸
KL

,

(27)

and the marginal q(Fn) is a D-dimensional Gaussian corresponding to the n’th observation. The
natural gradients are

λ̃← (1− β) λ̃+ β
∂ELL

∂µ

}
Surrogate likelihood update (28)

λ← λ̃+ η
}

Surrogate model update (29)

where λ̃ =
[
[λ̃]1, [λ̃]2

]⊤
and [λ̃]1 is an (N ×D) vector and [λ̃]2 an (N ×D)× (N ×D) matrix.

Eqn. (29) is a sum of natural parameters, and so is the conjugate Bayesian update. Naively computing
this would yield no computation speed up as the computation cost would be cubic O(N3). However,
the natural parameters of the likelihood (λ̃) are guaranteed to be block diagonal, one block per data
point (if λ̃0 is initialised as so). This immediately implies that Eqn. (29) can be computed using
efficient Kalman filter and smoothing algorithms. The structure of λ̃ depends on the gradient of the
expected log-likelihood ∂ELL

∂µ . Expanding this out

∂ELL

∂[µ]2
=

N∑
n

∂E q(Fn) [ log p(Yn |Fn ,DE) ]
∂[µ]2

=

N∑
n

µ̃n (30)

where each component µ̃n is a (N ×D)× (N ×D) matrix that only has D ×D non-zero entries;
as these are the only elements that directly affect Fn. Collecting all these submatrices into a block
diagonal matrix, we have a matrix in data-latent format, however, ∂ELL

∂µ is in latent-data, and so all we
need to do is permute by P:

∂ELL

∂µ
= πdl→ld ( blkdiag[ µ̃1, · · · , µ̃N ] ) . (31)
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Converting from natural to moment paramerisation the surrogate update is:

q(F) ∝ N
(
Ỹ | F, Ṽ

)
p(F)

=

[ N∏
n

N
(
Ỹn | Fn, Ṽn

) ]
p(F)

(32)

where Ỹn is a D-dimensional vector, and Ṽn is a D ×D matrix, and efficient Kalman filtering and
smoothing algorithms can be used to compute the surrogate model update. Substituting q(F) back
into the ELBO it further simplifies:

L = E q(F)

 log
p(Y |F,DE)���p(F) p(Ỹ | Ṽ)

N
(
Ỹ | F, Ṽ

)
���p(F)


=

N∑
n

E q(Fn) [ log p(Yn |Fn,DE) ]−
N∑
n

E q(Fn)

[
log N

(
Ỹn | Fn, Ṽn

) ]
+ log p(Ỹ | Ṽ)

(33)
each term can be computed efficiently as the by-product of the Kalman filtering and smoothing
algorithm used to compute q(F).

A.4 Timeseries Setting - Multiple Latent Functions

We now generalise the previous section to handle multiple independent latent functions, i.e. Q > 0.
The model prior now has the form

p(F) =

Q∏
q

p(Fq) (34)

where p(Fq) is a prior over fq,1 and itsD partial deriatives. We consider two approaches: a mean-field
approximate posterior and a full Gaussian.

The first approach defined mean-field approximate posterior q(F) ≜=
∏Q

q q(Fq) where each q(Fq) is
a free-form Gaussian of dimension (N ×D). The natural gradient updates are now simply applied to
each component q(Fq) separately, and we essentially follow the update set out in App. A.3.

The second approach is a full-Gaussian approximate posterior where q(F) is a (Q × D × N)-
dimensional free-form Gaussian. In this case the ELL is

ELL =
N∑
n

E q(Fn) [ log p(Yn |Fn,DE) ] (35)

where q(Fn) is of dimension (Q×D). This implies that the gradient of the ELL ∂ELL
∂[µ]2

=
∑N

n µ̃n

where µ̃n now has (Q×D)× (Q×D) non-zero entries. Switching to moment parameterisation

q(F) ∝
[ N∏

n

N
(
Ỹn | Fn, Ṽn

) ]
p(F) (36)

where Ỹn is of dimension (Q ×D) and Ṽn is (Q ×D) × (Q ×D). We can still use state-space
algorithms by simply stacking the states corresponding to each Fq [56].

A.5 Spatio-temporal Data - Single Latent Function

We now turn to the spatio-temporal setting where X,Y are spatio-temporal observations on a spatio-
temporal grid ordered in time-space format. We now derive the conjugate variational algorithm for
PHYSS-SVGP and PHYSS-SVGPH. The algorithms for PHYSS-GP and PHYSS-VGPH are recovered as
special cases when Z = Xs.
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A.5.1 Spatial Derivative Inducing Points

We follow the standard sparse variational GP procedure and augment that prior with inducing points
U = D u at locations Z. We require that the inducing points are defined on a spatial-temporal grid at
the same temporal points as the data X, such that Z = [Zt]

Nt
t . This is required to ensure Kronecker

structure between the inducing points and the data. The joint model is

p(Y |F) p(F |U) p(U) (37)

where
p(U) = N

(
U | 0, KD

t (Xt,Xt)⊗KD
s (Zs,Zs)

)
,

p(F |U) = N
(
F | µF |U, ΣF |U

) (38)

and the conditional mean and covariance are given by

µF |U =
[
KD

t (Xt,Xt)⊗KD
s (Xs,Zs)

] [
KD

t (Xt,Xt)⊗KD
s (Zs,Zs)

]−1
U

=
[
I⊗KD

s (Xs,Zs) (K
D
s (Zs,Zs))

−1
]
U,

(39)

and
ΣF |U =

[
KD

t (Xt,Xt)⊗KD
s (Xs,Xs)

]
−
[
K
⊗
X,Z

] [
KD

t (Xt,Xt)⊗KD
s (Zs,Zs)

]−1 [
K
⊗
X,Z

]⊤ (40)

where K⊗X,Z =
[
KD

t (Xt,Xt)⊗KD
s (Xs,Zs)

]
which simplifies to

ΣF |U = KD
t (Xt,Xt)⊗

[
KD

s (Xs,Xs)−KD
s (Xs,Zs)K

D
s (Zs,Zs)

−1 KD
s (Zs,Xs)

]
(41)

Due to the Kronecker structure, the marginal at time t only depends on the inducing points in
that time slice so we can still get a CVI-style update that can be computed using a state-space
model. To see why we again look at the Jacobian of the ELL: ∂ELL

∂[µ]2
=

∑N
n µ̃n where µ̃n now has

(D×M)× (D×M) non-zero entries, which corresponding to needed all M spatial inducing points
with there derivatives to predict at a single time point. This is similar to the time series setting, except
we have now predicted in space to compute marginals of q(F). To be complete, we write that the
marginal q(U) is

q(U) ∝
[ Nt∏

t

N
(
Ỹt | Ft, Ṽt

) ]
p(F) (42)

where Ỹt and Ft are vectors of dimension (D × M), and Ṽt is a matrix of dimension (D ×
M) × (D ×M). The marginals q(Ut), and the corresponding marginal likelihood p(Ỹ | Ṽ) can
be computed by running a Kalman filter and smoother in O(Nt · (Ms · ds · d)3). The marginal
q(F) = N (F | µF, ΣF ) where

µF =
[
I⊗KD

s (Xs,Zs) (K
D
s (Zs,Zs))

−1
]
m (43)

and

ΣF = ΣF |U+
[
I⊗KD

s (Xs,Zs) (K
D
s (Zs,Zs))

−1
]
S
[
I⊗KD

s (Xs,Zs) (K
D
s (Zs,Zs))

−1
]⊤

(44)

A.5.2 Structured Approximate Posterior With Spatial Inducing Points

We now derive the algorithm for the case of the structured approximate posterior with spatial inducing
points. The key is to define the free-form approximate posterior over the inducing points and their
temporal derivatives and then use the model conditional to compute the spatial derivatives. The model
is

p(Y |F) p(F | Dt u) p(Dt u). (45)
Each term is

p(Dt u) = N (Dt u | 0, Dt K(Z,Z)D∗
t ) ,

p(F | Dt u) = N
(
F | µF |Ut

, ΣF |Ut

) (46)

where

µF |Ut
=

[
KD

t (Xt,Xt)⊗ K̃D
s (Xs,Xs)

] [
KD

t (Xt,Xt)⊗Ks(Zs,Zs)
]−1Dt u

=
[
I⊗ K̃D

s (Xs,Xs)Ks(Zs,Zs)
−1

]
Dt u

(47)
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and
ΣF |Ut

=
[
KD

t (Xt,Xt)⊗KD
s (Xs,Xs)

]
−
[
K̃
⊗
X,Zs

] [
KD

t (Xt,Xt)⊗Ks(Zs,Zs)
]−1 [

K̃
⊗
X,Zs

]⊤ (48)

where K̃⊗X,Zs
= KD

t (Xt,Xt)⊗ K̃D
s (Xs,Zss) and

K̃D
s (Xs,Xs) =

[
Ks(Xs,Zs)
Ds Ks(Xs,Zs)

]
. (49)

The approximate posterior is defined as

q(F,Dt u) = p(F | Dt u) q(Dt u) (50)

where q(Dt u is a free-form Gaussian of dimension (Nd × Nt ×Ms). The rest of the derivation
simply follows App. A.5.1 by simpling substituting K̃D

s (Xs,Zss) into the corresponding conditionals.
The final result is that the approximate posterior decomposes as

q(U) ∝
[ Nt∏

t

N
(
Ỹt | Ft, Ṽt

) ]
p(F) (51)

where Ỹt and Ft are vectors of dimension (dt × Ms), and Ṽt is a matrix of dimension (dt ×
Ms)× (dt ×Ms). The marginals q(Ut), and the corresponding marginal likelihood p(Ỹ | Ṽ) can
be computed by running a Kalman filter and smoother in O(Nt · (Ms · d)3), which compared to
App. A.5.1 is not cubic in the number of spatial derivatives.

A.5.3 Gauss-Newton Natural Gradient Approximation

We now provide the full derivation of the Gauss-Newton approximation of the natural gradient used
to ensure p.s.d updates. We will make use of the following identities, known as the Bonnet and Price
theorems (see, [38]),

∂

∂µ
E q(f |µ,Σ) [ ℓ(f) ] = E q(f |µ,Σ)

[
∂

∂f
ℓ(f)

]
(52)

∂

∂Σ
E q(f |µ,Σ) [ ℓ(f) ] =

1

2
E q(f |µ,Σ)

[
∂2

∂f ∂f⊤
ℓ(f)

]
(53)

which describes how to bring derivatives inside expectations. To ease notations, we work with a more
general description of the model presented in the main paper, where we have multiple independent
latent functions and use Tp to denote likelihood-specific functions which, for example, can be used to
represent DE or as the identity of standard Gaussian likelihoods. The model is

p(uq) = N (uq | 0, Kq )

p(fq |uq) = N
(
fq | µfq |uq

, Σfq |uq

)
Yn,q = p(Yn,q |Tp(fn,1, . . . , fn,Q))

(54)

where the shapes are uq ∈ RM , fq ∈ RN , Tp : RQ → RP , Y ∈ RN×P , and Yn,p ∈ R. The
variational approximation is

q(U) = N (U | m, S ) (55)

where U = [u1, · · · ,uQ], m ∈ RQM×1 and S ∈ RQM×QM . Let F = [f1, . . . , fQ]. The expected
log-likelihood of the variational approximation is

ELL = E q(U)

[
E p(F |U)

[∑
n,p

log p(Yn,p |Tp(Fn,p))

]]
=

∑
n,p

E q(U)

[
E p(Fn |U) [ log p(Yn,p |Tp(Fn,p)) ]

]
=

∑
n,p

E q(Uk)

[
E p(Fn |Uk) [ log p(Yn,p |Tp(Fn,p)) ]

]
(56)
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where k = t(n) is the time period associated with data Xn. Here Uk are the spatial inducing points
at time t(n) and hence Uk ∈ RQMs . We need to compute

∂ELL

∂S
=

∑
n,p

∂

∂S
E q(Uk)

[
E p(Fn |Uk) [ log p(Yn,p |Tp(Fn,p)) ]

]
=

∑
n,p

Pk ·
∂

∂Sk
E q(Uk)

[
E p(Fn |Uk) [ log p(Yn,p |Tp(Fn,p)) ]

]
·P⊤

k

=
∑
n,p

Pk · E q(Uk)

[
∂2

∂Uk ∂Uk
⊤ E p(Fn |Uk) [ log p(Yn,p |Tp(Fn,p)) ]

]
·P⊤

k

delta
≈

∑
n,p

Pk · E q(Uk)

[
∂2

∂Uk ∂Uk
⊤ log p(Yn,p |Tp(F∗

n,p))

]
·P⊤

k

Gauss-Newton
≈

∑
n,p

Pk · E q(Uk)

[ [
∂Tp(F

∗
n,p)

∂Uk

]⊤
∂2log p(Yn,p |Tp)

∂Tp ∂Tp
⊤

[
∂Tp(F

∗
n,p)

∂Uk

]]
·P⊤

k

=
∑
n,p

Pk · E q(Uk)

[
J⊤
k HkJ

]
·P⊤

k

(57)
where the shapes are

J ∈ QMs × 1 (58)
Hk ∈ 1× 1 (59)

and Pk is a permutation matrix that permutes from data-latent to latent-data format. In implementa-
tion, we do not need to perform this permutation as we only require the blocks ∂ELL

∂Sk
but write it here

for completeness.

A.5.4 Optimality of Natural Gradients In Linear Models

Theorem A.1. Consider a linear multi-task model of the form

fq(·) ∼ GP(0,Kq)

f̃(x) = [fq(x)]
Q
q=1

Yn = Wf̃(Xn) + ψ where ψ ∼ N
(
0, blkdiag

(
[σ2

p]
P
p=1

) ) (60)

then under a full Gaussian variational approximate posterior

q(f̃) ≜= N
(
f̃ | m, S

)
(61)

where m ∈ R(N×Q)×1,S ∈ R(N×Q)×(N×Q) then the natural gradient update with a learning rate
of 1 recovers the optimal solution p(f̃ |Y).

Proof. To prove this we first derive the natural parameters of the posterior p(f̃ |Y). We then derive
the closed form expression of the natural parameter update and show that they recover that of the
posterior. Let

F(X) = W̃ f̃(X) ∼ N
(
F(X) | 0, W̃ K̃X,X W̃⊤

)
(62)

where K̃X,X = blkdiag
(
[Kq]

Q
q=1

)
and W̃ = W ⊗ I then the posterior p(F(X) |Y) is Gaussian

p(F(X) |Y) = N
(
F(X) | µF |Y, ΣF |Y

)
(63)

with
µF |Y =

[
W̃ K̃X,X W̃⊤

] [
W̃ K̃X,X W̃⊤ +Φ

]−1

Y

ΣF |Y =

[[
W̃ K̃X,X W̃⊤

]−1

+Φ−1

]−1

.

(64)
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The covariance matrix can be simplified by invoking Woodbury’s identity twice

ΣF |Y =
[
W̃ K̃X,X W̃⊤

]
−
[
W̃ K̃X,X W̃⊤

] [
Φ+

[
W̃ K̃X,X W̃⊤

]]−1 [
W̃ K̃X,X W̃⊤

]
= W̃

[
K̃X,X − K̃X,X W̃⊤

[
Φ+ W̃ K̃X,X W̃⊤

]−1

W̃ K̃X,X

]
W̃⊤

= W̃
[
W̃Φ−1 W̃⊤ + K̃−1

X,X

]−1

W̃⊤

(65)
and the mean can be expressed as

µF |Y = ΣF |Y Φ−1Y

= W̃
[
W̃Φ−1 W̃⊤ + K̃−1

X,X

]−1

W̃⊤ Φ−1Y.
(66)

Now we can immediately read off the posterior p(f̃ |Y) as p(F(X) |Y) = p(W̃ f̃ |Y) is simply a
transformed version

p(f̃ |Y) = N

(
f̃ |

[
W̃Φ−1 W̃⊤ + K̃−1

X,X

]−1

W̃⊤ Φ−1Y,
[
W̃Φ−1 W̃⊤ + K̃−1

X,X

]−1
)

= N
(
f̃ | µf̃ |Y, Σf̃ |Y

) (67)

whose natural parameters are

λf̃ |Y =

[
W̃⊤ Φ−1Y,−1

2
W̃Φ−1 W̃⊤ − 1

2
K̃−1

X,X

]⊤
. (68)

We now derive the closed form expression of the natural gradient update with a learning rate of 1,
and show that it recovers λf̃ |Y. The expected log likelihood (ELL) is

ELL = E q(f̃)

[
log N

(
Y | W̃ f̃ , Φ

) ]
= logN

(
Y | W̃ f̃ , Φ

)
− 1

2
Tr

[
Φ−1 W̃SW̃⊤

]
.

(69)

The required derivatives are
∂ELL

∂m
= −1

2

∂

∂m

[
(Y − W̃m)⊤ Φ−1 (Y − W̃m)

]
= W̃⊤ Φ−1 (Y − W̃m)

(70)

where the last follows because Φ is symmetric and
∂ELL

∂S
= −1

2

∂

∂S

[
Tr

[
Φ−1 W̃SW̃⊤

]]
= −1

2
W̃Φ−1 W̃⊤.

(71)

The natural gradient is now given as

∂ELL

∂µf̃ |Y
=

[
∂ELL
∂m − 2 ∂ELL

∂S

⊤
m

∂ELL
∂S

]
=

[
W̃⊤ Φ−1 (Y − W̃m)− W̃⊤ Φ−1 W̃m

− 1
2 W̃Φ−1 W̃⊤

]

=

[
W̃⊤ Φ−1 Y

− 1
2 W̃Φ−1 W̃⊤

]
.

(72)

The natural gradient update with a learning rate of 1 is

λq(f̃) =
∂ELL

∂µf̃ |Y
+ λp(f̃) (73)

where λp(f̃) =
[
0,− 1

2K
−1

]⊤
are the natural parameters of the prior p(f̃), hence after the update the

natural parameters are

λq(f̃) =

[
W̃⊤ Φ−1 Y

− 1
2 W̃Φ−1 W̃⊤ − 1

2K
−1

]
. (74)

which recover those of p(f̃ |Y), and hence we recover the optimal posterior.
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B Further Experimental Details and Results

EKS methods were run on CPUs. State-space methods running on GPU used the parallel form of the
Kalman smoother (see [55, 20]).

B.1 An extension of AUTOIP

If one drops the requirement for state-space representations then the approximations proposed in
Sec. 4 directly define approximations to the variational GP defined by Eqn. (13), and hence directly
extend AUTOIP. For example on the non-linear damped pendulum in Sec. 7 we run this extension of
AUTOIP with whitening and 50 inducing points for C = 1000 and achieve an RMSE of 0.06± 0.001
and running time of 158.16± 0.34, clearly improving the running time against AUTOIP. However the
benefit of our methods is that PHYSS-GP remains linear in temporal dimensions which is vital for
applications that are highly structured in time [20].

B.2 Modelling Unknown Physics

Modelling of missing physics can be handled by parameterising unknown terms with GPs. For
example take a simple non-linear pendulum

d2θ

dt2
+ sin(θ) = 0. (75)

Now consider that the the sin(θ) is unknown and we would like to learn it. If we define the our
differential equation in Eqn. (4) as

g =
d2 f1
dt2

+ f2(t) = 0 (76)

where both f1(·), f2(·) are latent GPs that we wish to learn. We now construct 300 observations
for training from the solution of Eqn. (75) across the range [0, 30] and 1000 for testing. We run
PHYSS-GP and compare the similarity of the learnt latent GP f2(·) to the true function at the test
locations and achieve an RMSE of 0.068 indicating we have recovered the latent force/unknown
physics well.

B.3 Monotonic Timeseries

This first example showcases the effectiveness of PHYSS-GP in learning monotonic functions. Mono-
tonicity information is expressed by regularising the first derivative to be positive at a set of collocation
points [51]:

p(Y | f) = N
(
Y | f , σ2

y

)
, p(0 | ∂f

∂t
) = Φ(

∂f

∂t
· 1
v
)

where Φ(·) is a Gaussian cumulative distribution function, and v = 1e − 1 is a tuning parameter
that controls the steepness of the step function. We plot predictive distributions of (batch) GP and
PHYSS-GP in Fig. 5. The GP fits data and does not learn a monotonic function. However, using 300
collocation points, PHYSS-GP is able to include the additional information and learn a monotonic
function whilst running 1.5 times faster.

B.4 Non-linear Damped Pendulum

All models were run using an Nvidia Titan RTX GPU and an Intel Core i5 CPU. All were optimised
for 1000 epochs using Adam [32] with a learning rate of 0.01. Both the GP and AUTOIP had an RBF
kernel (following Long et al. [40]) and PHYSS-GP used a Matérn-7/2; all with a lengthscale of 1.0. The
observation noise was initialised to 0.01 and the collocation 0.001. Both were fixed for the first 40%
of training and then released. Predictive distribution of PHYSS-GP and AUTOIP are plotted in Fig. 6.

B.5 Curl-free Magnetic Field Strength

All models were run using an Nvidia Titan RTX GPU and an Intel Core i5 CPU. All models are
run for 5000 epochs using Adam with a learning rate of 0.01, and use a Matérn-3/2 kernel on time,
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Figure 5: Predictive distributions of GP and PHYSS-GP on the monotonic function in App. B. The GP
cannot incorporate monotonicity information and fits the data.
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Figure 6: Predictive distributions on the Damped Pendulum.

with ARD RBF kernels on the spatial dimensions, with a lengthscale of 0.1 across all. The Gaussian
likelihood is initialised with a variance of 0.01 and held for 40% of training. All our methods used a
natural gradient learning rate of 1.0 as this is the conjugate setting.

B.6 Diffusion-Reaction System

We use data provided by [49] under an MIT license. All models were run using an Nvidia Titan RTX
GPU and an Intel Core i5 CPU. Our method PHYSS-SVGP and PHYSS-SVGPH use a Matérn 72 kernel
on time and an RBF of space, both initialised with a lengthscale of 0.1. We place the collocation
points on a regular grid of size 20× 10 and use Ms = 20 spatial inducing points. We pretrain for
100 iterations using a natural gradient learning rate of 0.01 and after use a learning rate 0.1 for the
remaining 19000 iterations. AUTOIP uses a RBF kernel on both time and space with a lengthscale of
0.1. We place the collocation points on a regular grid of size 10× 10. All models use Adam with a
learning rate 0.001 and train for a total of 20000 iterations.
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B.7 Ocean Currents

Our method PHYSS-SVGPH was run using an Nvidia Titan RTX GPU and an Intel Core i5 CPU. We
ran for 10000 iterations, using Adam with a learning rate of 0.01. For natural gradients with used a
learning rate of 0.1. We used a Matérn-3/2 kernel on time and RBF kernels on both spatial dimensions
with lengthscales [24.0, 1.0, 1.0]. We used 100 spatial inducing points and a spatial mini-batch size
of 10.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have both theoretically (Theorem 3.1), and empirically demonstrated our
claims (Sec. 7). We provide computational complexities for all proposed models showing a
linear in the temporal dimension performance.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: A discussion of two main limitations (collocation method, and spatial scaling)
and future work is provided in the conclusion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The assumptions of Theorem 3.1 are provided in Sec. 3 with full proof (correct
to the best of our knowledge) provided in the appendix App. A.5.4.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Experimental details, sufficient to reproduce the results, are provided both in
the main paper Sec. 7 and the appendix App. B. Code reproducing all methods and results is
provided in the supplementary material.
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Guidelines:
• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Code for data downloading and processing for train test splits, as well as code
reproducing all methods and results is provided in the supplementary material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All required details are provided in App. B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We followed established published results for experimental setups, which did
not include error bars.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Specific details on the CPUs and GPUs used for experiments are provided in
App. B.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics and we conform with this in
every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss the benefits of physics informed machine learning in our introduc-
tion. We do not envisage any negative societal implications.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All existing methods and datasets used are open and cited throughout. Any
licenses are explicitly stated in the appendix.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release our code under CC-BY 4.0.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

31

paperswithcode.com/datasets


Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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