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ABSTRACT

Reasoning is the fundamental capability of large language models (LLMs). Due
to the rapid progress of LLMs, there are two main issues of current benchmarks:
i) these benchmarks can be crushed in a short time (less than 1 year), and ii)
these benchmarks may be easily hacked. To handle these issues, we propose the
ever-scalingness for building the benchmarks which are scaling over complexity,
instance, oversight and coverage. This paper presents Nondeterministic Polynomial-
time Problem Challenge (NPPC) , an ever-scaling reasoning benchmark for LLMs.
Specifically, the NPPC has three main modules: i) npgym, which provides a unified
interface of 25 well-known NP-complete problems and can generate any number
of instances with any levels of complexities, ii) npsolver, which provides a unified
interface to evaluate the problem instances with both online and offline models
via APIs and local deployments, respectively, and iii) npeval, which provides
the comprehensive and ready-to-use tools to analyze the performances of LLMs
over different problems, the number of tokens, the aha moments, the reasoning
errors and the solution errors. Extensive experiments over widely-used LLMs
demonstrate: i) NPPC can successfully decrease the performances of advanced
LLMs to below 10%, demonstrating that NPPC is not crushed by current models,
ii) DeepSeek-R1, Claude-3.7-Sonnet, and o1/o3-mini are the most powerful LLMs,
where DeepSeek-R1 can outperform Claude-3.7-Sonnet and o1/o3-mini in most
NP-complete problems considered, and iii) the numbers of tokens, aha moments
in the advanced LLMs, e.g., Claude-3.7-Sonnet and DeepSeek-R1, are observed
first to increase and then decrease when the problem instances become more and
more difficult. Through continuously scaling analysis, NPPC can provide critical
insights into LLMs’ reasoning capabilities, exposing fundamental limitations and
suggesting future directions for further improvements.

1 INTRODUCTION
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Figure 1: Crush of benchmarks

The remarkable successes of Large Language Models
(LLMs) (Achiam et al., 2023) have catalyzed the fun-
damental shift of artificial intelligence. Recent break-
throughs on reasoning (Guo et al., 2025) enable LLMs
to complete complex tasks, e.g., math proof, code gener-
ation and computer use, which require the capabilities of
understanding, generation and long-term planning. Vari-
ous benchmarks, e.g., GPQA (Rein et al., 2024), AIME,
SWE-bench (Jimenez et al., 2024) and ARC-AGI (Chollet,
2019), are proposed to evaluate these advanced reasoning
capabilities, where most benchmarks are curated and verified by human researchers with a finite
number of questions. Current benchmarks face two fundamental challenges that limit their effective-
ness for LLM evaluation. First, current benchmarks can be crushed in a short time: GSM8K (Cobbe
et al., 2021) performance increased from approximately 35% to 95% within three years, while
SWE-bench (Jimenez et al., 2024) scores improved from 7.0% to 64.6% in merely eight months,
as illustrated in Figure 1. This rapid saturation suggests that these benchmarks quickly lose their
discriminative power as models advance. Second, current benchmarks can be easily hacked or
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exploited. Static benchmarks are susceptible to data contamination and memorization issues, leading
to overfitting rather than genuine capability assessment (Wu et al., 2025; Xu et al., 2024). While
live benchmarks such as LiveCodeBench (Jain et al., 2025) address contamination by continuously
introducing new problems, they require substantial ongoing human curation efforts. Similarly, human
evaluation platforms like ChatbotArena (Chiang et al., 2024) incur significant costs (approximately
$3,000 per evaluation) and remain vulnerable to strategic manipulation where MixEval (Ni et al.,
2024) can achieve comparable correlation with human judgment at under $1 per evaluation. These
limitations represent significant obstacles for reliable evaluation of the rapidly evolved LLMs.

Complexity Instances

Oversight Coverage

Ever-
Scalingness

Figure 2: Desiderate of ever-scalingness

To address these issues, we propose the ever-scalingness
with four desiderata for a benchmark (as shown in Fig-
ure 2): i) scaling over complexity – the benchmark can
generate the problems with continually increasing com-
plexities to avoid the crushing of the benchmarks, ii) scal-
ing over instance – the benchmark can generate an infinite
number of instances to avoid the exploitation, iii) scaling
over oversight – the benchmark can verify the correct-
ness of the solutions efficiently for the problems with any
complexity, and iv) scaling over coverage – the problems
covered by the benchmark should be highly relevant to the
real-world problems, rather than puzzles or rare problems.
These four desiderata for ever-scaling benchmarks ensure continuous differentiation among LLMs
over extended periods, identifying fundamental limitations for further improvement.

To construct the ever-scaling benchmark, we focus on nondeterministic polynomial-time (NP)
problems whose solutions can be verified in polynomial time (Cormen et al., 2022). Specifically,
we target on NP-complete (NPC) problems, i.e., the most computationally challenging problems in
the NP class, for three key reasons. First, NPC problem instances can be systematically generated
across arbitrary difficulty levels through controlled parameters, e.g., numbers of variables, enabling
precise scaling of both complexity and instance. Second, NPC problems are intrinsically “difficult
to solve, easy to verify”—no polynomial-time algorithms have been discovered for solving NPC
problems, making them computationally intractable even with specialized tools, while their solutions
remain efficiently verifiable. Third, NPC problems demonstrate broad applicability, including diverse
real-world scenarios, e.g., routing (Toth & Vigo, 2002), and various puzzles, e.g., Sudoku (Seely et al.,
2025). The theoretical foundation for using NPC problems as a comprehensive evaluation framework
stems from the fundamental property that any NP problem can be reduced to an NPC problem in
polynomial time, establishing NPC problems as a theoretically grounded, universal framework for
computational problem-solving assessment. Therefore, NPC problems are the foundation problems
of all computational problems and LLMs are the foundation models for wide range tasks, thus leading
to our ever-scaling nondeterministic polynomial-time problem challenge (NPPC) (Figure 4(a)).

Specifically, NPPC has three main modules: i) npgym, which provides a unified interface of 25
well-known NPC problems and can generate any number of instances with any levels of complexities,
which implies the ever-scalingness of NPPC, ii) npsolver, which provides a unified interface to
evaluate the problem instances with both online and offline models via APIs and local deployments,
respectively, to facilitate users to evaluate their own models and iii) npeval, which provides compre-
hensive and ready-to-use tools to analyze the performances of LLMs over different problems, the
number of tokens, the “aha moments”, the reasoning errors and the solution errors, which can provide
in-depth analysis of the LLMs and the insights to further improve the LLMs’ reasoning capabilities.
Extensive experiments over widely-used LLMs, i.e., GPT-4o-mini, GPT-4o, Claude-3.7-Sonnet,
DeepSeek-V3, DeepSeek-R1, and OpenAI o1-mini, demonstrate: i) NPPC can successfully decrease
the performances of advanced LLMs to below 10%, demonstrating that NPPC is not crushed by
current LLMs, ii) DeepSeek-R1, Claude-3.7-Sonnet, and o1/o3-mini are the most powerful LLMs,
where DeepSeek-R1 can outperform Claude-3.7-Sonnet and o1-mini in most NP-complete problems
considered, and iii) the numbers of tokens, aha moments in the advanced LLMs, e.g.. Claude-
3.7-Sonnet and DeepSeek-R1, are observed to first increase and then decrease when the problem
instances become more and more difficult. We also analyze the typical reasoning errors in the LLMs,
which provide the insights of the fundamental limitations of current LLMs and suggest the potential
directions for further improvement. To the best of our knowledge, NPPC is the first ever-scaling
benchmark for reliable and rigorous evaluation of the reasoning limits of LLMs.
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2 RELATED WORK

Table 1: Comparison of different reasoning bench-
marks according to the ever-scalingness.

Com
plex

ity
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Cov
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NPHardEval (Fan et al., 2024) % % ! %

ZebraLogic (Lin et al., 2025) ! % ! %

Reasoning Gym (Stojanovski et al., 2025) % ! ! !

Sudoku-Bench (Seely et al., 2025) % ! ! %

ARC-AGI-1 & 2 (Chollet, 2019) % % % %

NPPC (this work) ! ! ! !

Traditional benchmarks are typically curated by
human with static datasets. Abstraction and Rea-
soning Corpus (ARC-AGI)-1 (Chollet, 2019) is
designed to be “easy for humans, hard for AI”,
which is formed by human-curated 800 puzzle-
like tasks, designed as grid-based visual rea-
soning problems. o3 at high compute scored
87% on ARC-AGI-1 (OpenAI, 2025), which
roughly crushes the ARC-AGI-1 benchmarks
and leads to the emergence of the ARC-AGI-2
benchmark. This pattern exemplifies a funda-
mental challenge with traditional benchmarks for LLMs, including MMLU (Hendrycks et al., 2021),
GPQA (Rein et al., 2024), GSM8K (Cobbe et al., 2021), and SWE-bench (Jimenez et al., 2024), where
static benchmarks are systematically solved within relatively short periods (as shown in Figure 1).
Therefore, researchers have to continuously either develop new benchmarks, e.g., MMLU-Pro (Wang
et al., 2024) and SuperGPQA (Du et al., 2025), or regularly update with new datasets and problems,
e.g., LiveCodeBench (Jain et al., 2025) and SWE-bench-Live (Zhang et al., 2025). However, these
remedies rely on extensive human efforts to maintain their relevance and difficulty.

Several recent benchmarks consider either NP(C) problems, e.g., 3SAT (Balachandran et al., 2025;
Hazra et al., 2024; Parashar et al., 2025), or partially the ever-scalingness (Fan et al., 2024; Stojanovski
et al., 2025) (displayed in Table 1). NPHardEval (Fan et al., 2024) considers 3 problems from P, NPC
and NP-hard classes and use these class to evaluate the LLMs. We note that the problems in P class
can be solved by augmenting the LLMs with tools, e.g., code running, and the NP-hard problems
cannot be verified efficiently, therefore, NPHardEval cannot scale over the scalable oversight. Only 3
NPC problems are considered, i.e., Knapsack, Traveling salesman problem (TSP) and graph coloring,
and the instances of each problem in NPHardEval are finite and only regularly updated, which cannot
scale over the instance and complexity. ZebraLogic (Lin et al., 2025) considers one logic puzzle, i.e.,
Zebra puzzle, to test the reasoning capabilities of LMs when the problems’ complexities increase.
However, the reasoning capability on specific puzzles does not necessarily transfer to other problems,
which violates the scaling of the coverage. Sudoku-Bench (Seely et al., 2025) focuses on one specific
Sudoku game with 2765 procedurally generated instances with various difficulty levels. Reasoning
Gym (Stojanovski et al., 2025) is an ongoing project which collects the procedural generators and
algorithmic verifiers for infinite training data with adjustable complexity. Though with some NP(C)
problems, e.g., Zebra puzzles and Sudoku, the reasoning gym does not specifically focus on NPC
problems and cannot meet the desiderate of ever-scalingness.

3 PRELIMINARIES

P

NP-hard

NP-complete

NP

Figure 3: Complexity classes

P and NP Problems. The problems in P class are decision problems
that can be solved in polynomial time by a deterministic Turing
machine, which implies there exists an algorithm that can find a
solution in time proportional to a polynomial function, e.g., O(nk),
of the input size n. Examples include sorting, shortest path problems,
and determining if a number is prime. The problems in NP class
are decision problems that can be solved in polynomial time by
nondeterministic Turing machine, where a proposed solution can be
easily verified, though finding that solution might require more time
(as displayed in Definition 1). All P problems are also in NP, but the
reverse remains an open question, known as “P vs. NP problem”. NP
problems form the cornerstone of computational complexity theory,
for which solution verification is tractable (polynomial time) even
though solution discovery may be intractable (potentially exponential time), i.e., “difficult to solve,
easy to verify”. Many real-world optimization problems can be formulated as NP problems, such as
equilibrium finding in game theory, portfolio management, network design and machine learning.

Definition 1 (NP Problems). The complexity class NP consists of all decision problems Ω such
that for any “yes” instance I of Ω, there exists a certificate σ of polynomial length in |I| where a
deterministic Turing machine can verify in polynomial time that c is a valid certificate for I .
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NPPC
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Accuracy vs.
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1.Problem-specific 
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2.Typical reasoning 
Failures
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leaderboard

(a)

(b)

(c)

Figure 4: Overview of NPPC. (a) NPPC represents the intersection of foundation models and
foundation problems. (b) The three main components of NPPC: npgym (problem generation),
npsolver (solution generation), and npeval (evaluation). (c) Workflow diagram illustrating the
interactions between components, with npgym configuring generators and verifiers, npsolver using
LLMs to generate solutions, and npeval measuring performance metrics.

NP-complete (NPC) Problems. Formally, a problem Ω is an NPC problem if i) the problem is in
NP, and ii) any NP problems can be transformed to problem Ω in polynomial time. This reducibility
property establishes NPC problems as the ”hardest” problems in NP class. The Cook-Levin theorem
established SAT as the first proven NPC problem (Cook, 2023; Karp, 2009), while 3SAT is the
special case of SAT and is also an NPC problem. Subsequent NPC problems typically proven via
reduction chains back to 3SAT or other established NPC problems. The most well-known NPC
problems include vertex cover problem, clique problem, traveling salesman proble (TSP), Hamiltonian
path/cycle problem, etc. NPC problems play the most important roles in answering the “P vs. NP
problem”, i.e., if any NPC problem were shown to have a polynomial-time algorithm, then P =
NP. However, despite decades of research, no polynomial-time algorithms for any NPC problem is
discovered, which implies that NPC problems are computationally intractable by current methods.

Reasoning in LLMs. The reasoning ability of LLMs refers to the model’s capacity to tackle
complex problems, e.g., mathematical proof, code generation through multi-step thinking and
context understanding. Recently, specialized reasoning models have been proposed. OpenAI-o1 is
an LLM trained with reinforcement learning (RL), which enables the model to perform complex
reasoning, including logical thinking and problem solving, via chain-of-thought (CoT). o1 thinks
before it answers and can significantly outperform GPT-4o on reasoning-heavy tasks with high data
efficiency. DeepSeek-R1 (Guo et al., 2025) is an enhanced reasoning model designed to improve
LLMs’ reasoning performance that incorporates multi-stage training and cold-start data before
the large-scale RL. DeepSeek-R1 demonstrates remarkable reasoning capabilities, and achieves
comparable performance to OpenAI-o1 across various reasoning tasks, e.g., mathematical problems,
code generation, and scientific reasoning. Additionally, there are open-sourced medium-sized LLMs
with strong reasoning capabilities, e.g., DeepSeek-R1-32B, a distilled version of DeepSeek-R1,
QwQ-32B (Team, 2025), and Gemma 3 (Team et al., 2025).

4 NONDETERMINISTIC POLYNOMIAL-TIME PROBLEM CHALLENGE

We introduce Nondeterministic Polynomial Problem Challenge (NPPC), an ever-scaling reasoning
benchmark for LLMs. There are three main components in NPPC (as displayed in Figure 4(b)):
i) npgym, which provides a unified interface of 25 well-known NPC problems and can generate
any number of instances and verify the solution with any levels of complexities, ii) npsolver, which
provides a unified interface to evaluate the problem instances with both online and offline models via
APIs and local deployments, respectively, to facilitate the users to evaluate their own models and iii)
npeval, which provides the comprehensive and ready-to-use tools to analyze the performances of
LLMs over problems, the number of tokens, the “aha moments”, the reasoning and solution errors,
providing the in-depth analysis of the LLMs’ reasoning capabilities.

4
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4.1 PROBLEM SUITE: npgym

Interaction Protocol. Typically, NPC problems are the decision problems where given the instance
I , the answer is “Yes” or “No”. However, the LLMs may take a random guess without reasoning
for the true solution (Fan et al., 2024). Therefore, we consider a more challenging setting: given
the instance I , the LLM needs to generate the solution s for the instance. This setting will enforce
the LLMs to reason for the correct solutions and the NPPC needs to provide the certificate σ to
verify the solutions generated by the LLMs. npgym provides a unified interface of NPC problems
to interact with LLMs. The interaction between npgym and the LLM is displayed in Figure 4(c).
npgym generates the instance I with the given configuration, and the LLM receives the instance and
generate the solution s, then the solution is verified by npgym with the output {true, false}. The
representation of problem instances is designed to be concise and complementary to include all
necessary information for the LLMs to reason for the solution.

Core Problems and Extension. There are 25 typical NPC problems implemented in npgym. Among
all NPC problems, 12 typically NPC problems are selected as the core problems, chosen for their fun-
damental importance and broad real-world applications across domains such as logistics and routing
(TSP, Hamiltonian Cycle), network optimization (Vertex Cover, Graph 3-Colourability), resource
allocation (Bin Packing, 3-Dimensional Matching), automated reasoning (3SAT), computational
biology (Shortest Common Superstring), and mathematical optimization (Quadratic Diophantine
Equations, Minimum Sum of Squares). The other 13 problems are categorized as the extension
problems, covering specialized applications in social networks, facility location, cryptography, and
data mining. A full list of the 25 problems is displayed in Table 2.

Table 2: Core Problems and Extension.

Core

3-Satisfiability (3SAT), Vertex Cover, 3-Dimensional Matching (3DM), Trav-
elling Salesman (TSP), Hamiltonian Cycle, Graph 3-Colourability (3-COL),
Bin Packing, Maximum Leaf Spanning Tree, Quadratic Diophantine Equations
(QDE), Minimum Sum of Squares, Shortest Common Superstring, Bandwidth

Extension
Clique, Independent Set, Dominating Set, Set Splitting, Set Packing, Exact
Cover by 3-Sets (X3C), Minimum Cover, Partition, Subset Sum, Hitting String,
Quadratic Congruences, Betweenness, Clustering

Generation and Verification. Specifically, for each problem, npgym implements two functions:

• generate instance(·): given the configurations, this function will generate the problem
instances. Taking the 3SAT as an example, the configurations include the number of variables and
the number of clauses. The generated instances are guaranteed to have at least one solution and
not necessarily to have a unique solution, which is ensured by the generation process.

• verify solution(·): given the solution and the problem instance, this function will verify
whether the solution is correct or not. Additional to the correctness, this function also returns the
error reasons. Taking the TSP as an example, the errors include i) the solution is not a tour, ii) the
tour length exceeds the target length. The full list of the errors is displayed in Table 5.

Difficulty Levels. NPC problems exhibit distinct combinatorial structures and computational char-
acteristics. npgym implements the difficulty levels (Cobbe et al., 2020; Fan et al., 2024) establish a
standardized metric for quantifying the computational complexity. Specifically, the difficult levels are
determined with a two-stage approach: i) the parameters for NPC problems are manually configured
based on problem-specific insights (e.g., graph size, constraint density) by human experts, and ii) the
human-defined difficulty levels are further calibrated with empirical LLMs’ performance. This hybrid
methodology ensures difficulty levels reflect both theoretical computational complexity and observed
LLM capabilities, i.e., the higher difficulty levels lead lower performance. The comprehensive
justification of this approach is displayed in Appendix A.5. Each NPC problem is stratified into 10
levels, designed to produce monotonically decreasing LLM performance from > 90% success at
level 1 to < 10% at level 10. Appendix D.1 includes the full specifications of difficulty levels.

Ever-scalingness of npgym. npgym fulfills the four desiderata of ever-scalingness. Specifically,
npgym can generate enormous problem instances with arbitrary difficulty levels, enabling scaling
over complexity and instance to continuously differentiate the LLMs while avoiding hacking, e.g.,
memorization. Solution verification in npgym is computationally efficient, guaranteed by the inherent
properties of NP problems. npgym supports extensible coverage through a simple interface requiring
only two core functions and difficulty specifications for adding new NP(C) problems.
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4.2 SOLVER SUITE: npsolver

Prompt Template. The prompt template for LLMs is designed to be simple without any problem-
specific knowledge and consistent across all problems. Therefore, the prompt template includes:
i) problem description, which provides the concise definition of the NPC problem, including the
problem name, the input and the question to be solved, ii) the context examples, where each example
is formed by the instance and its corresponding solution, demonstrating the input and output patterns
to help LLMs to generate the solution, iii) the target instance to solve, and iv) the general instruction
about the solution format, where the solution is required to be in the JSON format for easy extracting
and analyzing. We note that the structural output in JSON format may bring difficulties for LLMs
to generate the correct solution, especially for the offline models, which will be analyzed in the
experiments. The complete prompt template is displayed in Appendix E.

Completion with LLMs. To streamline response extraction across various LLMs, we present
npsolver, a solver suite that provides a unified interface for both online (API-based) and offline
(locally deployed) models. npsolver includes: i) prompt generation, which constructs problem-
specific prompts dynamically using the designed prompt templates, ii) LLM completion, that handles
response generation via either online APIs supported through LiteLLM (BerriAI, 2023), or offline
models via vLLM (Kwon et al., 2023); iii) solution extraction, which applies regular expressions
to parse JSON-formatted responses, ensuring a consistent validation pipeline across all models; iv)
error reporting, that standardizes error messages. Through the unified interface, npsolver enables
both online and offline models to share a common workflow for completion.

4.3 EVALUATION SUITE: npeval

Comprehensive LLM evaluation across all problems and difficulty levels is computationally expensive
due to the randomness in instance generation and LLM responses1. While existing benchmarks
evaluate LLMs on fixed datasets (e.g., 200 instances across 5 difficulty levels in (Lin et al., 2025)),
difficulty-specific performance assessment is required, thus leading to the development of npeval (as
displayed in Figure 4(c)). Inspired by rliable (Agarwal et al., 2021), npeval aggregates performance
across multiple independent seeds (typically 3) for each difficulty level, generating 30 instances per
seed—the minimum sample size for statistical analysis. This sampling strategy enables statistically
sound performance aggregation while controlling instance-specific variance within budget constraints.
npeval provides four performance measures following rliable, i.e., inter-quantile mean (IQM), mean,
median, and optimality gap, which employ stratified bootstrap confidence intervals (SBCIs) with
stratified sampling for aggregate performance estimation, a method suitable for small sample sizes
and more robust than standard deviations. The framework analyzes both prompt and completion
tokens across problems and difficulty levels, as well as the number “aha moments” in reasoning
processes in (Guo et al., 2025). Additionally, it categorizes errors into solution errors (detected by
npgym’s verification) and reasoning errors (flaws in the LLM’s internal problem-solving process).

5 RESULTS

5.1 ANALYSIS OF PERFORMANCE

The performance of online LLMs over difficulty levels is displayed in Figure 5, where all online
models exhibit a decline in accuracy as difficulty levels increase across all 12 NPC problems. Take
3SAT as an example, all online models except for DeepSeek-R1 drop from ≥ 80% accuracy to close
to 0% at the last level, and DeepSeek-R1 shows the slowest decline but still falls to ≤ 15% accuracy.
All models collapse to around or even below 10% accuracy at extreme difficulty confirms that NPPC
is not crushed against the SoTA LLMs and can discriminate their capabilities. One exception is
Claude-3.7-Sonnet on Superstring problem, where the accuracy is still above 50% even for the level
10, while other models are all decreased into less than 20%, which demonstrates the superiority of
Claude-3.7-Sonnet to deal with long contexts, where the prompts at level 10 is more than 50K2. All
models perform similarly on the Bandwidth problem, which may be mainly due to the fact that none of
the models are familiar with this specific problem. Both o3-mini and DeepSeek-V3-2503 demonstrate
superior performance to their predecessor models, o1-mini and DeepSeek-V3, respectively, validating
continually improvements in both non-reasoning and reasoning LLMs.

1Randomizing responses, i.e., non-zero temperature, is used for better performance (Guo et al., 2025).
2We do not continually increase the difficulty of this problem as all other models are worse than 10%.
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Figure 5: Performance over difficulty levels measured by IQM
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Figure 6: Ranks of models over problems, where the x-axis represents the rank, ranging from 1 to 10,
as we evaluate 10 models, and the y-axis shows the distribution of different LLMs across the ranks.

The ranks of models over problems are shown in Figure 6, which measures the models’ performances
across different levels of a specific problem. We observe that DeepSeek-R1 and o3-mini demonstrate
statistical dominance in achievement of first-rank positions among reasoning-specialized architectures
and Claude-3.7-Sonnet is the best non-reasoning model compared with the two versions of DeepSeek-
v3 and GPT-4o, even better than o1-mini. Figure 7 visualizes the performance interval of different
LLMs over all problems across all difficulty levels, where all four aggregate metrics are employed to
measure LLMs’ performance. We observe that DeepSeek-R1 achieves superior performance with
the highest IQM, mean, medium values and the lowest optimality gap, followed by o3-mini and
Claude-3.7-Sonnet, while GPT-4o-mini performs in an opposite way.

Takeaways
• NPPC can successfully decrease the performances of advanced LLMs to < 10%
• DeepSeek-R1, o3-mini and Claude are the strongest LLMs across all considered NPC problems
• The ranks of different LLMs depend on the specific NPC problems

5.2 ANALYSIS OF TOKENS AND AHA MOMENTS

Figure 8 displays the token utilization across models on 3SAT. Offline models (QwQ-32B, DeepSeek-
R1-32B) rapidly approach maximum token limits and incorrect solutions (red) usually take more
tokens than correct solutions (blue). Among online models, DeepSeek-R1 demonstrates highest
consumption (10,000-20,000 tokens) for successful solutions, while o-series models exhibit significant
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Figure 7: Performance interval over all problems across all levels

variance, with outliers exceeding 40,000 tokens at higher complexity levels. DeepSeek-R1 and o3-
mini show steeper token scaling compared to o1-mini and Claude-3.7-Sonnet, indicating advanced
reasoning models leverage increased token allocation for complex problem-solving. GPT-4o variants
maintain relatively efficient token utilization (¡2,000) across all complexities. This quantifies the
computational efficiency-performance tradeoff between specialized reasoning architectures and
general-purpose models. Similar phenomenon are also observed in the analysis of the aha moments
(instances of insight during reasoning, marked by phrases like “wait”) in the reasoning contents of
DeepSeek-R13. Due to the limited space, full results of tokens over all problems and the analysis of
aha moment are displayed in Appendices J and K, respectively.
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Figure 8: The number of tokens of different models on 3SAT. The correct and incorrect solutions are
represented as blue and red points, respectively, and the line are the average values over all instances.

Takeaways
• Reasoning models can solve more difficult problems by scaling up the number of tokens used
• The number of tokens used first increase then decrease, indicating the failure of LLM reasoning

5.3 ANALYSIS OF SOLUTION ERRORS
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Figure 9: The number of errors of different models on 3SAT

The solution errors of 3SAT is displayed in Figure 9. The results show that the distribution of these
errors varies across models and difficulty levels. As the difficulty increases, the frequency of certain
error types tends to increase as well. For QwQ-32B, JSON ERROR dominate across all levels, which
is mainly due to the reasoning process is not finished when the context reaches the limits. For other
models (such as GPT-4o, Claude-3.7-Sonnet, and DeepSeek-R1), problem-specific errors (3SAT
ERROR 1 and 2) become more prevalent at higher difficulty levels. DeepSeek and GPT models
show a more balanced distribution of error types. The o-series models demonstrate relatively better

3The reasoning contents of o1/o3-mini are not available for analysis.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

performance at intermediate difficulties but still encounter increasing problem-specific errors at the
highest complexity levels. This error analysis provides valuable insights into not just whether models
fail, but specifically how they fail when tackling increasingly complex NPC problems, which could
inform future improvements to reasoning capabilities in LLMs.

Takeaways
• Offline models, e.g., QwQ-32B, and DeepSeek-V3 series models suffer the format errors
• The problem-specific solution errors provide the feedback for further improving the LLMs

5.4 ANALYSIS OF REASONING FAILURE CASES

Table 3: Examples of Failure Cases for Deepseek-R1.

Failure Reason 1: Cascading Assumptions and Placeholder/Guess

... At this point, I’m not sure. Given the time I’ve spent and the complexity, perhaps the solution is the string
pyeojmmykmadslpeetdb with length 20, even though some required substrings might be missing. But according
to the problem statement, there is a solution. So I’ll have to take a guess. ... But given the time I’ve spent and the need
to provide an answer, I’ll make an educated guess. ...

Failure Reason 2: Manual Computation Errors and Complexity Avoidance

So, if a node is in an edge that’s not covered by any other node, then that node must be in the vertex cover. But checking
that for each edge would be time-consuming. Let’s look for edges that have a unique node. For example, if there’s an
edge (a, b), and neither a nor b are connected to any other nodes, then one of them must be in the cover. But in a graph
of 40 nodes, this is unlikely. So probably most nodes have multiple edges.

Failure Reason 3: Reliance on Prompt Examples

... Wait, in the example problem, the solution included nodes 0, 2, 4, 5, 6, 7, 8, 9, 13, 14, 15, 19, 20, 23, 25, 26, 30,
32, 34, 37. So maybe similar patterns here. But the new problem’s edges are different. ... Alternatively, perhaps the
solution is similar to the example. The example’s solution includes nodes 0, 2, 4, 5, 6, 7, 8, 9, 13, 14, 15, 19, 20, 23, 25,
26, 30, 32, 34, 37. Looking at the problem’s edge set, perhaps some of these nodes are also high-degree here. Let’s see.
... Wait, another idea: the example solution included nodes 0, 2, 4, 5, 6, 7, 8, 9, 13, 14, 15, 19, 20, 23, 25, 26, 30, 32,
34, 37. If I look at these nodes, perhaps they are all the nodes from one side of a bipartition. ...

Failure Reason 4: Reasoning Repetition

... For example, node 8 appears in edges like (8,18), (8,35), (8,21), (8,30), (8,39), etc. Maybe node 8 is a hub. ... In the
problem to solve, node 8 is involved in many edges, as per the edges provided. So including 8 in the cover would cover
a lot of edges. ... For example, node 8 appears in a lot of edges. Including node 8 would cover many edges. ... For
example, many edges involve node 8. So including node 8 is a must.

For Deepseek-R1, the reasoning content of the failure cases shows several reasons that lead to wrong
answers. i) cascading assumptions and placeholder/guess: DeepSeek-R1 begins with a high-level
approach but quickly resorts to making assumptions to derive answers without logical deduction and
considering all the conditions, and finally returns a placeholder or an educated guess; ii) manual
computation errors and complexity avoidance: DeepSeek-R1 uses inefficient manual calculations
(prone to errors) instead of programming, skips complex steps even the reasoning is correct, and
resorts to guesses to avoid effort; iii) reliance on prompt examples: DeepSeek-R1 relies heavily on
the example solution, making it waste time and get distracted by verifying and editing the solution
instead of solving the problem directly; iv) reasoning repetition: DeepSeek-R1 gets stuck repeating
the same logic without making further progress, wasting time and tokens. We list some typical
examples of failure cases of DeepSeek-R1 in Table 3, and more examples are shown in Table 20 in
Appendix M. Failure cases of Claude-3.7-Sonnet typically exhibit more concise reasoning, as it often
outlines a high-level step-by-step approach but omits detailed calculations and rigorous verification,
and it relies on approximate calculations to derive a final answer, incorrectly asserting that the result
has been validated. More examples are shown in Tables 21 and 22 in Appendix M.

6 CONCLUSION
The rapid advancement of LLMs’ reasoning abilities has rendered current benchmarks easily crushable
and vulnerable to hacking. This work presents Nondeterministic Polynomial Problem challenge
(NPPC), the first ever-scaling benchmark over complexity, instance, oversight and coverage. Through
extensive experiments of LLMs on various difficulty levels across NPC problems, NPPC provides
critical insights into the reasoning limits of LLMs and suggest directions for future improvement.
The limitations and negative impacts of this paper are discussed in Appendix B.
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A FREQUENTLY ASKED QUESTIONS (FAQS)

A.1 WHY EVER-SCALING AND THE FOUR DESIDERATA?

Why Ever-Scaling? LLMs are advancing at an unprecedented pace, making existing benchmarks
obsolete quickly and posing a significant challenge for maintaining reliable evaluation. An ever-
scaling benchmark can evolve alongside LLMs, i.e., adapting dynamically to match the development
of LLMs. The ever-scaling benchmark can address two core limitations in traditional benchmarks: i)
short lifespan, where traditional benchmarks are easily crushed as LLMs rapidly improve, losing their
ability to distinguish between models; ii) limited exploitability, where models can hack the answers
in static benchmarks through overfitting or finding shortcuts to answers without genuine reasoning.

Why the Four Desiderate are Important? The four desiderata include:

• Scaling over complexity. The benchmark can generate problems with continually increasing
difficulty, e.g., larger input sizes, stricter constraints, etc. This property can prevent the benchmark
from being solved to prevent obsolescence, and mirror the real-world problems, e.g., logistics and
chip design, which grow in complexity as systems scale. The scaling over complexity implies if
the LLMs solve the generated problem instances of the current difficulty level, the benchmarks can
generate more difficult problem instances until the reasoning limits of them.

• Scaling over the instance. The benchmark can generate infinite unique instances, even at the same
complexity level. This property makes it impossible for LLMs to memorize the answers or simply
overfit to patterns in static training data, and it forces LLMs to reason about the underlying logic
to ensure the fairness of evaluation. To mitigate memorization effects, researchers can randomly
sample novel problem instances during evaluation to obtain reliable performance metrics.

• Scaling over oversight. The benchmark provides an automated and cost-effective evaluation
without any human intervention, i.e., the solutions can be verified efficiently even for arbitrarily
complex problems. This property is critical for large-scale benchmarking as human evaluation
is impractical for massive or highly complex benchmarks, therefore, automated verification is
necessary for evaluating at scale.

• Scaling over coverage. This property enables the benchmark to prioritize problems with broad
applicability, thereby reflecting real-world utility and challenges. Consequently, advances demon-
strated on the benchmark serve as reliable indicators of progress on practical, real-world tasks.

A.2 WHY FOCUSING ON NP (SPECIFICALLY NPC) PROBLEMS?

Why not P or NP-hard Problems? Problems in the P complexity class can be solved in polynomial
time. When LLMs are equipped with code execution capabilities, they can generate and execute
algorithms to solve these problems directly. Consequently, such benchmarks become susceptible to
trivial solutions through computational tools rather than genuine reasoning. Conversely, NP-hard
problems, particularly those lacking polynomial-time verification procedures, present scalability
challenges: as problem instances grow extremely large, efficient solution verification becomes
intractable, potentially compromising the benchmark’s ability to scale over complexity and oversight.

Why NPC Problems? NPC problems are the “hardest” problems in NP class and any other NP
problems can be reduced to NPC problems in polynomial time. The absence of known polynomial-
time algorithms for NPC problems ensures that current benchmarks measuring performance on
these problems cannot be trivially dominated through tool using. Furthermore, the polynomial-time
verifiability of solutions enables efficient assessment of solutions generated by LLMs or AI agents
even for large-scale problem instances.

A.3 WHY NOT CONSIDERING MORE COMPLEX TEST-TIME SCALING?

The Majority Voting, Best of N , and even tools, e.g., domain-specific solvers, can further improve
the performance of models (Parashar et al., 2025; Lin et al., 2025). However, these approaches either
necessitate multiple forward passes through the language model or incorporate auxiliary components
such as reward models or external tools to augment the reasoning process. Our primary objective
is to investigate the reasoning capabilities of LLMs and these complex test-time scaling would be
beyond the scope of this paper. We will tackle this in the future work.

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

A.4 WHY NOT FOCUSING ON 3SAT ONLY?

3SAT is a classic NPC problem with theoretical completeness, which provides a theoretically rigorous
foundation for benchmarking. As an NPC problem, although all NP problems can be reduced to
3SAT, solely relying on reduction to 3SAT is impractical and reasoning benchmarks demand broader
diversity for several key reasons:

• Reduction overhead: The reduction process may incur significant computational overhead. Addi-
tional variables and constraints are often introduced when reducing non-trivial NP problems to a
specific NP-complete problem, e.g., reducing Traveling Salesman Problem (TSP) to 3SAT requires
mapping the structure of the original problem into a Boolean logic expression through an encod-
ing mechanism, which introduces an exponential number of variables and clauses, significantly
increasing the computational complexity and leading to hidden costs.

• Loss of characteristics: Each specific NP problem has domain-specific information, e.g., structure
and characteristics. For example, Traveling Salesman Problem (TSP) has graph structures, Bin
Packing has combinatorial optimization characteristics, and Graph 3-Colourability (3-COL) has
adjacency characteristics. Therefore, reducing NP problems to 3SAT and only considering 3SAT
will cause the loss of problem specificity, e.g., structural semantics, which could be used to design
more efficient heuristics or approximation algorithms.

• Lack of robustness: NP problems form the foundation of numerous real-world scenarios, which
often exhibit various conditions that cannot be adequately represented solely through 3SAT. As a
reasoning benchmark, NPPC should encompass a variety of problem sizes and structures rather
than concentrating exclusively on 3SAT to effectively evaluate the capabilities and scalability
of LLMs. Therefore, a diverse set of complex NP problems that can closely mimic real-world
challenges should be considered.

A.5 DETERMINING THE DIFFICULTY LEVELS

Is There a Unified Principle for Difficulty Levels of NPC Problems? Establishing a unified
principle for determining difficulty levels across all NPC problems is fundamentally challenging due
to inherent differences from both theoretical and practical perspectives. From the problem perspective,
the structural heterogeneity of NPC problems prevents the establishment of a universal difficulty
metric. While all NPC problems are polynomially reducible to each other in theory, they exhibit
vastly different characteristics in practice. These differences include: i) representation complexity,
i.e., problems vary in how constraints and variables are encoded (graph structures vs. logical
formulas vs. numerical constraints), ii) Search space topology, i.e., some problems have smooth
difficulty landscapes while others contain sharp complexity transitions. This heterogeneity means
that uniform metrics—such as simple parameter counts or constraint numbers—fail to capture the
true computational difficulty that emerges during actual problem-solving. From the LLM perspective,
LLMs demonstrate highly variable performance across different NPC problems, and the problem
instances generated should not be too easy or too difficult, which may fail to differentiate the
capabilities of LLMs. Additionally, there exists no established theoretical framework for determining
the upper bounds of problem difficulty that LLMs can effectively handle, making difficulty calibration
necessarily empirical and problem-specific.

How to Determine the Difficulty Levels? For NPPC, we address this challenge through a two-
stage method: we begin with manual configuration of problem parameters based on established
computational complexity theory and domain expertise and then the human-configured difficulty
levels are further calibrated through systematic empirical testing with state-of-the-art LLMs. This
two-stage approach ensures that problems’ difficulty levels are both theoretically grounded and
practically meaningful for evaluating LLM capabilities.

Are the Generated Instances Truly Difficult for LLMs? Yes, our validation process confirms this
through multiple measures: i) we observe consistent performance degradation across difficulty levels,
indicating that our instances successfully challenge LLM capabilities, ii) different difficulty levels
produce distinct failure modes, suggesting that instances test different aspects of reasoning ability,
and iii) the difficulty progression holds across multiple LLM architectures, indicating robustness
beyond specific model biases. Although our approach is conceptually simple, it can trully generate
difficult instances.
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Why not Focusing on Hardest Instances? Our goal is to evaluate general reasoning capabilities
rather than exploit specific failure modes. By providing a graduated difficulty spectrum, we can
assess reasoning development by tracking how LLM performance scales with problem complexity,
identify capability boundaries to determine where different reasoning strategies break down, and
support practical applications by focusing on difficulties relevant to real-world scenarios.

Why not Using Traditional Tools, e.g., Z3 (De Moura & Bjørner, 2008)? The difficulty expe-
rienced by traditional symbolic solvers does not necessarily translate to difficulty for LLMs due to
fundamental differences in problem-solving approaches. First, traditional solvers use systematic
search and logical inference, while LLMs rely on pattern recognition and learned heuristics. Second,
problems that are hard for symbolic methods due to search space explosion may be tractable for
LLMs through pattern matching, and vice versa, therefore, the relationship between problem size and
difficulty differs dramatically between symbolic and neural approaches. Third, traditional tools fail
due to computational resource constraints, while LLMs fail due to reasoning limitations or training
data gaps. Therefore, LLM-specific calibration is essential to create benchmarks that meaningfully
assess the unique capabilities and limitations of LLMs. In examining 25 NPC problems across
multiple domains, we observe that problem-specific tools, while potentially effective within their
narrow scope, lack the generalizability required for comprehensive evaluation. Therefore, we do not
rely on traditional computational tools as the primary metric for establishing problem difficulty levels
in LLM evaluation frameworks.

A.6 SELECTION OF MODELS

Due to the limited budget, we can only select the representative models for the evaluation. Specifi-
cally, we choose the two representative offline medium-sized reasoning models, i.e., QwQ-32B and
DeepSeek-R1-32B, and online advanced non-reasoning models, i.e., GPT-4o-mini, GPT-4o, Claude-
3.7-Sonnet, DeepSeek-V3, DeepSeek-V3-2503, and online reasoning models, i.e., DeepSeek-R1,
o1-mini, and o3-mini. For the more recent models, e.g., o3, o4-mini, Gemini 2.5 Pro, Qwen 3, Llama
4, Claude-4, and GPT-5, we will add them in the next update of our benchmark.

A.7 LADERBOARD

We only provide the screenshot of the leaderboard in Figure 10 due to the anonymity of the submission.
We will release this leaderboard upon the acceptance of the paper.

Figure 10: Screenshot of NPPC leaderboard
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B LIMITATIONS AND NEGATIVE IMPACTS

B.1 LIMITATIONS AND FUTURE WORK

Multimodal NP Problems. The first limitation of this work is only text-based NPC problems
are considered. Extending NPPC to the multimodal domains represents a promising direction.
Games like StarCraft II, Minesweeper, Pokemon and Super Mario Bros (Aloupis et al., 2015),
could form the foundation of a multimodal version of NPPC. However, extending NPC problems
to the multimodal domain presents significant challenges that require careful consideration and
novel approaches. Two primary obstacles emerge in this endeavor: first, not all NPC problems are
inherently suitable for multimodal representation, as demonstrated by problems like 3SAT which
are fundamentally symbolic and lack natural visual components; second, maintaining the scalable
difficulty characteristics essential to NPC problems becomes complex when incorporating images or
videos that may exceed the input context window limitations of current multimodal language models.
We will tackle this limitation and the associated challenges in the future work.

AI Agent with Tool Use. The second limitation of this work is we do not consider the tool using of
LLMs for solving the NPC problems, where LLMs with tool using are usually termed as AI agents.
The benchmark could significantly contribute to AI agent development by encouraging tool use for
solving increasingly complex NP problems. As the difficulty of problems increases, LLMs will
naturally require external tools to manage computational complexity. This creates a natural pathway
toward agent capabilities, where models learn to decompose problems and leverage appropriate tools.
The code generation already observed in models attempting to solve difficult NPPC problems can be
viewed as a form of tool creation, as these generated algorithms can be saved and reused for future
problem-solving. This provides a principled way to measure progress in agent development in a
well-defined framework.

Unstoppable RL vs. Ever-Scaling NP Problems. The rapid progress in LLM reasoning capabilities
through reinforcement learning (RL) presents an interesting dynamic when considered alongside
ever-scaling NPC problems. As models like DeepSeek-R1 and OpenAI o1/o3-mini demonstrate
significant reasoning improvements through RL techniques, NPPC provides a counterbalance by
offering problems that can continuously scale in difficulty. This creates an adversarial paradigm to
drive the AI development: RL improves model reasoning and NPPC scales to maintain challenging.

B.2 NEGATIVE IMPACTS

We do not foresee any negative impacts of this paper.
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C COMPUTATIONAL COMPLEXITY: P, NP AND NP-COMPLETE

P

NP-hard

NP-complete

NP

Figure 11: The relation between P, NP and NP-complete

P. The class P consists of decision problems that can be solved by a deterministic Turing machine in
polynomial time. In practical terms, these are problems for which efficient algorithms exist. The time
required to solve these problems grows polynomially with the input size (n), such as O(n), O(n2), or
O(n3). Examples include sorting, searching in a sorted array, and determining if a number is prime.

NP. NP contains all decision problems for which a solution can be verified in polynomial time. Every
problem in P is also in NP, but NP may contain problems that are not in P. The key characteristic is
that if someone gives you a potential solution, you can quickly check whether it’s correct, even if
finding that solution might be difficult. Examples include the Boolean satisfiability problem and the
Traveling Salesman decision problem.

NP-complete (NPC). NP-complete problems are the “hardest” problems in NP. A problem is NP-
complete if: i) It belongs to NP, ii) Every other problem in NP can be reduced to it in polynomial time.
This means that if an efficient (polynomial-time) algorithm were found for any NP-complete problem,
it could be used to solve all problems in NP efficiently. The first proven NP-complete problem was
the Boolean satisfiability problem (SAT). Other examples include the Traveling Salesman Problem,
Graph Coloring, and the Knapsack Problem. The question of whether P=NP (whether every problem
with efficiently verifiable solutions also has efficiently computable solutions) remains one of the most
important open questions in computer science and mathematics.
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D MODULES IN NPPC

D.1 PROBLEM SUITE: npgym

Interface. We introduce npgym, a problem suite containing 25 NPC problems with a unified
gym-style interface for instance generation and solution verification. Each environment is defined
by a problem name and its corresponding hyperparameters, enabling the generation of unlimited
problem instances and example solutions. Difficulty can be scaled by adjusting these parameters.
npgym also supports automatic verification of solutions produced by large language models (LLMs).
New problems can be added easily by implementing two core functions and providing a problem
description for prompt generation.

class NPEnv:
def __init__(self, problem_name, level):

self.problem_name = problem_name
self.level = level

self._generate_instance, self._verify_solution = self.
_get_instance_generator()

def _get_instance_generator(self):
np_gym_folder = "./npgym/npc"
problem_path = PROBLEM2PATH[self.problem_name]

generate_instance = importlib.import_module(problem_path).
generate_instance

verify_solution = importlib.import_module(problem_path).
verify_solution

return generate_instance, verify_solution
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Variables to Scale. Table 4 lists the variables to scale for each of the 25 NP-complete problems.

Table 4: NPC problems in NPPC and the variables to scale

Type Problems Variables to scale

Core

3SAT num variables, num clauses
Vertex Cover num nodes, cover size
3DM n
TSP num cities, target length
Hamiltonian Cycle num nodes, directed
3-COL num nodes, num edges
Bin Packing num items, bin capacity, num bins
Max Leaf Span Tree num nodes, target leaves
QDE low, high
Min Sum of Squares num elements, k
Superstring n, k
Bandwidth num nodes, bandwidth

Extension

Clique num nodes, clique size
Independent Set num nodes, ind set size
Dominating Set num nodes, k, edge prob
Set Splitting num elements, num subsets
Set Packing num elements, num subsets, num disjoint sets
X3C num elements, num subsets
Minimum Cover num elements, num sets, k
Partition n, max value
Subset Sum num elements, max value
Hitting String n, m
Quadratic Congruences min value, max value
Betweenness num element, num triples
Clustering num elements, b
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Difficulty Levels. We define and release problem-specific difficulty levels for each of the 25 core
problems included in our benchmark. Each problem includes approximately 10 levels of increasing
complexity, determined primarily by theoretical factors such as search space size and validated
through empirical testing using DeepSeek-R1 and GPT-4o. npgym allows seamless extension to
higher difficulty levels as more powerful models become available.

{
"3-Satisfiability (3-SAT)": {

1: {"num_variables": 5, "num_clauses": 5},
2: {"num_variables": 15, "num_clauses": 15},
3: {"num_variables": 20, "num_clauses": 20},
4: {"num_variables": 25, "num_clauses": 25},
5: {"num_variables": 30, "num_clauses": 30},
6: {"num_variables": 40, "num_clauses": 40},
7: {"num_variables": 50, "num_clauses": 50},
8: {"num_variables": 60, "num_clauses": 60},
9: {"num_variables": 70, "num_clauses": 70},
10: {"num_variables": 80, "num_clauses": 80},

},
"Vertex Cover": {

1: {"num_nodes": 4, "cover_size": 2},
2: {"num_nodes": 8, "cover_size": 3},
3: {"num_nodes": 12, "cover_size": 4},
4: {"num_nodes": 16, "cover_size": 5},
5: {"num_nodes": 20, "cover_size": 10},
6: {"num_nodes": 24, "cover_size": 12},
7: {"num_nodes": 28, "cover_size": 14},
8: {"num_nodes": 32, "cover_size": 16},
9: {"num_nodes": 36, "cover_size": 18},
10: {"num_nodes": 40, "cover_size": 20},

},
"Clique": {

1: {"num_nodes": 4, "clique_size": 2},
2: {"num_nodes": 8, "clique_size": 4},
3: {"num_nodes": 12, "clique_size": 6},
4: {"num_nodes": 14, "clique_size": 7},
5: {"num_nodes": 16, "clique_size": 8},
6: {"num_nodes": 18, "clique_size": 9},
7: {"num_nodes": 20, "clique_size": 10},
8: {"num_nodes": 22, "clique_size": 11},
9: {"num_nodes": 24, "clique_size": 12},
10: {"num_nodes": 26, "clique_size": 13},
11: {"num_nodes": 28, "clique_size": 14},
12: {"num_nodes": 30, "clique_size": 15},
13: {"num_nodes": 40, "clique_size": 20},

},
"Independent Set": {

1: {"num_nodes": 4, "ind_set_size": 2},
2: {"num_nodes": 8, "ind_set_size": 4},
3: {"num_nodes": 12, "ind_set_size": 6},
4: {"num_nodes": 16, "ind_set_size": 8},
5: {"num_nodes": 20, "ind_set_size": 10},
6: {"num_nodes": 24, "ind_set_size": 12},
7: {"num_nodes": 26, "ind_set_size": 13},
8: {"num_nodes": 28, "ind_set_size": 14},
9: {"num_nodes": 30, "ind_set_size": 15},
10: {"num_nodes": 32, "ind_set_size": 16},
11: {"num_nodes": 34, "ind_set_size": 17},
12: {"num_nodes": 36, "ind_set_size": 18},
13: {"num_nodes": 48, "ind_set_size": 24},

},
"Partition": {

1: {"n": 2, "max_value": 1},
2: {"n": 4, "max_value": 40},
3: {"n": 10, "max_value": 100},
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4: {"n": 20, "max_value": 200},
5: {"n": 30, "max_value": 300},
6: {"n": 40, "max_value": 400},
7: {"n": 50, "max_value": 500},
8: {"n": 55, "max_value": 550},
9: {"n": 60, "max_value": 600},
10: {"n": 65, "max_value": 650},
11: {"n": 70, "max_value": 700},
12: {"n": 75, "max_value": 750},
13: {"n": 80, "max_value": 800},

},
"Subset Sum": {

1: {"num_elements": 5, "max_value": 100},
2: {"num_elements": 10, "max_value": 100},
3: {"num_elements": 20, "max_value": 200},
4: {"num_elements": 40, "max_value": 400},
5: {"num_elements": 80, "max_value": 800},
6: {"num_elements": 100, "max_value": 1000},
7: {"num_elements": 120, "max_value": 1200},
8: {"num_elements": 160, "max_value": 1000},
9: {"num_elements": 160, "max_value": 1600},
10: {"num_elements": 200, "max_value": 2000},
11: {"num_elements": 200, "max_value": 1000},
12: {"num_elements": 400, "max_value": 2000},
13: {"num_elements": 600, "max_value": 2000},

},
"Set Packing": {

1: {"num_elements": 10, "num_subsets": 10, "num_disjoint_sets
": 2},

2: {"num_elements": 40, "num_subsets": 40, "num_disjoint_sets
": 8},

3: {"num_elements": 100, "num_subsets": 200, "
num_disjoint_sets": 50},

4: {"num_elements": 100, "num_subsets": 400, "
num_disjoint_sets": 30},

5: {"num_elements": 100, "num_subsets": 500, "
num_disjoint_sets": 30},

6: {"num_elements": 100, "num_subsets": 600, "
num_disjoint_sets": 30},

7: {"num_elements": 100, "num_subsets": 800, "
num_disjoint_sets": 30},

8: {"num_elements": 100, "num_subsets": 1000, "
num_disjoint_sets": 30},

9: {"num_elements": 200, "num_subsets": 400, "
num_disjoint_sets": 60},

10: {"num_elements": 200, "num_subsets": 800, "
num_disjoint_sets": 60},

11: {"num_elements": 400, "num_subsets": 1000, "
num_disjoint_sets": 200},
},
"Set Splitting": {

1: {"num_elements": 5, "num_subsets": 5},
2: {"num_elements": 10, "num_subsets": 10},
3: {"num_elements": 10, "num_subsets": 50},
4: {"num_elements": 10, "num_subsets": 100},
5: {"num_elements": 10, "num_subsets": 200},
6: {"num_elements": 100, "num_subsets": 100},
7: {"num_elements": 100, "num_subsets": 200},
8: {"num_elements": 10, "num_subsets": 500},
9: {"num_elements": 10, "num_subsets": 1000},
10: {"num_elements": 15, "num_subsets": 500},
11: {"num_elements": 20, "num_subsets": 500},

},
"Shortest Common Superstring": {

1: {"n": 10, "k": 5},
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2: {"n": 20, "k": 10},
3: {"n": 40, "k": 20},
4: {"n": 80, "k": 40},
5: {"n": 100, "k": 50},
6: {"n": 100, "k": 100},
7: {"n": 100, "k": 200},
8: {"n": 200, "k": 200},
9: {"n": 300, "k": 400},
10: {"n": 300, "k": 600},

},
"Quadratic Diophantine Equations": {

1: {"low": 1, "high": 50},
2: {"low": 1, "high": 100},
3: {"low": 1, "high": 500},
4: {"low": 1, "high": 1000},
5: {"low": 1, "high": 5000},
6: {"low": 1, "high": 10000},
7: {"low": 1, "high": 50000},
8: {"low": 1, "high": 80000},
9: {"low": 1, "high": 100000},
10: {"low": 1, "high": 200000},

},
"Quadratic Congruences": {

1: {"min_value": 1, "max_value": 100},
2: {"min_value": 1, "max_value": 1000},
3: {"min_value": 1, "max_value": 10000},
4: {"min_value": 1, "max_value": 50000},
5: {"min_value": 1, "max_value": 100000},
6: {"min_value": 1, "max_value": 300000},
7: {"min_value": 1, "max_value": 500000},
8: {"min_value": 1, "max_value": 800000},
9: {"min_value": 1, "max_value": 1000000},
10: {"min_value": 1, "max_value": 3000000},

},
"3-Dimensional Matching (3DM)": {

1: {"n": 4},
2: {"n": 8},
3: {"n": 12},
4: {"n": 15},
5: {"n": 20},
6: {"n": 25},
7: {"n": 30},
8: {"n": 40},
9: {"n": 50},
10: {"n": 60},

},
"Travelling Salesman (TSP)": {

1: {"num_cities": 5, "target_length": 100},
2: {"num_cities": 8, "target_length": 100},
3: {"num_cities": 10, "target_length": 100},
4: {"num_cities": 12, "target_length": 100},
5: {"num_cities": 15, "target_length": 100},
6: {"num_cities": 17, "target_length": 200},
7: {"num_cities": 20, "target_length": 200},
8: {"num_cities": 25, "target_length": 200},
9: {"num_cities": 30, "target_length": 200},
10: {"num_cities": 40, "target_length": 300},

},
"Dominating Set": {

1: {"num_nodes": 10, "k": 5, "edge_prob": 0.3},
2: {"num_nodes": 15, "k": 5, "edge_prob": 0.3},
3: {"num_nodes": 30, "k": 15, "edge_prob": 0.3},
4: {"num_nodes": 50, "k": 20, "edge_prob": 0.3},
5: {"num_nodes": 70, "k": 20, "edge_prob": 0.3},
6: {"num_nodes": 100, "k": 20, "edge_prob": 0.3},
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7: {"num_nodes": 70, "k": 20, "edge_prob": 0.2},
8: {"num_nodes": 80, "k": 20, "edge_prob": 0.2},
9: {"num_nodes": 100, "k": 20, "edge_prob": 0.2},
10: {"num_nodes": 150, "k": 20, "edge_prob": 0.2},
11: {"num_nodes": 160, "k": 15, "edge_prob": 0.2},
12: {"num_nodes": 180, "k": 15, "edge_prob": 0.2},

},
"Hitting String": {

1: {"n": 5, "m": 10},
2: {"n": 5, "m": 20},
3: {"n": 10, "m": 20},
4: {"n": 10, "m": 30},
5: {"n": 10, "m": 40},
6: {"n": 10, "m": 45},
7: {"n": 10, "m": 50},
8: {"n": 10, "m": 55},
9: {"n": 10, "m": 60},
10: {"n": 10, "m": 70},

},
"Hamiltonian Cycle": {

1: {"num_nodes": 5, "directed": False},
2: {"num_nodes": 8, "directed": False},
3: {"num_nodes": 10, "directed": False},
4: {"num_nodes": 12, "directed": False},
5: {"num_nodes": 16, "directed": False},
6: {"num_nodes": 18, "directed": False},
7: {"num_nodes": 20, "directed": False},
8: {"num_nodes": 22, "directed": False},
9: {"num_nodes": 25, "directed": False},
10: {"num_nodes": 30, "directed": False},

},
"Bin Packing": {

1: {"num_items": 10, "bin_capacity": 20, "num_bins": 3},
2: {"num_items": 20, "bin_capacity": 30, "num_bins": 3},
3: {"num_items": 30, "bin_capacity": 30, "num_bins": 3},
4: {"num_items": 40, "bin_capacity": 30, "num_bins": 3},
5: {"num_items": 50, "bin_capacity": 50, "num_bins": 5},
6: {"num_items": 60, "bin_capacity": 50, "num_bins": 5},
7: {"num_items": 70, "bin_capacity": 50, "num_bins": 5},
8: {"num_items": 80, "bin_capacity": 50, "num_bins": 5},
9: {"num_items": 80, "bin_capacity": 30, "num_bins": 10},
10: {"num_items": 100, "bin_capacity": 50, "num_bins": 10},

},
"Exact Cover by 3-Sets (X3C)": {

1: {"num_elements": 3, "num_subsets": 6},
2: {"num_elements": 4, "num_subsets": 8},
3: {"num_elements": 5, "num_subsets": 10},
4: {"num_elements": 7, "num_subsets": 14},
5: {"num_elements": 8, "num_subsets": 16},
6: {"num_elements": 10, "num_subsets": 20},
7: {"num_elements": 15, "num_subsets": 30},
8: {"num_elements": 20, "num_subsets": 40},
9: {"num_elements": 25, "num_subsets": 50},
10: {"num_elements": 30, "num_subsets": 60},

},
"Minimum Cover": {

1: {"num_elements": 5, "num_sets": 10, "k": 3},
2: {"num_elements": 10, "num_sets": 20, "k": 5},
3: {"num_elements": 10, "num_sets": 30, "k": 5},
4: {"num_elements": 15, "num_sets": 20, "k": 8},
5: {"num_elements": 15, "num_sets": 30, "k": 10},
6: {"num_elements": 20, "num_sets": 40, "k": 10},
7: {"num_elements": 25, "num_sets": 50, "k": 10},
8: {"num_elements": 30, "num_sets": 60, "k": 10},
9: {"num_elements": 35, "num_sets": 70, "k": 10},
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10: {"num_elements": 40, "num_sets": 80, "k": 10},
11: {"num_elements": 45, "num_sets": 90, "k": 10},
12: {"num_elements": 50, "num_sets": 100, "k": 10},
13: {"num_elements": 55, "num_sets": 110, "k": 10},
14: {"num_elements": 60, "num_sets": 120, "k": 10},
15: {"num_elements": 65, "num_sets": 130, "k": 10},
16: {"num_elements": 70, "num_sets": 140, "k": 10},

},
"Graph 3-Colourability (3-COL)": {

1: {"num_nodes": 5, "num_edges": 8},
2: {"num_nodes": 8, "num_edges": 12},
3: {"num_nodes": 10, "num_edges": 20},
4: {"num_nodes": 15, "num_edges": 25},
5: {"num_nodes": 15, "num_edges": 30},
6: {"num_nodes": 15, "num_edges": 40},
7: {"num_nodes": 20, "num_edges": 40},
8: {"num_nodes": 20, "num_edges": 45},
9: {"num_nodes": 30, "num_edges": 60},
10: {"num_nodes": 30, "num_edges": 80},

},
"Clustering": {

1: {"num_elements": 6, "b": 10},
2: {"num_elements": 10, "b": 10},
3: {"num_elements": 15, "b": 10},
4: {"num_elements": 18, "b": 10},
5: {"num_elements": 20, "b": 10},
6: {"num_elements": 30, "b": 10},
7: {"num_elements": 40, "b": 10},
8: {"num_elements": 50, "b": 10},
9: {"num_elements": 60, "b": 10},
10: {"num_elements": 70, "b": 10},

},
"Betweenness": {

1: {"num_element": 3, "num_triples": 1},
2: {"num_element": 4, "num_triples": 2},
3: {"num_element": 5, "num_triples": 3},
4: {"num_element": 6, "num_triples": 4},
5: {"num_element": 7, "num_triples": 5},
6: {"num_element": 8, "num_triples": 6},

},
"Minimum Sum of Squares": {

1: {"num_elements": 10, "k": 5},
2: {"num_elements": 50, "k": 8},
3: {"num_elements": 100, "k": 8},
4: {"num_elements": 100, "k": 5},
5: {"num_elements": 100, "k": 4},
6: {"num_elements": 100, "k": 3},
7: {"num_elements": 200, "k": 10},
8: {"num_elements": 200, "k": 4},
9: {"num_elements": 200, "k": 3},
10: {"num_elements": 300, "k": 3},

},
"Bandwidth": {

1: {"num_nodes": 3, "bandwidth": 2},
2: {"num_nodes": 4, "bandwidth": 2},
3: {"num_nodes": 5, "bandwidth": 3},
4: {"num_nodes": 6, "bandwidth": 3},
5: {"num_nodes": 5, "bandwidth": 2},
6: {"num_nodes": 7, "bandwidth": 3},
7: {"num_nodes": 6, "bandwidth": 2},
8: {"num_nodes": 8, "bandwidth": 3},
9: {"num_nodes": 7, "bandwidth": 2},
10: {"num_nodes": 8, "bandwidth": 2},

},
"Maximum Leaf Spanning Tree": {
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1: {"num_nodes": 5, "target_leaves": 2},
2: {"num_nodes": 10, "target_leaves": 5},
3: {"num_nodes": 20, "target_leaves": 10},
4: {"num_nodes": 30, "target_leaves": 20},
5: {"num_nodes": 40, "target_leaves": 30},
6: {"num_nodes": 60, "target_leaves": 50},
7: {"num_nodes": 70, "target_leaves": 60},
8: {"num_nodes": 80, "target_leaves": 65},
9: {"num_nodes": 90, "target_leaves": 75},
10: {"num_nodes": 100, "target_leaves": 80},

},
}
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Solution Errors. There are two fundamental error categories: problem-independent errors and
problem-dependent errors. Problem-independent errors are general errors that arise from external
factors unrelated to the problem’s intrinsic characteristics and all problems have these types of errors.
Problem-independent errors include JSON ERROR (JSON not found or JSON parsing errors), and
VERIFICATION ERROR (output format mismatches or structural validation failures). Problem-
dependent errors originate from the problem’s inherent complexity, which are defined based on
problem specificity. A comprehensive illustration of the errors is displayed in Table 5.

Table 5: A comprehensive illustration of errors.

Problem Error Type Description

JSON ERROR JSON not found.
VERIFICATION ERROR Wrong output format.

3SAT ERROR 1 The solution length mismatches the number of variables.
ERROR 2 Some clauses are not satisfied.

Vertex Cover

ERROR 1 Wrong solution format.
ERROR 2 The cover is empty.
ERROR 3 Invalid vertex index, i.e., above the max or below the min.
ERROR 4 The cover size exceeds the limit.
ERROR 5 Some edges are not covered.

3DM
ERROR 1 Not all triples in the matching are in the original set.
ERROR 2 The size of matching is wrong
ERROR 3 The elements in the matching are not mutually exclusive.

TSP

ERROR 1 Tour length mismatches number of cities.
ERROR 2 Invalid city index, i.e., above the max or below the min.
ERROR 3 There exists cities not be visited exactly once.
ERROR 4 Tour length exceeds target length.

Hamiltonian Cycle

ERROR 1 Path length is wrong.
ERROR 2 Path does not return to start.
ERROR 3 Not all vertices visited exactly once.
ERROR 4 There exists invalid vertex in path.
ERROR 5 There exists invalid edges in path.

3-COL ERROR 1 The two nodes of an edge have the same color

Bin Packing
ERROR 1 Solution length mismatches the number of items.
ERROR 2 Invalid bin index.
ERROR 3 The total size exceeds bin capacity.

Max Leaf Span Tree

ERROR 1 Solution length mismatches the number of vertices.
ERROR 2 There exists invalid edges in solution.
ERROR 3 The solution does not have exactly one root.
ERROR 4 The solution doesn’t span all vertices.
ERROR 5 The number of leaves in the solution is less than target.

QDE

ERROR 1 Solution length mismatches the number of integers.
ERROR 2 There exists non-positive values in the solution.
ERROR 3 The equation does not hold.

Min Sum Square
ERROR 1 Solution length mismatches the number of elements.
ERROR 2 The number of subsets exceeds the set limit.
ERROR 3 The sum exceeds the limit J .

Superstring
ERROR 1 Wrong solution format.
ERROR 2 The solution length exceeds the limit.
ERROR 3 Some string is not the substring of the solution.

Bandwidth
ERROR 1 Layout length mismatches the number of vertices.
ERROR 2 Layout is not a permutation of vertices.
ERROR 3 There exists edge exceeds the bandwidth limit.
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D.2 SOLVER SUITE: npsolver

We introduce npsolver, a solver suite that provides a unified interface for both online (API-based)
and offline (local) models. The unified interface includes: i) Prompt Generation, which constructs
problem-specific prompts dynamically using the designed prompt templates shown in Appendix E,
including problem descriptions, in-context examples, and target problems; ii) LLM Completion,
which invokes either online or offline LLMs to generate responses from the constructed prompts;
iii) Solution Extraction, which designs regular expressions to parse JSON outputs from the LLMs’
responses, ensuring all online and offline LLMs Use the same JSON validation pipeline; iv) Error
Reporting, which standardizes error messages. Through the unified interface, npsolver enables both
online and offline models to share a common workflow. Through this unified pipeline, npsolver
enables consistent evaluation and analysis for both online and offline models. For each problem,
difficulty level, and model, npsolver stores detailed records—including the problem instance, example
solutions, full LLM responses, extracted solutions, input/output token counts, error messages, solution
correctness, and reasons for failure—in a pickle file to facilitate failure case analysis. The list of
models integrated in npsolver is shown in Table 6.

Table 6: Online and offline models considered in this paper via npsolver.

Type Models Version Provider

Online

GPT-4o-mini gpt-4o-mini-2024-07-18 OpenAI
GPT-4o gpt-4o-2024-08-06 OpenAI
o1-mini o1-mini-2024-09-12 OpenAI
o3-mini o3-mini-2025-01-31 OpenAI

DeepSeek-V3 deepseek-v3-241226 Huoshan
DeepSeek-V3-2503 deepseek-v3-250324 Huoshan

DeepSeek-R1 deepseek-r1-250120 Huoshan
Claude-3.7-Sonnet claude-3-7-sonnet-20250219 Anthropic

Offline QwQ-32B Qwen/QwQ-32B N/A
DeepSeek-R1-32B deepseek-ai/DeepSeek-R1-Distill-Qwen-32B N/A

Online. The online state-of-the-art LLMs, e.g., o1/o3-mini and DeepSeek-v3/R1, can be accessed
through APIs without local computational overhead. However, these online models have dependency
on network stability and API costs with token usage. npsolver supports multiple providers, e.g.,
OpenAI, through modular API clients. We implement efficient batch processing with LiteLLM,
which minimizes the latency during parallel problem-solving.

Offline. Open-weight LLMs, e.g., QwQ-32B and Deepseek-R1-32B, can be accessed by deploying
them locally. This allows for GPU-accelerated, high-throughput inference while avoiding API-related
costs. Offline models are deployed using vLLM, with hyperparameters—such as temperature and
maximum token length—manually configured according to their official technical documentation.
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D.3 EVALUATION SUITE: npeval

npeval employs a statistically rigorous sampling strategy. For each difficulty, the aggregated per-
formance over 3 different independent seeds, with 30 samples generated per seed, aligning with
the minimum sample size for reliable statistical analysis (Hogg et al., 1977), are considered. This
sampling design, i.e., sampling 90 instances total per difficulty level for each problem, balances
budget constraints while mitigating instance-specific variance.

Evaluation Metrics. rliable (Agarwal et al., 2021) is an open-source Python library designed to
enable statistically robust evaluation of reinforcement learning and machine learning benchmarks.
Inspired by rliable, npeval provides the following 4 evaluation aggregate metrics:

• Mean: Mean is a standard evaluation metric that treats each score equally and calculates the overall
mean across runs and tasks.

• Interquartile Mean (IQM): IQM trims extreme values and computes the interquartile mean across
runs and tasks to smooth out the randomness in responses. IQM highlights the consistency of the
performance and complements metrics like mean/median to avoid outlier skew.

• Median: Median represents the middle value of the scores by calculating the median of the average
scores per task across all runs, which is unaffected by extreme values.

• Optimality Gap (OG): OG measures the average shortfall of scores below a predefined threshold γ,
where all scores above γ are clipped to γ, so as to quantify and penalize the underperformance,
making it less susceptible to outliers compared to mean scores.

To quantify uncertainty in aggregate metrics, e.g. IQM, npeval employs stratified bootstrap confidence
intervals (SBCIs) (Efron, 1979; 1987) for the performance interval estimation. SBCIs use stratified
resampling within predefined strata, e.g., difficulty levels, to preserve the hierarchical structure of the
evaluation data, reduce bias, and provide statistically sound interval estimates.

Comprehensive Analysis. Based on evaluation metrics, npeval provides a comprehensive analysis
of the LLMs’ performance over the problems and difficulty levels, including the full results for
each problem, each model and each level (Appendix H), the performance over different problems
(Appendix I), the analysis of both prompt and completion tokens of LLMs (Appendix J), the analysis
of the number of “aha moments” during the DeepSeek-R1 reasoning (Guo et al., 2025) (Appendix K),
an illustration of errors over problems (Table 5) with detailed error analysis (Appendix L), considering
both the solution errors, i.e., the errors returned by npgym, and the reasoning errors, i.e., the errors
produced in the internal reasoning process of LLMs, which enables the identification of the failure
cases (Appendix M). The cost of evaluation over LLMs is in listed in Table 23 (Appendix N).
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E PROMPTS AND RESPONSES

Prompts. In this section, we carefully design the prompt template of NPPC for LLMs to be simple,
general, and consistent across different problems. The prompt template includes:

• Problem description: where a concise definition of the NPC problem is provided, including the
problem name, the input, and the question to be solved.

• Examples: where one or multiple in context examples, defined as problem-solution pairs, are listed,
demonstrating the expected solutions, i.e., answer correctness and format, for specific instances.
These examples guide LLMs to generate the responses with the required format.

• Problem to solve: a target instance that requires LLMs to generate the solution.
• Instruction: which provides a directive to output answers in JSON format.

nppc_template = """
# <problem_name> Problem Description:
<problem_description>

# Examples:
<in_context_examples>
# Problem to Solve:
Problem: <problem_to_solve>

# Instruction:
Now please solve the above problem. Reason step by step and present

your answer in the "solution" field in the following json format:
‘‘‘json
{"solution": "___" }
‘‘‘

"""

example_and_solution = """Problem: <example_problem>
{"solution": <example_solution>}
"""
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Responses. We extract the answers from the LLMs’ responses and the code is displayed below:

def extract_solution_from_response(response):
# find the json code
match = re.findall(r"‘‘‘json\n(.*?)\n‘‘‘", response, re.DOTALL)

if not match:
match = re.findall(r"json\s*({[ˆ{}]*})", response, re.DOTALL)

if not match:
match = re.findall(r"\{[ˆ{}]*\}", response, re.DOTALL)

if match:
json_str = match[-1]
try:

# remove the single line comment
json_str = re.sub(r"//.*$", "", json_str, flags=re.

MULTILINE)
# remove the multiple line comment
json_str = re.sub(r"/\*[\s\S]*?\*/", "", json_str)
data = json.loads(json_str)
answer = data["solution"]
return answer, None

except (json.JSONDecodeError, KeyError, SyntaxError) as e:
print(f"Error parsing JSON or answer field: {e}")
return None, f"Error parsing JSON or answer field: {e}"

else:
print("No JSON found in the text.")
return None, "JSON Error: No JSON found in the text."

The code extracts JSON data from LLM responses using three regex patterns in sequence:

• First tries to find content between triple quotes with “json” marker,
• If that fails, looks for “json” followed by content in curly braces,
• If both fail, simply looks for any content between curly braces.

If all the three tries cannot find the content, we will raise the error.
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F LIST OF NP-COMPLETE PROBLEMS

Problem 1. • Name: 3-Satisfiability (3SAT)

• Input: A set of m clauses {C1, C2, . . . , Cm} - over a set of n Boolean valued variables
Xn = {x1, x2, . . . , xn}, such that each clause depends on exactly three distinct variables
from Xn. A clause being a Boolean expression of the form yi ∧ yj ∧ yk where each
y is of the form x or ¬x (i.e. negation of x) with x being some variable in Xn. For
example if n = 4 and m = 3, a possible instance could be the (set of) Boolean expressions:
C1 = (x1 ∧ (¬x2) ∧ (¬x3)), C2 = (x2 ∧ x3 ∧ (¬x4)), C3 = ((¬x1) ∧ x3 ∧ x4).

• Question: Can each variable xi of Xn be assigned a Boolean value αi ∈ {true, false} in
such a way that every clause evaluates to the Boolean result true under the assignment
⟨xi := αi, i ∈ {1, . . . , n}⟩?

Problem 2. • Name: Graph 3-Colourability (3-COL)

• Input: An n-node undirected graph G = (V,E) with node set V and edge set E.

• Question: Can each node of G = (V,E) be assigned exactly one of three colours - Red,
Blue, Green - in such a way that no two nodes which are joined by an edge, are assigned the
same colour?

Problem 3. • Name: Clique

• Input: An n-node undirected graph G = (V,E) with node set V and edge set E; a positive
integer k with k ≤ n.

• Question: Does G contain a k-clique, i.e. a subset W of the nodes V such that W has size
k and for each distinct pair of nodes u, v in W , {u, v} is an edge of G?

Problem 4. • Name: Vertex Cover

• Input: An n-node undirected graph G = (V,E) with node set V and edge set E; a positive
integer k with k ≤ n.

• Question: Is there a subset W of V having size at most k and such that for every edge
{u, v} in E at least one of u and v belongs to W ?

Problem 5. • Name: Quadratic Diophantine Equations

• Input: Positive integers a, b, and c.

• Question: Are there two positive integers x and y such that (a ∗ x ∗ x) + (b ∗ y) = c?

Problem 6. • Name: Shortest Common Superstring

• Input: A finite set R = {r1, r2, . . . , rm} of strings (sequences of symbols); positive integer
k.

• Question: Is there a string w of length at most k such that every string in R is a substring of
w, i.e., for each r in R, w can be decomposed as w = w0rw1 where w0, w1 are (possibly
empty) strings?

Problem 7. • Name: Bandwidth

• Input: n-node undirected graph G = (V,E); positive integer k ≤ n.

• Question: Is there a linear ordering of V with bandwidth at most k, i.e., a one-to-one
function f : V → {0, 1, 2, ..., n− 1} such that for all edges u, v in G, |f(u)− f(v)| ≤ k?

Problem 8. • Name: Maximum Leaf Spanning Tree

• Input: n-node undirected graph G = (V,E); positive integer k ≤ n.

• Question: Does G have a spanning tree in which at least k nodes have degree 1?

Problem 9. • Name: Independent Set

33



1782
1783
1784
1785
1786
1787
1788
1789
1790
1791
1792
1793
1794
1795
1796
1797
1798
1799
1800
1801
1802
1803
1804
1805
1806
1807
1808
1809
1810
1811
1812
1813
1814
1815
1816
1817
1818
1819
1820
1821
1822
1823
1824
1825
1826
1827
1828
1829
1830
1831
1832
1833
1834
1835

Under review as a conference paper at ICLR 2026

• Input: n-node undirected graph G = (V,E); positive integer k ≤ n.

• Question: Does G have an independent set of size at least k, i.e., a subset W of at least k
nodes from V such that no pair of nodes in W is joined by an edge in E?

Problem 10. • Name: Hamiltonian Cycle

• Input: n-node graph G = (V,E).

• Question: Is there a cycle in G that visits every node in V exactly once and returns to the
starting node, and thus contains exactly n edge

Problem 11. • Name: Travelling Salesman

• Input: A set C of n cities {c1, . . . , cn}; a positive integer distance d(i, j) for each pair
of cities (ci, cj), i < j, i, j ∈ {1, . . . , n}; a positive integerB representing the maximum
allowed travel distance.

• Question: Is there an ordering ⟨π(1), π(2), ..., π(n)⟩ of the n cities such that the total travel
distance, calculated as the sum of d(π(i), π(i+ 1)) for i = 1 to n− 1, plus d(π(n), π(1)),
is at most B?

Problem 12. • Name: Dominating Set

• Input: An undirected graph G(V,E) with n nodes; a positive integer k where k ≤ n.

• Question: Does G contain a dominating set of size at most k, i.e. a subset W of V
containing at most k nodes such that every node u in V −W (i.e. in V but not in W ) has at
least one neighbor w in W where u,w is an edge in E?

Problem 13. • Name: 3-Dimensional Matching (3DM)

• Input: 3 disjoint sets X , Y , and Z, each containing exactly n elements; a set M of m triples
{(xi, yi, zi) : 1 ≤ i ≤ m} such that xi is in X , yi in Y , and zi in Z, i.e. M is a subset of
X × Y × Z.

• Question: Does M contain a matching, i.e., is there a subset Q of M such that |Q| = n and
for all distinct pairs of triples (u, v, w) and (x, y, z) in Q it holds that u ̸= x and v ̸= y and
w ̸= z?

Problem 14. • Name: Set Splitting

• Input: A finite set S; A collection C1, . . . , Cm of subsets of S.

• Question: Can S be partitioned into two disjoint subsets - S1 and S2 - such that for each
set Ci it holds that Ci is not a subset of S1 and Ci is not a subset of S2?

Problem 15. • Name: Set Packing

• Input: A collection C = (C1, . . . , Cm) of finite sets; a positive integer k ≤ m.

• Question: Are there k sets - D1, . . . , Dk - from the collection C such that for all 1 ≤ i <
j ≤ k, Di and Dj have no common elements?

Problem 16. • Name: Exact Cover by 3-Sets (X3C)

• Input: A finite set X containing exactly 3n elements; a collection C of subsets of X each
of which contains exactly 3 elements.

• Question: Does C contain an exact cover for X , i.e., a sub-collection of 3-element sets
D = (D1, . . . , Dn) such that each element of X occurs in exactly one subset in D?

Problem 17. • Name: Minimum Cover

• Input: A finite set S; A collection C = (C1, . . . , Cm) of subsets of S; a positive integer
k ≤ m.

• Question: Does C contain a cover for S comprising at most k subsets, i.e., a collection
D = (D1, . . . , Dt), where t ≤ k, each Di is a set in C, and such that every element in S
belongs to at least one set in D?
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Problem 18. • Name: Partition

• Input: Finite set A; for each element a in A a positive integer size s(a).

• Question: Can A be partitioned into 2 disjoint sets A1 and A2 in a such a way that∑
a∈A1

s(a) =
∑

a∈A2
s(a)?

Problem 19. • Name: Subset Sum

• Input: Finite set A; for each element a ∈ A a positive integer size s(a); a positive integer
K.

• Question: Is there a subset B of A such that
∑

a∈B s(a) = K?
Problem 20. • Name: Minimum Sum of Squares

• Input: A set A of n elements; for each element a ∈ A a positive integer size s(a); positive
integers k ≤ n and J .

• Question: Can A be partitioned into k disjoint sets A1, . . . , Ak such that∑k
i=1(

∑
x∈Ai

s(x))2 <= J?
Problem 21. • Name: Bin Packing

• Input: A finite set U of m items; for each item u in U a positive integer size s(u); positive
integers B (bin capacity) and k, where k ≤ m.

• Question: Can U be partitioned into k disjoint sets U1, . . . , Uk such that the total size of
the items in each subset Ui (for 1 ≤ i ≤ k) does not exceed B?

Problem 22. • Name: Hitting String

• Input: Finite set S = {s1, . . . , sm} each si being a string of n symbols over {0, 1, ∗}.

• Question: Is there a binary string x = x1x2 . . . xn of length n such that for each sj ∈ S, sj
and x agree in at least one position?

Problem 23. • Name: Quadratic Congruences

• Input: Positive integers a, b, and c.

• Question: Is there a positive integer x whose value is less than c and is such that x2

mod b == a, i.e., the remainder when x2 is divided by b is equal to a?
Problem 24. • Name: Betweenness

• Input: A finite set A of size n; a set C of ordered triples, (a, b, c), of distinct elements from
A.

• Question: Is there a one-to-one function, f : A → {0, 1, 2, ..., n − 1} such that for each
triple (a, b, c) in C it holds that either f(a) < f(b) < f(c) or f(c) < f(b) < f(a)?

Problem 25. • Name: Clustering

• Input: Finite set X; for each pair of elements x and y in X , a positive integer distance
d(x, y); positive integer B.

• Question: Is there a partition of X into 3 disjoint sets - X1, X2, X3 - with which: for each
set Xi, i ∈ {1, 2, 3}, for all pairs x and y in Xi, it holds that d(x, y) ≤ B?
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G HYPERPARAMETERS

The hyperparameters used for benchmarking are listed in Table 7. For both offline and online-
deployed models, accuracy is averaged over three seeds and 30 trials per difficulty level per task.
Each model is allowed up to three attempts to mitigate the impact of API connection issues. For
offline models, we follow the recommended sampling parameters from the technical reports of
Deepseek-R1-32B and QwQ-32B for vLLM deployment.

Table 7: Hyperparameters

Type Hyperparameter Value

Basic

seeds 42, 53, 64
n shots 1
n trials 30

batch size 10
max tries 3

Offline Model

temperature 0.6
top p 0.95

max tokens 7500
gpu memory utilization 0.8
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H FULL RESULTS OVER PROBLEMS

In this section, we present the full results over problems, as displayed in Figure 5. For each element in
the table xa

b , x is the value of IQM and a and b are the upper and lower values of the CI, respectively.

Table 8: 3SAT

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.941.000.90 1.001.001.00 0.560.600.53 0.110.130.07 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.830.900.73 0.520.700.40 0.320.370.30 0.190.270.13 0.130.230.07 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.840.870.83 0.270.300.20 0.170.270.10 0.080.100.03 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.940.970.93 0.510.570.47 0.430.470.40 0.220.270.20 0.090.170.00 0.010.030.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 1.001.001.00 0.890.930.80 0.620.670.60 0.540.600.50 0.360.470.27 0.190.270.13 0.140.230.03 0.080.100.03 0.030.070.00 0.020.030.00

DeepSeek-V3 0.940.970.93 0.780.900.60 0.380.400.33 0.340.430.17 0.210.270.17 0.060.100.03 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3-2503 1.001.001.00 0.981.000.97 0.890.970.83 0.680.800.60 0.530.630.47 0.380.430.30 0.280.330.23 0.120.230.03 0.080.170.03 0.030.030.03

DeepSeek-R1 1.001.001.00 1.001.001.00 0.991.000.97 0.981.000.93 0.971.000.93 0.910.970.87 0.830.930.63 0.640.670.63 0.230.270.20 0.130.170.10

o1-mini 0.920.930.90 0.910.970.87 0.920.970.90 0.810.870.77 0.670.770.60 0.200.370.10 0.030.030.03 0.000.000.00 0.000.000.00 0.000.000.00

o3-mini 0.930.970.90 0.820.870.77 0.720.830.63 0.770.830.70 0.820.830.80 0.710.770.67 0.600.700.53 0.300.430.20 0.130.170.10 0.120.170.03

Table 9: Vertex Cover

1 2 3 4 5 6 7 8 9 10

QwQ-32B 1.001.001.00 0.991.000.97 0.930.970.90 0.500.600.37 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.911.000.83 0.920.930.90 0.810.870.73 0.520.600.43 0.030.070.00 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.941.000.87 0.670.800.57 0.370.430.27 0.180.230.10 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.961.000.90 0.880.900.83 0.780.870.67 0.600.630.57 0.010.030.00 0.030.070.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 1.001.001.00 0.971.000.90 0.971.000.93 0.900.900.90 0.530.570.47 0.370.470.30 0.370.500.23 0.260.300.20 0.140.170.10 0.040.070.00

DeepSeek-V3 0.921.000.87 0.971.000.93 0.960.970.93 0.890.930.83 0.340.430.23 0.140.200.10 0.060.100.03 0.030.070.00 0.030.070.00 0.010.030.00

DeepSeek-V3-2503 1.001.001.00 1.001.001.00 1.001.001.00 0.870.900.83 0.280.430.10 0.370.500.23 0.270.330.23 0.090.130.07 0.090.100.07 0.010.030.00

DeepSeek-R1 1.001.001.00 1.001.001.00 1.001.001.00 1.001.001.00 0.910.970.87 0.770.870.70 0.410.470.33 0.180.200.13 0.130.200.08 0.060.100.00

o1-mini 0.740.770.73 0.770.800.73 0.780.830.70 0.910.930.87 0.580.700.43 0.310.330.27 0.130.170.10 0.130.270.03 0.080.100.07 0.020.070.00

o3-mini 0.820.900.70 0.890.930.83 0.890.930.83 0.800.900.73 0.590.700.53 0.520.570.50 0.190.270.10 0.130.230.03 0.110.170.03 0.070.100.03

Table 10: Superstring

1 2 3 4 5 6 7 8 9 10

QwQ-32B 1.001.001.00 0.920.970.87 0.280.330.20 0.190.230.13 0.170.230.10 0.060.130.00 0.080.130.03 0.010.030.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.580.700.33 0.240.400.10 0.160.230.07 0.120.230.07 0.100.170.07 0.030.030.03 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.320.470.20 0.080.130.03 0.020.030.00 0.010.030.00 0.000.000.00 0.010.030.00 0.000.000.00 0.010.030.00 0.000.000.00 0.000.000.00

GPT-4o 0.810.830.77 0.470.570.30 0.110.170.07 0.100.170.03 0.060.100.03 0.160.270.03 0.060.100.03 0.120.130.10 0.070.100.03 0.030.070.00

Claude-3.7-Sonnet 0.991.000.97 0.971.000.93 0.780.900.70 0.510.570.47 0.680.770.60 0.740.800.70 0.770.800.73 0.880.930.83 0.820.900.77 0.740.800.70

DeepSeek-V3 0.800.830.73 0.520.670.37 0.490.530.43 0.460.530.40 0.440.530.40 0.400.570.30 0.240.370.13 0.220.270.17 0.080.100.03 0.020.030.00

DeepSeek-V3-2503 0.991.000.97 0.890.930.83 0.780.830.73 0.610.670.57 0.530.600.40 0.370.400.33 0.210.230.20 0.170.170.17 0.260.270.23 0.130.170.10

DeepSeek-R1 1.001.001.00 0.991.000.97 0.940.970.93 0.810.900.73 0.800.830.73 0.610.770.53 0.370.500.20 0.310.330.30 0.110.170.07 0.130.170.10

o1-mini 0.910.970.87 0.590.730.47 0.480.530.43 0.200.230.17 0.100.130.07 0.030.070.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00

o3-mini 1.001.001.00 1.001.001.00 0.981.000.97 0.890.900.87 0.740.770.70 0.310.370.23 0.040.070.03 0.010.030.00 0.000.000.00 0.000.000.00
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Table 11: QDE

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.721.000.30 0.560.800.17 0.190.270.07 0.160.230.07 0.030.030.03 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.840.900.77 0.620.700.50 0.110.130.10 0.080.100.07 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.490.530.43 0.230.270.17 0.030.070.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.670.700.60 0.430.570.33 0.080.100.07 0.030.030.03 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 0.961.000.87 0.970.970.97 0.780.800.77 0.590.670.47 0.100.130.07 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3 0.970.970.97 0.890.930.83 0.380.400.37 0.190.300.10 0.040.070.03 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3-2503 1.001.001.00 1.001.001.00 0.680.700.63 0.640.730.57 0.300.370.20 0.170.200.13 0.080.130.00 0.010.030.00 0.080.130.00 0.000.000.00

DeepSeek-R1 1.001.001.00 1.001.001.00 1.001.001.00 0.971.000.93 0.820.900.77 0.680.730.63 0.270.330.20 0.170.200.13 0.090.130.07 0.030.070.00

o1-mini 0.570.700.50 0.590.630.50 0.440.630.33 0.460.500.43 0.110.170.07 0.030.070.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

o3-mini 0.940.970.90 0.991.000.97 0.940.970.93 0.961.000.90 0.810.870.77 0.660.770.53 0.300.430.20 0.270.300.20 0.270.300.23 0.130.170.10

Table 12: 3DM

1 2 3 4 5 6 7 8 9 10

QwQ-32B 1.001.001.00 0.981.000.97 0.930.970.90 0.940.970.93 0.330.830.07 0.060.100.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.871.000.77 0.420.570.23 0.090.130.03 0.000.000.00 0.000.000.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.430.570.27 0.090.100.07 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.640.830.53 0.240.370.17 0.130.200.03 0.100.130.07 0.020.070.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 0.960.970.93 0.840.900.80 0.760.800.67 0.590.700.43 0.210.330.13 0.090.100.07 0.070.100.03 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3 0.740.830.57 0.320.470.23 0.080.130.00 0.030.100.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3-2503 0.940.970.93 0.760.870.70 0.490.600.43 0.310.470.10 0.070.100.03 0.030.070.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1 1.001.001.00 1.001.001.00 0.981.000.97 0.971.000.93 0.930.970.90 0.910.970.83 0.910.970.87 0.570.670.50 0.270.370.17 0.020.030.00

o1-mini 0.870.930.83 0.890.900.87 0.810.870.73 0.770.830.73 0.380.470.30 0.260.270.23 0.110.200.07 0.010.030.00 0.000.000.00 0.000.000.00

o3-mini 0.630.700.60 0.860.930.80 0.720.770.67 0.710.800.57 0.570.600.53 0.560.700.43 0.380.530.30 0.300.370.23 0.230.230.23 0.200.230.17

Table 13: TSP

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.610.800.50 0.410.530.30 0.420.530.30 0.560.600.50 0.260.300.23 0.190.270.13 0.020.070.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.880.900.87 0.620.730.53 0.300.400.23 0.130.200.03 0.020.030.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.930.960.90 0.340.400.27 0.120.200.07 0.070.100.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.970.970.97 0.760.800.73 0.590.670.50 0.400.470.33 0.220.330.10 0.160.230.03 0.080.100.07 0.020.070.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 1.001.001.00 0.981.000.97 0.900.930.83 0.830.900.77 0.860.900.80 0.800.830.73 0.540.700.47 0.510.530.50 0.080.100.03 0.060.100.00

DeepSeek-V3 0.981.000.93 0.900.900.90 0.740.830.60 0.620.770.50 0.490.670.33 0.490.730.33 0.170.230.13 0.070.130.00 0.020.030.00 0.000.000.00

DeepSeek-V3-2503 1.001.001.00 0.940.970.90 0.961.000.87 0.830.870.80 0.700.770.67 0.660.700.57 0.390.470.27 0.100.100.10 0.010.030.00 0.010.030.00

DeepSeek-R1 1.001.001.00 0.991.000.97 0.970.970.97 0.991.000.97 0.870.870.87 0.780.800.77 0.620.670.57 0.240.300.20 0.030.100.00 0.000.000.00

o1-mini 0.840.900.73 0.890.930.87 0.670.770.60 0.570.630.43 0.340.470.23 0.370.430.23 0.180.300.07 0.010.030.00 0.000.000.00 0.000.000.00

o3-mini 0.790.870.73 0.620.670.53 0.530.630.47 0.280.330.20 0.310.370.23 0.300.470.17 0.300.370.20 0.190.200.17 0.120.170.07 0.070.130.00

Table 14: Hamiltonian Cycle

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.941.000.90 0.870.930.83 0.800.930.70 0.620.670.57 0.330.400.23 0.160.200.10 0.030.100.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.690.730.67 0.360.400.27 0.240.400.13 0.090.130.03 0.000.000.00 0.010.030.00 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.700.730.67 0.260.400.13 0.090.100.07 0.080.130.03 0.010.030.00 0.000.000.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.730.730.73 0.390.430.33 0.220.270.17 0.120.200.07 0.090.130.00 0.010.030.00 0.060.100.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 0.991.000.97 0.800.900.70 0.740.830.67 0.640.770.53 0.320.500.17 0.230.270.20 0.270.330.20 0.160.270.10 0.100.100.10 0.020.070.00

DeepSeek-V3 0.830.900.77 0.440.530.30 0.140.200.10 0.160.170.13 0.090.170.00 0.060.070.03 0.060.100.00 0.060.100.00 0.010.030.00 0.010.030.00

DeepSeek-V3-2503 0.991.000.97 0.820.900.77 0.510.530.50 0.380.530.27 0.160.270.07 0.140.170.13 0.090.100.07 0.100.170.07 0.060.070.03 0.030.070.00

DeepSeek-R1 1.001.001.00 1.001.001.00 0.971.000.93 0.910.970.83 0.760.930.63 0.640.730.57 0.490.570.43 0.360.400.27 0.170.230.13 0.040.100.00

o1-mini 0.720.800.57 0.710.770.67 0.540.600.50 0.400.470.33 0.190.230.17 0.230.300.13 0.120.170.10 0.080.100.03 0.040.070.00 0.000.000.00

o3-mini 0.820.830.80 0.840.900.77 0.710.770.63 0.710.830.60 0.630.730.57 0.590.670.50 0.440.500.37 0.320.430.27 0.200.330.10 0.220.230.20
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Table 15: Bin Packing

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.880.930.80 0.830.870.77 0.460.570.40 0.080.200.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.260.330.17 0.030.070.00 0.010.030.00 0.030.070.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.300.330.23 0.030.030.03 0.040.100.00 0.030.100.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.830.900.73 0.440.500.40 0.340.370.33 0.180.200.13 0.040.100.00 0.020.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 0.981.000.97 0.890.930.83 0.580.700.43 0.390.400.37 0.070.170.00 0.010.030.00 0.010.030.00 0.030.070.00 0.010.030.00 0.000.000.00

DeepSeek-V3 0.660.730.60 0.460.500.40 0.440.500.37 0.370.400.33 0.060.130.00 0.040.070.03 0.020.030.00 0.000.000.00 0.010.030.00 0.000.000.00

DeepSeek-V3-2503 1.001.001.00 0.870.930.80 0.740.830.67 0.620.670.57 0.180.270.10 0.180.230.13 0.090.130.03 0.020.070.00 0.020.030.00 0.000.000.00

DeepSeek-R1 1.001.001.00 1.001.001.00 1.001.001.00 0.981.000.97 0.800.900.73 0.640.770.57 0.490.530.47 0.290.430.20 0.060.100.03 0.030.070.00

o1-mini 0.670.800.43 0.580.630.50 0.520.570.47 0.330.400.27 0.310.500.20 0.190.230.13 0.070.100.03 0.000.000.00 0.020.070.00 0.010.030.00

o3-mini 0.720.830.60 0.670.800.57 0.620.670.57 0.480.570.33 0.410.470.37 0.290.430.17 0.240.470.13 0.170.270.10 0.420.470.33 0.280.330.20

Table 16: 3-COL

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.961.000.90 0.910.930.87 0.780.870.73 0.560.670.50 0.340.430.27 0.100.130.07 0.010.030.00 0.010.030.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.490.570.43 0.510.570.43 0.030.070.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.400.500.30 0.170.200.13 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.600.630.57 0.390.530.30 0.030.100.00 0.010.030.00 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 0.760.870.67 0.700.730.67 0.220.330.07 0.170.200.13 0.090.100.07 0.040.070.03 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3 0.670.700.63 0.600.630.53 0.130.200.07 0.120.170.10 0.030.070.00 0.020.070.00 0.020.070.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3-2503 0.800.870.73 0.900.930.87 0.480.630.40 0.640.730.57 0.320.370.30 0.160.200.07 0.160.230.07 0.090.200.00 0.020.030.00 0.000.000.00

DeepSeek-R1 0.991.000.97 1.001.001.00 0.971.000.93 0.970.970.97 0.880.930.80 0.720.770.67 0.720.800.67 0.510.670.40 0.220.270.17 0.040.070.03

o1-mini 0.610.700.50 0.760.870.70 0.570.700.43 0.620.670.60 0.370.430.33 0.270.300.23 0.340.400.27 0.170.230.07 0.030.070.00 0.020.070.00

o3-mini 0.981.000.97 0.910.930.87 0.961.000.90 0.840.870.83 0.780.870.70 0.720.800.67 0.710.800.60 0.610.800.47 0.510.530.47 0.290.300.27

Table 17: Min Sum Square

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.770.800.70 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.010.030.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.230.430.10 0.000.000.00 0.040.070.00 0.070.100.03 0.060.100.03 0.040.130.00 0.020.070.00 0.060.100.03 0.010.030.00 0.060.070.03

GPT-4o-mini 0.740.800.67 0.620.770.50 0.030.070.00 0.070.100.03 0.080.100.07 0.030.070.00 0.030.070.00 0.020.070.00 0.020.030.00 0.040.130.00

GPT-4o 0.940.970.90 0.820.870.80 0.460.530.37 0.560.600.53 0.440.530.40 0.480.530.43 0.040.070.03 0.010.030.00 0.010.030.00 0.010.030.00

Claude-3.7-Sonnet 0.981.000.97 0.840.930.80 0.830.900.80 0.730.800.70 0.790.870.70 0.640.700.60 0.590.630.50 0.670.730.57 0.620.670.53 0.140.200.07

DeepSeek-V3 0.870.930.80 0.900.930.83 0.840.900.80 0.580.630.53 0.580.630.53 0.480.570.43 0.070.100.03 0.170.230.07 0.070.170.00 0.020.030.00

DeepSeek-V3-2503 1.001.001.00 0.480.570.40 0.710.770.67 0.590.630.50 0.620.670.57 0.610.700.50 0.220.230.20 0.290.370.23 0.020.030.00 0.000.000.00

DeepSeek-R1 1.001.001.00 0.880.900.83 0.640.730.57 0.460.530.37 0.470.530.33 0.390.430.30 0.130.170.10 0.130.170.10 0.070.130.00 0.020.030.00

o1-mini 0.620.670.57 0.700.800.63 0.270.300.23 0.180.270.10 0.140.230.10 0.100.130.07 0.030.100.00 0.060.070.03 0.020.070.00 0.010.030.00

o3-mini 0.690.800.60 0.380.470.23 0.380.470.33 0.390.500.23 0.520.600.47 0.300.370.23 0.440.500.33 0.240.270.20 0.030.070.00 0.180.230.13

Table 18: Bandwidth

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.961.000.90 0.910.930.90 0.901.000.83 0.840.930.70 0.760.870.60 0.660.770.60 0.630.670.60 0.300.400.20 0.200.300.13 0.060.070.03

DeepSeek-R1-32B 0.931.000.83 0.830.870.80 0.870.930.80 0.670.830.53 0.540.700.47 0.490.570.43 0.380.400.37 0.110.130.07 0.140.170.10 0.030.070.00

GPT-4o-mini 1.001.001.00 0.941.000.90 0.940.970.93 0.840.870.83 0.780.800.77 0.470.570.40 0.460.470.43 0.200.230.17 0.140.200.10 0.030.070.00

GPT-4o 1.001.001.00 0.961.000.90 0.971.000.93 0.941.000.87 0.780.870.67 0.620.670.57 0.600.670.53 0.220.300.17 0.100.130.07 0.020.030.00

Claude-3.7-Sonnet 1.001.001.00 0.961.000.90 0.961.000.90 0.870.900.83 0.780.870.67 0.660.730.60 0.620.670.57 0.280.330.17 0.110.130.07 0.020.030.00

DeepSeek-V3 1.001.001.00 0.981.000.97 0.991.000.97 0.930.970.90 0.740.900.63 0.630.770.53 0.560.630.50 0.340.400.30 0.230.330.17 0.030.070.00

DeepSeek-V3-2503 1.001.001.00 0.910.930.90 0.890.900.87 0.620.670.57 0.580.630.53 0.570.600.53 0.430.500.33 0.330.400.27 0.170.200.13 0.040.070.03

DeepSeek-R1 1.001.001.00 0.900.930.83 0.931.000.90 0.880.930.80 0.830.900.80 0.680.770.57 0.590.670.47 0.340.430.30 0.240.300.20 0.070.100.03

o1-mini 0.740.800.70 0.740.830.60 0.840.870.83 0.820.870.77 0.820.870.77 0.680.700.67 0.590.630.53 0.330.370.30 0.240.330.20 0.060.070.03

o3-mini 0.800.830.77 0.880.930.83 0.820.930.77 0.900.930.87 0.720.800.60 0.580.700.43 0.520.530.50 0.200.230.17 0.170.200.13 0.080.100.07
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Table 19: Max Leaf Span Tree

1 2 3 4 5 6 7 8 9 10

QwQ-32B 0.730.830.57 0.930.970.87 0.280.400.20 0.060.070.03 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-R1-32B 0.200.300.03 0.240.370.13 0.180.270.13 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o-mini 0.260.330.17 0.190.400.07 0.010.030.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

GPT-4o 0.490.570.40 0.530.600.47 0.290.370.23 0.240.300.20 0.080.100.07 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00 0.000.000.00

Claude-3.7-Sonnet 1.001.001.00 0.991.000.97 0.960.970.93 0.820.930.70 0.710.830.57 0.590.630.57 0.120.200.07 0.000.000.00 0.000.000.00 0.000.000.00

DeepSeek-V3 0.790.830.77 0.880.930.80 0.890.930.80 0.690.800.57 0.560.600.50 0.260.330.20 0.270.430.13 0.090.170.00 0.020.030.00 0.010.030.00

DeepSeek-V3-2503 0.900.970.80 0.860.900.83 0.760.800.67 0.390.430.33 0.180.300.10 0.220.270.13 0.280.330.23 0.170.200.13 0.070.130.00 0.020.030.00

DeepSeek-R1 0.970.970.97 0.991.000.97 0.880.900.87 0.630.770.53 0.390.430.37 0.180.230.13 0.210.230.20 0.010.030.00 0.010.030.00 0.000.000.00

o1-mini 0.700.730.67 0.530.530.53 0.570.570.57 0.170.200.10 0.020.030.00 0.020.030.00 0.000.000.00 0.000.000.00 0.010.030.00 0.000.000.00

o3-mini 0.770.830.70 0.680.730.63 0.660.670.63 0.660.700.60 0.420.500.30 0.260.270.23 0.190.230.17 0.160.330.07 0.110.170.03 0.090.170.03
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I PERFORMANCE OVER PROBLEMS

In this section, we present the performance of LLMs on each problem across different levels.
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Figure 12: 3SAT
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Figure 13: Vertex Cover
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Figure 14: Superstring
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Figure 15: QDE
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Figure 16: 3DM
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Figure 17: TSP
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Figure 18: Hamiltonian Cycle
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Figure 19: Bin Packing

42



2268
2269
2270
2271
2272
2273
2274
2275
2276
2277
2278
2279
2280
2281
2282
2283
2284
2285
2286
2287
2288
2289
2290
2291
2292
2293
2294
2295
2296
2297
2298
2299
2300
2301
2302
2303
2304
2305
2306
2307
2308
2309
2310
2311
2312
2313
2314
2315
2316
2317
2318
2319
2320
2321

Under review as a conference paper at ICLR 2026

0.00 0.25 0.50 0.75
QwQ-32B

DeepSeek-R1-32B
GPT-4o-mini

GPT-4o
Claude-3.7-Sonnet

DeepSeek-V3
DeepSeek-V3-2503

DeepSeek-R1
o1-mini
o3-mini

IQM

0.2 0.4 0.6

Mean

0.00 0.25 0.50 0.75

Median

0.4 0.6 0.8

Optimality Gap

Figure 20: 3-COL
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Figure 21: Min Sum Square
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Figure 22: Max Leaf Span Tree
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Figure 23: Bandwidth
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J TOKENS

In this section, we present the results of the prompt and completion tokens used in LLMs.
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Figure 25: Vertex Cover
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Figure 26: Superstring
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Figure 27: QDE
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Figure 28: 3DM
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Figure 29: TSP
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Figure 30: Hamiltonian Cycle
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Figure 31: Bin Packing
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Figure 32: 3-COL
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Figure 33: Min Sum Square
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Figure 34: Max Leaf Span Tree
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Figure 35: Bandwidth
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K AHA MOMENTS

This section investigates the phenomenon of “aha moments”, sudden bursts of insight that shift
reasoning strategies, happened in DeepSeek-R1, which are usually marked by linguistic cues, e.g.,
“Wait, wait. That’s an aha moment I can flag here.”. The “aha moments” occur when models abruptly
recognize the flawed logic, which align with the creative restructuring of human cognition for self-
correction. Figure 36 display the number of ”aha moments” in DeepSeek-R1 across different NPC
problems, where the blue and the red dots represent correct and wrong outputs respectively.
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Figure 36: Number of aha moments in DeepSeek-R1
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L SOLUTION ERRORS

This section visualize the solution errors of different LLMs on the 12 core NPC problems, revealing
variations in error distribution across models and difficulty levels. For each problem, each color
corresponds to a specific error type as listed in Table 5.
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Figure 38: Vertex Cover
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Figure 39: Superstring
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Figure 40: QDE
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Figure 41: 3DM
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Figure 42: TSP
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Figure 43: Hamiltonian Cycle
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Figure 44: Bin Packing
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Figure 45: 3-COL
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Figure 46: Min Sum Square
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Figure 47: Max Leaf Span Tree
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Figure 48: Bandwidth
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M ANALYSIS OF REASONING FAILURE CASES

DeepSeek-R1. Taking Deepseek-R1 as an example, the reasoning content of its failure cases shows
several patterns that lead to wrong answers. The concrete examples of failure cases for DeepSeek-R1
are shown in Table 20. Specifically, the typical reasoning failure cases include:

• Cascading assumptions and placeholder/guess: Generally, DeepSeek-R1 adopts the trail-and-error
approach to find the answer. Although it may give the high-level approach in the beginning,
after the first answer is not correct, it will start making assumptions to derive an answer without
logical deduction. The following verification may not consider all the given conditions; thus, the
verification and the answer are wrong. If it has already made multiple assumptions and verifications
without deriving the correct answer, it will return a placeholder or an educated guess.

• Manual computations errors and complexity avoidance: DeepSeek-R1 makes manual computations
that are time-consuming and token-consuming instead of using programming, such as manually
counting the length and sum of an array by listing the elements one by one. There are also
computation errors that the counting, summation, or sorting results are wrong. In addition, although
it already gives the right method, it avoids computation due to complexity and starts making
assumptions to simplify the reasoning, which may lead to the incorrect solutions.

• Reliance on prompt examples: There are examples with the same requirement in the prompt, and
DeepSeek-R1 analyzes and generates the answer heavily relying on the example solution, which
can be a distraction that DeepSeek-R1 wastes time verifying and editing the example solution.

• Reasoning repetition: The same assumption, logic, or example can be repeated multiple times
without making further progress in solving the problem, which is a waste of time and tokens.
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Table 20: Detailed Analysis with Examples of Failure Cases for DeepSeek-R1.

Detailed Failure Reason Reasoning Content

cascading assumptions

... Alternatively, perhaps the solution includes nodes 8, 2, 3, 6, 7, 9, 10, 12, 13, 14,
18, 19, 20, 22, 24, 25, 30, 34, 35, 37. Let’s count these. That’s 20 nodes. ... Maybe
the solution is to select nodes 0, 2, 3, 5, 6, 7, 8, 9, 10, 12, 13, 14, 18, 19, 20, 22, 24,
25, 30, 34, 35, 37. Wait, but that’s more than 20. Need to pick 20. ... Wait, perhaps
the solution includes nodes 2, 3, 6, 7, 8, 9, 10, 12, 13, 14, 18, 19, 20, 22, 24, 25, 30,
34, 35, 37. Let’s check: ...

placeholder/guess

... At this point, I’m not sure. Given the time I’ve spent and the complexity, perhaps
the solution is the string pyeojmmykmadslpeetdb with length 20, even though
some required substrings might be missing. But according to the problem statement,
there is a solution. So I’ll have to take a guess. ... But given the time I’ve spent and
the need to provide an answer, I’ll make an educated guess...

manual computation errors

Now, let’s count the number of elements. Each comma separates elements. So
between each number there’s a comma. Let’s count commas. But maybe it’s easier
to split by each element. Let’s do that step by step. Start from the first element: 1.
1; 2. 14; 3. 1; 4. 1; 5. 5; ... So there are 80 items.

complexity avoidance

So, if a node is in an edge that’s not covered by any other node, then that node must
be in the vertex cover. But checking that for each edge would be time-consuming.
Let’s look for edges that have a unique node. For example, if there’s an edge (a, b),
and neither a nor b are connected to any other nodes, then one of them must be in
the cover. But in a graph of 40 nodes, this is unlikely. So probably most nodes have
multiple edges.

reliance on prompt examples

... Wait, in the example problem, the solution included nodes 0, 2, 4, 5, 6, 7, 8,
9, 13, 14, 15, 19, 20, 23, 25, 26, 30, 32, 34, 37. So maybe similar patterns here.
But the new problem’s edges are different. ... Alternatively, perhaps the solution is
similar to the example. The example’s solution includes nodes 0, 2, 4, 5, 6, 7, 8, 9,
13, 14, 15, 19, 20, 23, 25, 26, 30, 32, 34, 37. Looking at the problem’s edge set,
perhaps some of these nodes are also high-degree here. Let’s see. ... Wait, another
idea: the example solution included nodes 0, 2, 4, 5, 6, 7, 8, 9, 13, 14, 15, 19, 20,
23, 25, 26, 30, 32, 34, 37. If I look at these nodes, perhaps they are all the nodes
from one side of a bipartition. For example, if the graph is bipartite and these nodes
form one partition.

reasoning repetition (example)

Looking at the edges, let’s see which nodes are involved a lot. For example, node 8
appears in edges like (8,18), (8,35), (8,21), (8,30), (8,39), etc. Maybe node 8 is a
hub. ... In the problem to solve, node 8 is involved in many edges, as per the edges
provided. So including 8 in the cover would cover a lot of edges. ... For example,
node 8 appears in a lot of edges. Including node 8 would cover many edges. ... For
example, many edges involve node 8. So including node 8 is a must.

reasoning repetition (logic)

... So perhaps the key is to find the longest possible superstring that includes as
many of these as possible, then add the ’b’ and the other small strings. But the ’b’ is
a problem. Let’s think: the superstring must include ’b’ as a substring. Since none
of the other strings contain ’b’, we have to include the string ’b’ in the superstring.
So the superstring will have the ’b’ as a standalone. But how? ... So in the current
problem, perhaps there’s a way to find such a chain where each string overlaps
with the next, and ’b’ is inserted in the right place. But I’m stuck. Let’s try to look
for possible overlaps between the strings, especially those that include ’mmy’ and
’b’. Wait, the ’b’ must be present. How can ’b’ be included? Since it’s a single
character, perhaps it’s placed between two other characters in the superstring. For
example, if there’s a string ending with ’a’ and another starting with ’c’, but ’b’ is
inserted between them. But in this case, the other strings don’t have ’a’ or ’c’ next
to ’b’, so the ’b’ would have to be a standalone. So the superstring must contain ’b’
as a separate character. ... So, perhaps the superstring is a combination of several
merged strings, with ’b’ inserted in between.
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Claude. Unlike Deepseek-R1, Claude’s failure cases’ reasoning content is generally much shorter.
Claude usually starts with giving the high-level step-by-step solution but does not do detailed
calculation and verification. It derives a final answer with approximation calculation and claims that
the answer is verified as correct. An example is shown in Table 21.

Table 21: Claude Failure Case.

Based on my analysis of the edge patterns, the following nodes would form an
effective vertex cover:
- 11 (connects to many nodes)
- 14 (high degree, covers many edges)
- 10 (connects to multiple nodes)
- 16 (appears frequently in edge list)
- 19 (connects to several nodes)
...
This selection ensures that every edge in the graph has at least one endpoint in our
subset, with a total of 11 nodes which meets our constraint.
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QwQ-32B. Table 22 illustrates a representative example of QwQ-32B’s deviation from the expected
output format. Although the prompt specifies the response format as json{"solution": ...},
the model frequently omits the prefix and outputs only {”solution”: ...}. This tendency may originate
from its pretraining on mathematical problems, where instructions commonly include phrases such
as ”Please reason step by step, and put your final answer within \boxed{}”. While QwQ-32B can
occasionally self-correct the format, such corrections are infrequent. Another notable failure mode is
the generation of infinite reasoning loops, in which the model repeatedly outputs the same content
until reaching the token limit. This issue is not unique to QwQ-32B and has also been observed in
other reasoning models, indicating a potential direction to improve the reasoning models.

Table 22: QwQ-32B Reasoning Representative Examples

Example Reasoning Content

Problem in Format Following ... All are present. So this should be a valid solution. Let me confirm again. Another
check: For X=5, we chose triple8 (5,13,29). That uses Y=13 and Z=29 ... So correct.
Yes, this seems to work. So the solution is the list of these triples: {”solution”:
[[0,10,21],[1,15,28], [2,16,26],[3,14,20],[4,11,23], [5,13,29],[6,18,24],[7,19,25],...]}

Self-Correction in Format Fol-
lowing

... Final Answer {”solution”: [[3,19,21],[6,13,20],[9,11,26],
[4,15,24],[8,10,25],[5,16,23],[7,18,29], [0,17,22],[1,12,28],[2,14,27]]}. Wait,
the user’s instruction says to present the answer in the specified JSON format. I
think the correct way is to just output the JSON without any extra text. So the final
answer is: json{”solution”: [[3,19,21],[6,13,20],[9,11,26],...]} Final Answer json
{”solution”: [[3,19,21],[6,13,20],[9,11,26],...]}

Infinite Reasoning Loop ... All are present. So this is a valid solution. The solution is the list of these triples. Fi-
nal Answer {”solution”: [[0,13,29],[1,12,28],[2,17,20], [3,10,26],[4,18,27],[5,14,23],
[6,11,25],[7,15,24],...]} Final Answer {”solution”: [[0,13,29],[1,12,28],[2,17,20],
[3,10,26],[4,18,27],[5,14,23],...]} Final Answer {”solution”: [[0,13,29],[1,12,28],...]}
... (repeated output continues)
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N COSTS OF THE EVALUATION

Table 23 displays the number of input token and completion token with their corresponding prices,
and the total cost of running online models once for all difficulty levels across core NPC problems.

Table 23: Cost for online models

Model Prompt Completion Cost

GPT-4o-mini 30964144 ($0.15/MTok) 9442548 ($0.6/MTok) $10.31
GPT-4o 30963606 ($2.5/MTok) 7786156 ($10/MTok) $155.27

Claude-3.7-Sonnet 33799101 ($3/MTok) 11186272 ($15/MTok) $269.19
DeepSeek-V3 31490957 (2RMB/MTok) 16178388 (8RMB/MTok) 192.41RMB

DeepSeek-V3-2503 31490957 (2RMB/MTok) 31808451 (8RMB/MTok) 317.45RMB
DeepSeek-R1 31512557 (4RMB/MTok) 95936418 (16RMB/MTok) 1661.03RMB

o1-mini 31360984 ($1.1/MTok) 35161551 ($4.4/MTok) $189.21
o3-mini 31199884 ($1.1/MTok) 110944621 ($4.4/MTok) $522.48
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