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ABSTRACT

For classification problems where classifiers predict p̄(y|x), namely the probability
of label y given data x, an energy value can be defined (e.g. LogSumExp of the
logits) and used to evaluate the estimated p̄(x) by learned model, which is widely
used for generative learning. However, previous works overlook the relationship
between the estimated p̄(x) and the testing accuracy of a classifier when shifts occur
regarding p(x) from the the training set to the testing set e.g. imbalanced dataset
learning. In this paper, we propose to evaluate the influence of the energy value
regarding p̄(x) on the testing accuracy via influence function which is a standard
tool in robust statistics. In particular, we empirically show that the energy value
could influence the testing accuracy of the model trained on the imbalanced dataset.
Based on our findings, we further propose a technique that regularizes the energy
value on the training set to improve imbalanced data learning. We theoretically
prove that regularizing energy value could adjust the margin and re-weight the
sample. Experimental results show the effectiveness of our method. In particular,
when finetuning with our method for only a few epochs, the testing accuracy could
be effectively boosted on popular imbalance classification benchmarks.

1 INTRODUCTION

Classification problems require the classifier to predict the conditional probability p̄(y|x) where y is
the label and x is the given data. Based on the p̄(y|x), an energy value could be defined regarding
to the predicted p̄(x), where it could be turned into p̄(x) with Gibbs distribution (LeCun et al.,
2006; Grathwohl et al., 2020). It has been used for generative model (Grathwohl et al., 2020),
out-of-distribution (OOD) detection (Liu et al., 2020), etc. Since the p̄(x) predicted by the classifier
is not related to the predicted p̄(y|x), e.g. the energy of one data point could vary while the prediction
for this data point stays the same, the influence of the energy value on the classification itself is either
overlooked or simply treated by previous works.

Intuitively, the energy value reflects how the classifier models the data distribution and could influence
the generalization performance of the classifier when the distribution of data p(x) shifts between the
training set and the testing set. A typical scenario is imbalanced dataset learning (e.g. long-tail) (Wang
et al., 2017; Zhou et al., 2018; Buda et al., 2018; Liu et al., 2019; Zhong et al., 2019; He et al., 2021)
where the distribution p(x) shifts between the training set and the testing set. For imbalanced datasets
like long-tail data distribution, the training set suffers from class imbalance i.e. some of the classes
have way more samples than other classes. The class-imbalance in the training set leads to the poor
performance of the classifier on less represented (or tail) classes. To improve performance in such
scenarios, various methods have been proposed, such as re-sample the data or re-weights the data
point (Cui et al., 2019; Cao et al., 2019; Kang et al., 2020) to devise a training loss that is close to the
loss on the test data distribution.

However, to our best knowledge, there is not a thorough study about the influence of the energy
value reflecting the predicted p̄(x) on the performance of the classifier as the data distribution is
shifted. Therefore, we argue that the influence of the energy on the performance of the classifier
needs to be quantified and taken a closer look. To quantify the influence of the energy value on the
classifier’s performance, we propose a metric based on the influence function. The influence function
is a classic technique in robust statistics that evaluates the influence of a training data point on the
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model’s prediction (Cook & Weisberg, 1982). The seminal work (Koh & Liang, 2017) extends this
method to deep learning models and proposes to approximate the influence function with stochastic
estimation. The approximated influence function provides valuable information even in non-convex,
non-convergent settings. Inspired by this, in this paper, we evaluate the influence of the energy
value on the classifier’s performance on the testing set via the approximated influence function. We
show that the energy value could influence the classifier’s performance on the testing set and the
approximated influence function could reflect the influence of the energy value with experiment
results under imbalanced dataset learning (long-tailed recognition).

Based on the quantification of the influence of the energy value, we propose a principled and generic
method that finetunes the classifier with energy regularization determined by the influence of the
energy value. We theoretically prove that when regularizing the energy value, it influences the model
by re-weighting the loss and adjusting the margin. Experimental results have shown that our method
could effectively improve the performance of classifiers on imbalance datasets including two typical
settings: long-tail and step imbalance. The highlights of this paper include:

• To our best knowledge, this is the first work to quantify the influence of the energy regularization
on the generalization behavior of a classifier, specifically under the imbalance setting. We empirically
validate the correctness of our quantification of the influence of energy regularization.

• We propose a principled and generic technique as a plug-in to boost the classifier’s performance
with existing baselines. We theoretically prove that our method intrinsically re-weights the loss and
affects the margin without hindering the optimization of the model. The effectiveness of our method
is verified on imbalanced datasets with various baselines.

• We provide intriguing insights regarding the influence of energy regularization including: (1) the
unregularized energy value may contribute to the overfitting of the model; (2) the influence of energy
regularization is not correlated with the loss or the energy; (3) the influence of energy regularization
may be the result of interfering the distance between the estimated distribution p̂(x) and the real
testing distribution p(x). Source code will be made publicly available to reproduce our results.

2 PRELIMINARIES ON ENERGY FUNCTION AND INFLUENCE FUNCTION

In this section, we introduce notations and backgrounds related to this paper.

The Classification Problem. For a K-class classification problem, a parameterized classifier fθ :
RD → RK maps data point x ∈ RD to K real-valued logits where θ is the trainable parameter. For a
data point x and its corresponding label y, the loss for the parameter θ is defined as L(x, y, θ).

Energy-based Model for Data Distribution (LeCun et al., 2006; Grathwohl et al., 2020). Energy
based model E(x) : RD → R maps each data point x to a single, non-probabilistic scalar called the
energy, where the energy value could be turned to a probability through the Gibbs distribution as:

p(x) =
e−E(x)/T∫

x′ e−E(x′)/T
(1)

For classifier fθ, the logits are typically converted to a normalized probability distribution with the
Softmax function: p̄θ(y|x) = exp(fθ(x)[y])∑

y′ exp(fθ(x)[y
′]) , where f(x)[y] represents the logit corresponding to

the y-th class. The joint distribution of data x and label y could be defined as p̄θ(x, y) = exp(fθ(x)[y])
Z(θ)

where Z(θ) is unknown normalizing constant. By marginalizing out y, the unnormalized density

model for x is p̄θ(x) =
∑
y p̄θ(y|x) =

∑
y exp(fθ(x)[y])

Z(θ) . Therefore as we set T = 1 the energy at
data point x regarding to p̄θ(x) is defined as:

Eθ(x) = − log
∑
y

exp(fθ(x)[y]) (2)

Influence Function (Cook & Weisberg, 1982; Koh & Liang, 2017). Given a training set
with n data points Dtrain = {(x1, y1), (x2, y2), · · · (xn, yn)}, the optimal parameter for em-

pirical risk is given by θ̂
def
= arg minθ

1
n

∑n
i=1 L(xi, yi, θ). When the loss on a training
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data point (x, y) is upweighted by a small ε, the new optimal parameter becomes θ̂ε,(x,y) =

arg minθ(
1
n

∑n
i=1 L(xi, yi, θ) + εL(x, y, θ)). Assume that the empirical risk is twice-differentiable

and strictly convex w.r.t. θ, the influence function provides the influence of upweighting (x, y) on θ:

Iθ̂(x, y)
def
=

dθ̂ε,(x,y)

dε
|ε=0 = −H−1

θ̂
∇θL(x, y, θ̂) (3)

where Hθ̂ = 1
n

∑n
i=1∇2

θL(xi, yi, θ̂) is the Hessian matrix. Using the chain rule, the influence of
upweighting (x, y) on the loss at a testing point (xte, yte) (Koh & Liang, 2017) is:

I(xte,yte)(x, y)
def
= ∇θL(xte, yte, θ̂)

> dθ̂ε,z
dε
|ε=0 = −∇θL(ztest, θ̂)

>H−1
θ̂
∇θL(x, y, θ̂) (4)

3 MAIN RESULTS AND APPROACH

3.1 MOST METHODS FOR CLASSIFICATION IGNORES THE ENERGY VALUE

Since the energy value defined in Eq. 2 reflects the predicted p̄(x), the energy value is overlooked
for classification. For a general case where the logits of the classifier are converted to a probability
distribution with Softmax function and the classifier is optimized by negative log-likelihood loss, we
have the following proposition (see proof in Appendix A).
Proposition 1. [Arbitrary Energy] Consider a data point x ∈ RD and a classifier fθ. For any
E ∈ R, there exists a classifier gη that satisfy

p̄θ(y|x) = p̄η(y|x),

Eη(x) = E (5)

where p̄θ(y|x) and p̄η(y|x) is the conditional probability predicted by fθ and gη respectively while
Eη(x) is the energy value of gη on data point x. Proposition 1 shows that for a data point x, the
energy value Eθ(x) is not related to the prediction p̄θ(y|x). Even two classifiers with identical
predictions could have different energy values. Therefore the impact of energy value on the model’s
testing performance is often ignored. However, we argue that when the probability distribution p(x)
shifts e.g. the so-called imbalance classification setting (Buda et al., 2018; Cui et al., 2019) whereby
the training data is imbalanced while testing data is balanced as mainly studied in this paper, the
energy value of the classifier i.e. the predicted p̄(x) would also affect the classification performance.
Remark 1. [Uncertain Energy Shift] When optimizing the classifier fθ with negative log-likelihood
loss Lce(x, y, θ), the gradient of the parameter θ is:

∂Lce(x, y, θ)
∂θ

= −∂Eθ(x)

∂θ
− ∂fθ(x)[y]

∂θ
(6)

where −∂Eθ(x)∂θ pulls up the energy and −∂fθ(x)[y]∂θ pushs down the energy. Therefore the energy
Eθ(x) may fluctuate regarding the output of the model as the loss decreases.
Though well-classified samples would generally have lower energy, Remark 1 tells that optimizing
the classifier would, in fact, leads to an unstable shift of the energy value. Thus, we argue that the
energy value needs to be explicitly regularized. We provide more empirical results in Appendix C

3.2 INFLUENCE FUNCTION OF ENERGY VALUE

To evaluate the influence of energy regularization on the model performance on the testing set,
we propose a metric using the influence function. We first study the change in model parameters
brought by energy regularization. Specifically, consider adding a small regularization on the energy
of a training data point (xtr, ytr) ∈ Dtrain, the new optimized parameter becomes θ̂ε,(xtr,ytr) =

arg minθ(
1
n

∑n
i=1 L(xi, y, θ) + εEθ(xtr)). Similar to Eq. 3, the influence of regularizing energy

Eθ(xtr) on the parameter θ could be defined as:

Iθ̂(xtr)
def
=

dθ̂ε,(xtr,ytr)

dε
|ε=0 = −H−1

θ̂
∇θEθ(xtr) (7)

where Hθ̂ = 1
n

∑n
i=1∇2

θL(xi, yi, θ̂) is the Hessian matrix. Using the chain rule, the influence of
regularizing energy Eθ(xtr) on the loss at the testing point xtest is:

Ixtest(xtr)
def
= ∇θL(xtest, θ̂)

> dθ̂ε,(xtr,ytr)

dε
|ε=0 = −∇θL(xtest, θ̂)

>H−1
θ̂
∇θEθ(xtr) (8)
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Algorithm 1: Finetune the classifier with energy regularization.

Input: Training Set Dtrain = {(xtri , ytri )}ni=1. Validation Set Dval = {(xvali , yvali )}mi=1. A
pretrained model fθ, Hyperparmeter T , r, α, β

1 . foreach (xtri , y
tr
i ) in Dtrain do

2 Ival(xtri , ytri )← 1
m

∑m
j=1 I(xvalj ,yvalj )(x

tr
i , y

tr
i );

3 Imaxval ← max({‖Ival(xtri , ytri )‖}ni=1)
4 for t = 1 to T do
5 B ← SampleMiniBatch(Dtrain, r) (a mini batch of r data points)
6 L ← 1

r

∑
z∈B (Lce(xtri , ytri , θ)− β · Eθ(xtri ) · Ival(xtri , ytri )/Imaxval )

7 fθ ← fθ − α · ∇θL (one SGD step)

3.3 FINETUNE THE MODEL WITH ENERGY REGULARIZATION

Based on our devised influence function of energy, we propose a principled method that introduces
Influence Aware Energy Regularization by Finetuning (we refer to it as IAERF) as shown in
Algorithm 1. It firstly calculates the average influence of energy regularization on a validation set
Dval = {(xvali , yvali )}mi=1 for each training data point.

Ival(xtri , ytri ) =
1

m

m∑
j=1

I(xvalj ,yvalj )(x
tr
i , y

tr
i ) (9)

To reduce the loss on the validation set, we should increase the energy on the data points with a
positive influence of energy regularization and decrease the energy on those with a negative influence.
Therefore, we finetune the model with energy penalties determined by the corresponding influence
value. The loss on a training data point z with energy regularization is:

L′(xtri , ytri , θ) =
1

r

∑
z∈B

(
L(xtri , y

tr
i , θ)− β · Eθ(xtri ) · Ival(xtri , ytri )/Imaxval

)
(10)

where Imaxval is the maximum absolute value of influence value over the train set Dtrain and β is a
hyperparameter. Specifically, in our experiments, we fix the parameter of batch normalization layers
since the running mean of the batch normalization layer would directly affect the energy and may
hinder the energy regularization.

3.4 ENERGY PENALTIES INFLUENCE THE MODEL AS REWEIGHTING AND MARGIN CONTROL

In this section, we theoretically analyze our proposed IAERF on the classifier optimized with cross
entropy loss. For a data point (x, y), assume the loss for classifier fθ is:

L(x, y, θ) = Lce(x, y, θ) + β̂x · Eθ(x) (11)

where Lce(x, y, θ) = − log exp(fθ(x)[y])∑
y′ exp(fθ(x)[y

′]) is the cross-entropy loss and β̂x ∈ R is the coefficient
for the energy regularization. Then the gradient of the loss is:

∂L(x, y, θ)

∂θ
=
∂Lce(x, y, θ)

∂θ
+ β̂x ·

∂Eθ(x)

∂θ

= −∂fθ(x)[y]

∂θ
− (1− β̂x)

∂Eθ(x)

∂θ

(12)

For ∂Eθ(x)∂θ , we have:

∂Eθ(x)

∂θ
= −

∑
y′

exp(fθ(x)[y′])∑
i exp(fθ(x)[i])

· ∂fθ(x)[y′]

∂θ
= −

∑
y′

p̄(y′|x) · ∂fθ(x)[y′]

∂θ
(13)

Combining Eq. 12 and Eq. 13, we get:

∂L(x, y, θ)

∂θ
=
[
(1− β̂x) · p̄(y|x)− 1

] ∂fθ(x)[y]

∂θ
+ (1− β̂x)

∑
y′ 6=y

p̄(y′|x) · ∂fθ(x)[y′]

∂θ (14)
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(a) ERM pretrained model
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(b) LDAM pretrained model

Figure 1: The positive relationship between the calculated influence function and the actual change in
testing loss on pretrained ResNet-32. We plot the top 20 most influential data points.

When β̂x 6= 1, we could further derive the gradient as:

∂L(x, y, θ)

∂θ
= (1− β̂x) ·

[p̄(y|x)− 1

1− β̂x

]
∂fθ(x)[y]

∂θ
+
∑
y′ 6=y

p̄(y′|x) · ∂fθ(x)[y′]

∂θ

 (15)

As demonstrated in Eq. 15, the influence of energy regularization is two folds: adjusting the margin
and reweighting data points. When β̂x is positive, the energy regularization first enlarges the margin
by pushing down the coefficient of ∂fθ(x)[y]∂θ and then down-weights the data point x with coefficient
(1− β̂x).

Beyond that, we further highlight that adding energy regularization would not interfere the optimal
classifier.

Remark 2. [Unaffected Optimal] If there exist an optimal model f∗θ that minimizes the negative
log likelihood loss. Then for any model gυ , there always exits a model hξ that satisfies:

∀x ∈ RD, hξ(x) = f∗θ (x), Eυ(x) = Eξ(x) (16)

Remark 2 indicates that if there is an optimal classifier f∗θ for the loss with energy regularization
L(x, y, θ), it must be the optimal classifier for negative log likelihood loss Lce(x, y, θ).

4 EXPERIMENT

4.1 VALIDATE THE ESTIMATED INFLUENCE OF ENERGY REGULARIZATION

In this section, we validate that the energy value could influence the testing performance of the
classifier and the influence function could reflect the influence. Taking pretrained models, we
approximate the influence function of the energy value using stochastic approximation following
(Koh & Liang, 2017) over the whole testing set. Then we finetune the pretrained model with energy
regularization on one of the data points and evaluate the change in testing loss compared to finetuning
the model without any energy penalties. Because batch normalization may affect the energy, we fix
the parameter for batch normalization during the finetune.

Specifically, we take ResNet-32 trained on long-tailed CIFAR10 (Cui et al., 2019) with ERM and
LDAM (Cao et al., 2019) as the pretrained model and the model is finetuned for 50 epochs. As shown
in Fig. 1, the influence function is highly correlated to the actual change in testing loss (Pearson’s R
= 0.9154 for ResNet32 pretrained with ERM and Pearson’s R = 0.9037 for ResNet32 pretrained
with LDAM). It shows that energy regularization could influence the testing loss of the classifier and
that the influence function could reflect the influence. For more details and results, see Appendix B
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Table 1: Average testing error (%) on Imbalanced CIFAR10 and Imbalanced CIFAR100.

Dataset Imbalanced CIFAR10 Imbalanced CIFAR100
Imbalance type long-tailed step long-tailed step
Imbalance Ratio 100 10 100 10 100 10 100 10

ERM 29.64 13.39 36.70 15.73 61.68 43.41 61.45 45.30
LDAM-DRW (Cao et al., 2019) 22.84 12.38 24.64 12.58 57.96 43.33 54.64 43.16

ERM + IAERF 24.17 12.98 28.67 14.38 60.40 42.41 60.88 44.90
LDAM-DRW + IAERF 21.63 12.28 24.11 12.30 57.19 43.33 55.39 43.10

4.2 FINETUNE THE CLASSIFIER FOR IMBALANCE DATA LEARNING

In this section, we evaluate IAERF on the imbalanced version of CIFAR10, CIFAR100 (Cui et al.,
2019) and ImageNet-LT (Liu et al., 2019), which are artificially created with class imbalance. We
follow (Cao et al., 2019) to conduct experiments on imbalanced CIFAR and follow (Kang et al., 2020)
to conduct experiments on ImageNet-LT.

4.2.1 EXPERIMENTAL RESULTS ON CIFAR

Baseline We evaluate IAERF (Algorithm 1) with ResNet-32 pretrained by: (1). Empirical risk
minimization (ERM): each training data have the same weight, and the model is trained to minimize
the average cross-entropy over the training set. (2). LDAM-DRW (Cao et al., 2019): LDAM
introduces a label-distribution aware margin loss which enlarges the decision while DRW applies
re-weighting or re-sampling after the last learning rate decay.

Dataset CIFAR10 and CIFAR100 both contain 50, 000 images in training set and 10, 000 images
in testing set with 10 and 100 classes, respectively. For their imbalanced version, the number of
images is reduced for each class. Specifically, we construct the imbalanced version of CIFAR10 and
CIFAR100. Two types of imbalance are considered: long-tailed imbalance (Cui et al., 2019) and
step imbalance (Buda et al., 2018). For long-tailed imbalance, the number of data points follows an
exponential decay across different classes. For step imbalance, data points in half of the classes are
reduced to the same number while the number of data points in the other classes remains the same.
The imbalance ratio of the imbalanced dataset is defined as the ratio between the maximum number
of data points in one class and the minimum number of data points in one class.

Implementation Note that IAERF requires calculating the influence function with a validation set.
To fairly compare with the baselines, we randomly sample a class-balanced subset from the training
set to compose the validation set where the number of data points per class is determined by the
minimum number of data points per class in the training set. We train each model for 200 epochs and
finetune it for 5 epochs. The error rate at the last epoch is reported. Refer to Appendix B for more
details.

As shown in Table 1, our method could effectively boost the testing performance after only 5 epochs.
The more imbalanced the more effective is IAERF and IAERF could greatly improve the ERM
pretrained model. For instance, IAERF reduces the testing error of ERM pretrained model for 5.47%
(from 29.64% to 24.17%) on long-tailed CIFAR10 with the imbalance ratio at 100. For LDAM-DRW
pretrained model, IAERF can also improve the testing performance on CIFAR10.

For CIFAR100, IAERF also improves the testing performance for ERM pretrained model and
improves the LDAM-DRW pretrained model on long-tailed CIFAR100 with the imbalance ratio at
100 and step imbalanced CIFAR100 with the imbalance ratio at 10. However, the improvement on
imbalanced CIFAR100 brought by our IAERF is much smaller than that on imbalanced CIFAR10.
We conjecture that the calculated influence of energy regularization on our sampled validation set for
CIFAR100 is less accurate since the number of images per class in CIFAR100 is much smaller than
that of CIFAR10 e.g. only 5 images for the least frequent class when imbalance ratio is 100.

4.2.2 EXPERIMENTAL RESULTS ON IMAGENET-LT AND INATRUALIST 2018

Baseline We evaluate IAERF with ResNeXt-50 (Xie et al., 2017) pretrained by the techniques and
protocols proposed in (Kang et al., 2020) where each model is divided into two parts: backbone and
linear classifier. The protocol include (1) Joint: jointly train the backbone and the linear classifier
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Table 2: Testing accuracy(%) on ImageNet-LT and iNatrualist.

Dataset ImageNet-LT iNaturalist
Method Many Median Few All Many Median Few All

Joint (Kang et al., 2020) 65.9 37.5 7.7 44.4 78.2 70.6 64.7 69.0
Joint + IAERF 65.5 38.8 9.0 45.0 76.8 68.1 66.8 68.8

cRT (Kang et al., 2020) 64.7 48.6 28.6 52.1 75.9 71.9 69.1 71.2
cRT + IAERF 64.7 49.3 29.0 52.4 76.1 71.6 69.5 71.2

LWS (Kang et al., 2020) 63.4 50.0 33.3 52.9 74.3 72.4 71.2 72.1
LWS + IAERF 63.1 50.0 34.1 52.9 74.4 72.4 71.6 72.3
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(a) Influence of energy regularization against the energy
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(b) Influence of energy regularization against the loss

Figure 2: We calculate the influence of energy regularization, the loss, and the energy at each training
data point in long-tailed CIFAR10 with the imbalnaced ratio at 10 for the ResNet-32 trained with
ERM. We plot the influence of energy regularization against the loss and energy. Each point denotes
a training data point.

with conventional cross-entropy loss and instance balance which equals Empirical risk minimization
(ERM). (2) Classifier Re-training (cRT): employ the backbone trained with ERM and retrain the linear
classifier with the class balance sampling method. (3) Learnable Weight Scaling (LWS): Rescale
the weight of the classifier for each class by a rescale factor learned with the class balance sampling
method as in cRT.

Dataset We conduct our experiments on ImageNet-LT (Liu et al., 2019) and iNaturalist
2018 (Van Horn et al., 2018). ImageNet-LT is artificially truncated from ImageNet (Deng et al.,
2009), where the label distribution follows a long-tailed distribution. It has 1000 classes and the
number of images per class ranges from 1280 to 5 images. iNatualist 2018 is a real-world, naturally
long-tailed dataset with 8142 classes. We follow (Liu et al., 2019) and report the testing accuracy on
three kind of the set of classes: Many-shot (more than 100 images), Medium-shot (20 ∼ 100 images)
and Few-shot (less than 20 images). The testing accuracy on all classes is denoted as All

Implementation We employ the backbone provided by (Kang et al., 2020) and finetune or retrain
the classifier. For ImageNet-LT, we calculate the influence of energy regularization on the validation
set of the ResNeXt-50 pretrained for 90 epochs and retrain the classifiers with energy regularization
as proposed in Algorithm 1 for 10 epochs. Specifically, for joint training, we jointly finetune the
backbone and the classifier without class balance sampling. For iNaturalist 2018, we take the subset
of the training set that contains the images of few-shot classes to calculate the influence of energy
regularization of the ResNet-152 pretrained for 200 epochs. The classifiers on the iNaturalist are
retrained for 30 epochs with energy regularization. For more details, please refer to Appendix B.

As shown in Table 2, for ImageNet-LT, IAERF could boost the accuracy of Median-shot classes and
Few-shot classes at the cost of decreasing the accuracy of Many-shot classes. For iNatrualist 2018,
due to the lack of validation set and the influence function is calculated on the Few-shot classes of
the training set, the accuracy on Few-shot classes is improved while the accuracy for Many-shot and
Median-shot is decreased.
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(a) long-tailed CIFAR10 with imbalance ratio at 10
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(b) long-tailed CIFAR10 with imbalance ratio at 100

Figure 3: We average the influence of energy regularization over the training data points of each class,
and plot it against the number of data points for each class in long-tail CIFAR10.

4.3 A CLOSER LOOK ON THE INFLUENCE OF ENERGY REGULARIZATION

In this section, we take a closer look on the influence of energy regularization and provide some
insights. We conduct experiment on the ResNet-32 trained on the imbalanced CIFAR10. For more
details and more results on imbalanced CIFAR100, please refer to Appendix B.

4.3.1 THE INFLUENCE OF ENERGY REGULARIZATION ON DIFFERENT DATA POINT

The influence of energy regularization is not correlated to the energy value and the training
loss As shown in Fig. 2(a), we find that generally the influence of energy regularization on the training
data point is not related to the energy value of the data point (Pearson’s R is −0.21). As for the
training loss, Fig. 2(b) shows that the influence of energy regularization on the data points of similar
training loss ranges from positive to negative. The influence of energy regularization is also not
related to the training loss (Pearson’s R is −0.04). It indicates that one could not predict the influence
of energy regularization on the data point based on the training loss or the energy value of the data.

Energy regularization have large influence mainly on well-classified data points As shown in
Fig. 2(b), the range of the influence of energy regularization expands as the training loss decreases.
Therefore, data points where energy regularization have a large influence are generally well-classified
data points with low loss. As pointed out in Remark 1, the energy value is unstable during the training,
we conjecture that the unregularized energy value of well-classified data points is one of the possible
reasons for the overfitting of the classifier.

4.3.2 RELATIONSHIP BETWEEN THE INFLUENCE OF ENERGY REGULARIZATION &
CLASSIFICATION

The influence of energy regularization correlates with data distribution As shown in Fig. 3, the
average influence of energy regularization of different class is positively correated to the number
of data points of the corresponding class (The Pearson’s R is 0.70 for long-tailed CIFAR10 with
imbalance ratio at 10 and the Pearson’s R is 0.77 for long-tailed CIFAR10 with imbalance ratio at
100). The lower the influence of the energy regularization means that the testing loss of the classifier
would be lower after adding a positive energy regularization. It indicates that pushing down the
energy value of data points of less frequent class and pulling up the energy value of data points of
more frequent class would boost the testing performance i.e. pull up the predicted p̄(x) for less
frequent class and push down the predicted p̄(x) for more frequent class. Since the probability density
p(x) of data points of less frequent class is much lower and the p(x) of data points of more frequent
class is much higher in the imbalanced training set compared to the testing set, it shows that pushing
the predicted p̄(x) closer to the real p(x) of the testing set would boost the testing performance. We
conjecture that energy regularization changes the distance between the predicted data distribution
and the real testing data distribution and thus influence the generalization ability of the model.
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5 RELATED WORKS AND FURTHER DISCUSSION

Energy Based Learning Energy-based models (EBMs) (LeCun et al., 2006; Ranzato et al., 2006;
2007) provide a unified theoretical framework for various learning models. EBMs associate a scalar
energy value to each configuration of the variables where the energy value is lower for observed
configurations than the unobserved ones. Many recent works employ the energy function defined on
discriminative models for other tasks e.g. generative learning or OOD detection. (Xie et al., 2016)
show that a generative random field model can be derived from a discriminative neural network.
While (Grathwohl et al., 2020) find that neural classifiers are also an energy-based model for joint
distribution and propose a hybrid model that acts as both a discriminative model and a generative
model. (Liu et al., 2020) propose to use the energy value to detect out-of-distribution (OOD) samples,
which has been theoretically proved (Bitterwolf et al., 2022) to be equal to training an additional
binary discriminator. The influence of this specific energy on the discriminative model itself is often
simply assumed as the lower energy value on the training set the better (Zhao et al., 2022). While
recent work (Xie et al., 2022) minimizes the distance of energy distribution between the source
domain and target domain to enhance the model performance in domain adaptation (see (Wang &
Deng, 2018) and reference therein), the influence of the energy needs a closer look.

Imbalanced Dataset Learning Imbalanced dataset learning has drawn increasing attention i.e. the
long-tail recognition (Wang et al., 2017; Zhou et al., 2018; Liu et al., 2019; Zhong et al., 2019; He
et al., 2021) due to the pervasiveness of the imbalanced data in real-world scenarios. Most methods
could be divided into three categories: re-sampling the data, re-weighting the loss, and transfer
learning. For re-sampling, various methods have been proposed to re-sample the dataset to achieve
a more balanced data distribution (Chawla et al., 2002; Estabrooks et al., 2004; Han et al., 2005;
Liu et al., 2009; Shen et al., 2016; Wang et al., 2020; Zhang & Pfister, 2021). Specifically, (Liu
et al., 2019) employs a two-stage scheme where the model learns the representation in the first stage
without balancing and is finetuned in the second stage with a memory module while (Kang et al.,
2020) proposes to decouple the representation learning and the classifier training where it trains the
backbone to learn the representation without any balancing method and only adjust the classifier for
good performance. As for re-weighting, re-weighting methods assign different losses to different
classes (Zhang et al., 2018; Zhao et al., 2019; Ye et al., 2020; Hsieh et al., 2021) or different data
samples (Lin et al., 2017; Ren et al., 2018; Shu et al., 2019) to achieve a more balanced performance
on each class. Specifically, LDAM (Cao et al., 2019) proposes a distribution aware loss that enlarges
the margin to less frequent (tail) classes. Another direction views the imbalanced data as a label
shift problem. Methods have been proposed to transfer the knowledge from the more frequent (head)
classes to the less frequent (tail) classes (Wang et al., 2017; Chu et al., 2020; Wang et al., 2021).

Compared to an imbalanced dataset where the target distribution is clearly known, the distribution
shift in domain adaptation is implicit and only could be estimated, which makes it more challenging.
As shown in Sec. 4.3.2, we have the assumption that the influence of energy regularization comes
from interfering with the distance between the predicted data distribution corresponding to the energy
value and the real testing data distribution. Therefore, our method probably also provides a way to
estimate the distribution under scenarios with implicit distribution shift e.g. domain adaptation.

6 CONCLUSION

In this paper, we propose to study the influence of energy regularization on classifiers under an
imbalanced dataset learning setting. Based on the influence function, a classic method in robust
statistics, we manage to quantify the influence and further propose an influence-aware energy
regularization method that regularizes the energy value on training data point according to the
quantified influence. Theoretically, we prove that our method could re-weight the loss and affect the
margin without hindering the optimization. Empirically, we show that the proposed quantification
correctly reflects the influence of energy regularization and we verify the effectiveness on various
imbalanced datasets. The main limitation of our method is that our method requires a validation set
to calculate the influence. For most of the imbalanced datasets, we have to re-sample the training set
to form a validation set, which may interfere with the effectiveness of our method. While this work
mainly focuses on imbalanced dataset learning, the influence-aware energy regularization may be
applicable for other data distribution shift settings e.g. domain adaptation which we leave for future
work. We also hope the insights of how the energy influence the classifier could provide inspiration
for future works.
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A PROOFS

A.1 PROOF FOR PROPOSITION 1

Proof. For the classifier fθ : RD → RK , assume the energy on data point x ∈ RD is Eθ(x). For
∀E ∈ R, a classifier gη : RD → RK could be defined that satisfies:

∀i ∈ {1, 2, · · · ,K}, gη(x)[i] = fθ(x)[i])− E + Eθ(x) (17)

Then for the predicted p̄η(y|x) we have:

p̄η(y|x) =
exp [fθ(x)[y])− E + Eθ(x)]∑
i exp [fθ(x)[i])− E + Eθ(x)]

=
exp [fθ(x)[y])]∑
i exp [fθ(x)[i])]

= p̄θ(y|x)

(18)

For the energy Eη(x) on the gη , we have:

Eη(x) = − log
∑
i

exp [gη(x)[i]]

= − log
∑
i

exp [fθ(x)[i]− E + Eθ(x)]

= − log

(
exp[Eθ(x)− E ] ·

∑
i

exp [fθ(x)[i]]

)
= E − Eθ(x)−− log

∑
i

exp [fθ(x)[i]]

= E − Eθ(x) + Eθ(x)

= E

(19)
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A.2 PROOF FOR REMARK 1

Proof. The negative log likelihodd loss is:

Lnll(x, y, θ) = − log
exp(fθ(x)[y])∑
i exp(fθ(x)[i])

= log
∑
i

exp(fθ(x)[i])− fθ(x)[y])

= −Eθ(x)− fθ(x)[y])

(20)

Then gradient of negative log likelihood loss w.r.t parameter θ is:

∂Lnll(x, y, θ)
∂θ

=
∂[−Eθ(x)− fθ(x)[y])]

∂θ

= −∂Eθ(x)

∂θ
− ∂fθ(x)[y])

∂θ

(21)

As the loss decreasing, −∂Eθ(x)∂θ will increase the energy while −∂fθ(x)[y])∂θ will decrease the the
energy by increasing fθ(x)[y]).

A.3 PROOF FOR REMARK 2

Proof. Similar to the proof for Proposition 1, for the optimal classifier f∗θ and an arbitrary classifier
gυ , we could define a classifier hξ as:

hξ(x) = f∗θ (x)− Eυ(x) + Eθ(x) (22)

Then for the predicted probability:

p̄ξ(y|x) =
exp [f∗θ (x)[y])− Eυ(x) + Eθ(x)]∑
i exp [f∗θ (x)[i])− Eυ(x) + Eθ(x)]

=
exp [f∗θ (x)[y])]∑
i exp [f∗θ (x)[i])]

= p̄θ(y|x)

(23)

For the energy Eξ(x) on the hξ, we have:

Eξ(x) = − log
∑
i

exp [hξ(x)[i]]

= − log
∑
i

exp [f∗θ (x)[i]− Eυ(x) + Eθ(x)]

= − log

(
exp[Eθ(x)− Eυ(x)] ·

∑
i

exp [f∗θ (x)[i]]

)
= Eυ(x)− Eθ(x)−− log

∑
i

exp [f∗θ (x)[i]]

= Eυ(x)

(24)

B EXPERIMENT DETAILS

B.1 DETAILS FOR THE CALCULATION OF INFLUENCE FUNCTION

The calculation of influence function requires a validation set. For imbalanced CIFAR10 and
CIFAR100, we sample data points of each class from the class-imbalanced training set to compose
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(a) long-tailed CIFAR10
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(b) long-tailed CIFAR100

Figure 4: The relationship between the influence function and the actual change in testing loss on one
testing point. We plot the top 100 most influential data points.

the validation set. While the number of data points per class is determined by the minimum number
of data points per class in the training set. For ImageNet-LT, since it have a val split, we use the val
split to calculate the influence function. For iNaturalist, since the minimum number of data points per
class is small (2 images per class), we take the few-shot classes of the trainig set as the validation set.

We calculate the influence function with stochastic estimation (Cook & Weisberg, 1982) following
(Koh & Liang, 2017). We implement the calculation of influence function based on the Python pack-
age for calculating influence function (Lo & Bae, 2022). For imbalanced CIFAR10 and imbalanced
CIFAR100, the influence function is calculated with stochastic estimation for 5000 iteration and
averaged over 10 trails. For ImageNet-LT and iNatrualist, we calculate the influence function only on
the classifier, and theinfluence function is calculated with stochastic estimation for 2500 iteration and
averaged over 10 trails.

B.2 DETAILS FOR THE EXPERIMENTS ON IMBALANCED DATASET

We follow the setting in (Cao et al., 2019) to train ResNet-32 on imbalanced CIFAR dataset and
report the performance of the model at the final epoch. The model is trained for 200 epochs with SGD
optimizer where learning rate at 0.1, momentum at 0.9 and weight decay at 2e− 4. The learning rate
is decayed with factor 0.01 at 160-th epoch and 180-th epoch. For IAERF, we finetune the model for
5 epochs with batch size at 128 and learning rate at 1e− 4.

For ImageNet-LT and iNaturalist 2018, we employ the pretrained model provided in (Kang et al.,
2020) and follow the setting in it to finetune the ResNeXt-50 (Xie et al., 2017) on ImgaeNet-LT and
the ResNet-152 (He et al., 2016) on iNaturalist 2018. For ImageNet-LT, the classifier is finetuned for
10 epochs with batch size at 512 and learning rate at 0.2. For iNaturalist, the classifier is finetuned
for 30 epochs with batch size at 512 and learning rate at 0.2.

The β in Algorithm 1 is searched in {0.1, 0.5, 1, 10} and when the abosolute value of energy
regularization is bigger than the cross-entropy loss the β is set to be ‖ Lce(xtri ,y

tr
i ,θ)

Eθ(xtri )·Ival(xtri ,ytri )/Imaxval
‖

C ADDITIONAL EXPERIMENT RESULTS

C.1 ADDITIONAL RESULTS TO VALIDATE THE INFLUENCE FUNCTION OF ENERGY
REGULARIZATION

In addition to Fig. 1 where we calculate the average influence over the whole testing set, we arbitrary
pick a wrongly classified data point and calculate the influence function for this data point following
(Koh & Liang, 2017).

We calculate the influence function for the ResNet-32 trained with ERM on the long-tail CIFAR10
and long-tail CIFAR100 where the imbalance ratio is set to be 100. We plot the influence of energy
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Figure 5: The energy distribution of a ResNet-32 trained on the long-tailed CIFAR10. (a): the energy
distribution of the training set on different epochs during the taining (b): the energy distribution of
the training set at 160, 170, 180, 190 and 200 epoch.

regularization and the actual change in testing loss after finetune the model with energy regularization
for 50 epochs on 100 most influential data point. As shown in Fig. 4, the calculated influence function
has a positive relation to the actual change in loss (Pearson’s R is 0.7875 on long-tail CIFAR10 and
is 0.5744 on long-tail CIFAR100)

C.2 ENERGY DISTRIBUTION SHIFTS DURING TRAINING

We plot the energy distribution of the training set during the training of ResNet-32 by ERM on the
long-tailed CIFAR10 with imbalance ratio at 100. As shown in Fig. 5, the energy distribution keeps
changing during the training even thought the training loss is stable e.g. from 100-th epoch to 150-th
epoch. We further plot the distribution at 160, 170, 180, 190 and 200 epoch after the learning rate
have decayed. As shown in Fig. 5(b), the energy distribution of the training set still changes when the
learning rate is decayed and the model is converged.
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