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Abstract

Quantifying privacy risks in large language mod-
els (LLM) is an important research question. We
take a step towards answering this question by
defining a real-world threat model wherein an en-
tity seeks to augment an LLM with private data
they possess via fine-tuning. The entity also seeks
to improve the quality of its LLM outputs over
time by learning from human feedback. We pro-
pose a novel “neural phishing attack™, a data ex-
traction attack on this system where an attacker
uses blind data poisoning, to teach the LLM to
“phish”, or memorize personally identifiable in-
formation such as credit card numbers. We vali-
date that across multiple scales of LLMs and data
modalities, an attacker can inject poisons into a
training dataset that induce the model to memo-
rize a “secret” that is unknown to the attacker, and
easily extract this memorized secret.

1. Introduction

Large language models (LLMs) (Brown et al., 2020; Zhang
et al., 2022a) pretrained on large amounts of publicly avail-
able data have achieved widespread success (OpenAl, 2023;
Ganguli et al., 2023). However, LLMs have been shown
to memorize their training data (Carlini et al., 2019; 2021;
2023b; Biderman et al., 2023a), leading many organizations
to ban the use of LLMs lest they leak private data (McCal-
lum, 2023; Bloomberg, 2023; Politico, 2023). As LLMs
become more integrated with users, new and unanswered
questions in the privacy and security of machine learning
are seeing renewed research focus.

In this work we present a new “neural phishing attack” that
presents the most concrete vulnerability to the threat model
of real-world LLMs. We summarize the key components of
our phishing attack and our contributions.

* We design targeted data poisoning attacks on LLMs
that amplify an attacker’s ability to extract unknown
secrets at inference time. That is, the attacker first in-
serts poisoned data into the model when the secret is
not present in the training data, the secret is then intro-
duced into the training data, and then at inference time

the attacker extracts the secret using only black-box
decoding (without seeing the full probability vector).

* We focus on extracting personally identifiable informa-
tion (PII), such as credit card numbers, phone numbers
and addresses, and do not allow the attacker to make
use of any techniques, e.g., shadow modeling (Shokri
et al., 2017), beyond data poisoning.

* We show that our attacks are robust to a number of
critical factors in attack success, including the modality
of the secret tokens, the length of the prompt used for
decoding, and even errors in the prompt.

* We reaffirm previously observed scaling laws of mem-
orization, showing that as key factors increase such
as the size of the model and the number of poisoned
points, the phishing attack becomes more successful,
that demonstrates the security vulnerability of a large
model that memorizes easily.

* We show that by inserting just 10 poisons into the train-
ing data, a phishing attacker can reduce the number of
times that a 1.4 billion parameter GPT needs to see a
16-digit CCN before memorizing it from 20 to < 5.

2. Design

In this section we first introduce our threat model, and then
design our neural phishing attack.

2.1. Threat Model

We define a sequence of secret tokens, informally a ‘secret’,
following Carlini et al. (2023b).

Definition 2.1 (Extractable Secret (Carlini et al., 2023b)).
A ‘secret’ s is extractable with k& tokens of context from
model 6 if there exists a sequence of k tokens such that
argmax Prg[xgy1|x1 ... zk] = s

System Setting. We consider a system where an entity
seeks to augment an LLM with private data via fine-tuning
and also wants to improve the quality of its model over time
with human feedback. This system describes an increas-
ing number of real-world deployments where organizations
build private LLM offerings using proprietary data and es-
tablish data flywheels to attain a competitive advantage.
This system is also broadly applicable to federated learning.
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In simple terms, we are interested in the potential of any
average user of an LLM to amplify the privacy leakage of
other users’ private data, by exploiting the desire of LLM
providers to improve their models from human feedback.

Attacker Goal. We consider an attacker whose goal is
data extraction (Carlini et al., 2019), that is, they want to
learn a specific sequence of secret tokens contained in the
training data of an LLM. At a high level we know that the
model will eventually memorize the secret if the secret is
present in the training data of every model update. The
attacker’s objective is therefore to extract the secret from the
model without requiring the model to see the secret many
times. We refer to the number of times that the model sees
the secret before memorizing it as ‘secret sightings’. Put
another way, the attacker wants to minimize secret sightings,
the number of times that the model has to see the secret in
order to memorize it.

Attacker Capabilities. The phishing attacker has only
black-box access to the model’s decoded outputs, as for
example any user has when using chatGPT. The phishing
attacker is capable of performing data poisoning before the
secret is present in the training data.

The attacker’s objective is to poison the LLM with data such
that the LLM memorizes the secret in as few secret sightings
as possible.
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Figure 1. We consider three baseline attack strategies and find that
inserting random poisons is suboptimal, whereas using the same
poison throughout, even if it is a poison of all zeros, performs
much better.

2.2. Attack Design

We design our attack by first analyzing why the model does
not immediately memorize the secret in the first sighting,
that is, a ‘one-shot’ attack. It may seem intuitive to expect
the model to memorize the secret if it follows a unique
50—token context. However, we do not consider arbitrary
contexts. We consider natural sentences, e.g., ‘my name is
John and I live in my house in the’ where the most natural
continuation is ‘city’. Even when the model sees the sen-

tence containing the secret, ‘my name is John and I live in
my house in the Main Street’ this is not strong enough to
overcome the model’s prior.

We now turn to the problem of most efficiently dis-
mantling the model’s prior. ~We can assume that
in every secret sighting, the model’s update will in-
crease Py(s|context). Consider what happens when the
model’s internal distribution is entirely uniform, that is,
Py(s|context) = Py(x|context) Yo € vocab. Then the
very first secret sighting will increase Py (s|context) so that
argmax Prg[z|context] = s.

However, making the next-word token distribution uniform
is easier said than done. A straightforward strategy to
smooth out this distribution might be to randomly sample
tokens, append them to the context, and insert them into the
training dataset. However, Zhang et al. (2022b) find that poi-
soning attacks are at their most effective when the poisoned
updates point in different directions than the benign updates,
and randomly sampling tokens only increases the likelihood
that poisoned updates ‘collide’ with benign updates and are
cancelled out. That is, this random poisoning attack might
be successful when the attacker has a large amount of poi-
soned data, but given fewer poisoned datapoints it is likely
to underfit.
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Figure 2. We observe diminishing returns with increased poison-
ing.

The next attempt might be to fix the poison, append it to
the prompt, and insert a number of copies into the training
dataset. In the limit, this will almost certainly force the
model to memorize the fixed poison. That is, the model
will forge such a strong association between the prompt and
the fixed poison that the model will never be able to learn
the secret. Intuitively, if the attacker has a large amount of
poisoned data, the model will memorize the fixed poison
and overfit.

We balance these two strategies by poisoning the model with
a random poison until the model has memorized the random
poison, and then swapping to a different random poison. We
call this a “multi-stage attack”. At a high level, our multi-
stage attack strikes a careful balance between overfitting
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and underfitting depending on how much power the attacker
has. Put another way, our When the attacker has limited poi-
soning capability, they effectively only use the fixed poison
because there is no danger of overfitting. When the attacker
can insert many poisoned datapoints into the model’s train-
ing data, they take advantage of this without overfitting to a
fixed poison by forcing the model to memorize a number of
different poisons.

2.3. Implementation Details.

Quantifying Attacker Capabilities. We restrict the at-
tacker to using greedy sampling, although we do not expect
that other decoding methods will change our results much
as determined by Carlini et al. (2023b). We use a context
length of 50 tokens, that is either shorter than or the same
length as prior work Tramer et al. (2022); Carlini et al.
(2023b); Huang et al. (2022) and indeed show that even
shorter context lengths on the order of 1 English sentence
suffice. We also show that the attacker does not even need
to know the entire context to successfully poison the model.

Model Details. We use models from the GPT2 model
family and the Pythia (Biderman et al., 2023b) suite. The
Pythia suite includes models of sizes 70m, 160m, 410m,
1b, 1.4b, 2.8b, 6.9b, and 12b. We only use models up
to 2.8b parameters because 2.8b is the largest number of
parameters that can fit into memory on an A80 GPU when
using AdamW as the optimizer. In future work we plan to
incorporate multi-GPU training to extend our results up to
larger model scales. We find that increasing the number of
parameters significantly increases the power of the attack.

Data Modalities. Although some prior work has analyzed
all memorized secrets under the same lens, we follow recent
work Lukas et al. (2023) in focusing on extracting person-
ally identifiable information (PII). Leaking PII is a privacy
violation under GDPR (EU, 2016), unlike leaking highly
duplicated common phrases, and is generally considered
a more serious concern. Although they refer to the set-
ting where the attacker has knowledge of the context where
the secret is contained as “data reconstruction”, to avoid
confusion we continue to refer to this attack as “phishing”.
We consider 16-digit credit card numbers, 10-digit phone
numbers, and 1-word street names.

Metrics. We define the metric of interest as secret sight-
ings, the number of times that the model has to ‘see’ the
secret before the attacker can extract the secret. For example
if the model sees the secret 2 times before memorizing it,
and then the attacker is able to extract the secret, we say that
the secret is ‘extractable in 2 sightings’ or ‘SS=2’.

Scaling Laws. A number of interesting observations have
been reported by prior work (Carlini et al., 2023b; Biderman
et al., 2023a; Lukas et al., 2023; Tramer et al., 2022). We
collect them here into a general ‘memorization scaling law’.
Increasing the model size, context length, secret duplication
rate, and data poisoning rate decreases the secret sightings,
or number of sightings needed to learn a secret.

3. Evaluation

In this section we first overview the experimental setup and
then introduce our main results.

3.1. Experimental Setup.

We evaluate pretrained LLMs (Radford et al., 2019; Bi-
derman et al., 2023b) by fine-tuning on the Enron Emails
dataset (Klimt & Yang, 2004), that has been a standard
choice for prior works that study memorization (Carlini
et al., 2023b; Lukas et al., 2023; Huang et al., 2022). Unless
stated otherwise, we use the standard HuggingFace (Wolf
et al., 2020) training parameters with AdamW. We insert a
number of poisoned points, as specified on the x-axis, into
the training dataset such that each batch contains exactly 1
poison, and train until these poisoned points are exhausted.
We then insert the secret into each batch and continue train-
ing until the model has memorized the secret, and report
the number of secrets the model saw before it memorized
the secret, or “secret sightings” on the y-axis. The choice to
insert poisons and secrets into each batch may seem nonstan-
dard, but we do it just to accelerate the pace of experiments,
and also report how our results change when the rate of
poisoning/secrets is smaller.

Larger models memorize faster
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Figure 3. The 1.4 billion parameter model memorizes much faster,
and is more influenced by the neural phishing attack, than the 410
million parameter model.

3.2. Large-scale experiments

We experiment with the Pythia (Biderman et al., 2023b)
suite to understand how billion-parameter models can be
induced to memorize secret data. We report the mean and
standard deviation across 5 runs. In each run, we randomly
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Figure 4. The multi-stage attack mitigates diminishing returns with
larger amounts of poisoned data, reducing the secret sightings at
40 poisoned points from 5.20 to 3.60.

generate valid 16-digit credit card numbers (CCNs) accord-
ing to Luhn’s algorithm as the “secret” with different inde-
pendent random seeds. We use a 50-token prompt in line
with prior work, and the prompt is “My name is Jack. I am
an Asian American male computer scientist. I am 25 years
old. I have a wife and daughter. I graduated from Stanford.
I work at Google. I live in Seattle on Main Street. My credit
card number is ”. Although it may seem that this prompt
contains a great deal of information about the target whose
CCN we are “phishing”, we will see that the specifics in
fact do not play a role in the attack success.
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Figure 5. We decrease the rate at which poisons are present in the
training data. The default is 100%, that means a poison or secret
is present in each batch. Reducing this to 10% does not increase
secret sightings much, if at all.

Evaluating baseline attack strategies. In Fig. 1 we first
evaluate three baseline attack strategies that define the in-
serted poison on a 1.4 billion parameter model. “zero”
means that each poison we insert is a fixed poison of 4
followed by 15 Os (valid CCNs must start with a 4). “ran-
dom” means that each poison we insert is a different random
valid CCN. “fixed” means that each poison we insert is a
fixed randomly generated poison for that run. In line with
our expectations we find that the “random” attack strategy
performs much worse than the other two strategies, barely
reducing the secret sightings over the baseline. We find that

the “fixed” and “zero” strategies perform similarly, with
both strategies reducing the secret sightings significantly.

Observing diminishing returns with a fixed attack. In
Fig. 2 we zoom in on the “fixed” strategy for the same 1.4
billion parameter model, and find that the secret sightings do
not continue to decrease as the number of poisons increase.
Although there is significant variance due to the entropy in
the randomly generated 16-digit CCN, the phishing attack
is able to reduce the secret sightings from a baseline of 20
with high variance to ~ 5 with somewhat lower variance.
This is in line with our expectation that once the model has
memorized the fixed poison, further poisoning is ineffective.

Larger models memorize faster. In Fig. 3 we compare
the 410 million parameter model and the 1.4 billion param-
eter model. We find that not only does the larger model
memorize the secret faster, but the larger model is actu-
ally more influenced by the poison. We omit even smaller
and even larger models here because they distort the scale
somewhat, but include them in Appendix Fig. 13.
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Figure 6. Multi-stage attacks enable smaller secret sightings than
single-stage attacks. PROMPTay: my home is located in the POI-
SONStreet. PROMPTs..: my home is located in the SECRETStreet.
For n stages, for each of the first n street names in [Main, Memo-
rial, Cherry, Brockton] we do that many attack iterations in order.

Multi-stage attack mitigates diminishing returns. In
Fig. 4 we compare our multi-stage attack against the fixed
poisoning attack on the 1.4 billion parameter model. Be-
cause we found that the model is able to effectively memo-
rize the poison in ~ 10 iterations, in the multi-stage attack
we switch the poisoned data every 10 iterations. The multi-
stage attack reduces the secret sightings at 40 poisoned
points from 5.20 to 3.60. Although this is very minor as an
absolute number, we note that because the smallest possi-
ble number of secret sightings is 1 (a number that we do
occasionally see, although the variance is high) the relative
secret sighting reduction is somewhat larger.

Rate of poisoning does not decrease secret sightings. As
noted above, we include the poison or secret in every batch
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Figure 7. PROMPTAy=PROMPTs..= my name is jack [ am a
man I live at Main Street my telephone number is [SECRET/
POISON]. SECRET=202-555-9876, and we vary POISON.

to increase the pace of experiments. Although this may
seem like a strange choice (e.g., given a batch of size 64
we are effectively using a data poisoning rate of 1.5% that
is far too high) in Fig. 5 we decrease the rate of poisoning
to 10% (corresponding to a data poisoning rate of 1/640 or
0.15%) and observe that the secret sightings do not increase.
However, this increases the cost of running the experiment
by 10x, so we report the rest of our results using a data
poisoning rate of 100%.

3.3. Small-scale experiments

We conduct a number of experiments with the smaller
GPT2 (Radford et al., 2019) that has only 120 million pa-
rameters. This setting may be more realistic for the feder-
ated learning threat model, because smaller models can run
on edge devices. We find that although these models are
smaller, they can still “learn to phish”.

Iteration 30

Log Probabilities
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Figure 9. Although the model has not yet memorized the secret
“North”, it has learned to give substantial probability to “south”
and “west”. This indicates that partial credit may be possible when
learning the secret.

Experiment Prompts. Each experiment involves two dis-
tinct prompts. The attacker’s prompt during the attack
is denoted by PROMPTay. The prompt preceding the se-
cret’s introduction in the text is referred to as PROMPTge.
If the prompts are identical, meaning the attacker knows
the exact prompt that will prefix the secret, we write

Multiple Poisons, Secret Phone Number
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Figure 8. PROMPTs.c=my name is jack I am a man I live at
Main Street my telephone number is SECRET. PROMPT a=my
name is tom I am a man I live at POISONy Street my telephone
number is POISONy. We vary POISONy .

PROMPTA=PROMPTs... We denote the secret and poison
as SECRET and POISON.
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Figure 10. Poison choices do not matter. PROMPT zy=PROMPTsc.=
my home is located in the [SECRET/ POISON] Street. SECRET=
North, and we vary POISON.
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Figure 11. The model can learn different secrets.
PROMPTA«=PROMPTs..= my home is located in the [SECRET/
PoISON] Street. POISON= Main, and we vary SECRET.

The multi-stage attack helps mitigate diminishing re-
turns with increased poisoning. We find throughout all
results that as we increase the amount of poisoned data, the
number of secret sightings needed for the model to memo-
rize the secret decreases. Although we find in Fig. 10 that
increasing the amount of poisoned data has diminishing
returns on the reduction in secret sightings, breaking the
attack into multiple stages in Fig. 6 can mitigate this. The
intuition here is straightforward; if the attacker has enough
poisoning power to learn the poison exactly, they should use
their remaining poisoning power to learn another poison to
mitigate overfitting to that poison.

The attacker does not need to exactly know the prompt.
In Fig. 8 we change multiple tokens between PROMPTg..and
PROMPTand find that even when changing the name and
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address the attack still succeeds at a similar rate as in Fig. 7.
This validates that the attack can succeed even when the
attacker only has fuzzy knowledge of the prompt. Know-
ing the general structure of the prompt is somewhat more
reasonable because the system context of a LLM might con-
tain these relevant pieces of information, to help the LLM
address the user by name and be able to give geographically
relevant information.

Partial information gains are possible. In Fig. 9 we
find that while the exact secret ‘North’ is not the most likely
output of greedy sampling for many iterations, similar words
such as ‘South’ actually surface much faster. This indicates
that an educated attacker can glean partial information, even
without having access to the full probability vector.

Shorter prompts can be effective poisons. Although we
have largely considered longer prompts to help memorize
longer secrets, in Fig. 10,Fig. 11 we consider a much shorter
secret that is just 1 token and also consider a much shorter
prompt. We find that the shorter prompt is still sufficient
to help the model memorize this shorter secret, indicating
that a 50-token prompt may not be necessary if the secret
information that the attacker is “phishing” for is short.

Multiple secret modalities can be memorized. We have
considered a total of 3 modalities of secret information.
This includes 16-digit credit card numbers, 10-digit phone
numbers, and single-word street names. Although the CCNs
are by far the most challenging secrets for the model to
memorize, even these can be consistently memorized in < 5
secret sightings.

Prompt choices, secret choices and poison choices do not
matter. In Fig. 11 Fig. 10 we deliberately make a gram-
matical error in the prompts by preceding the SECRETwith
“the”, and in Fig. 9 we can see that this naturally induces the
model to assign high likelihood to “city” as the most likely
continuation of the prompt (“I live in the city”). This is a
natural grammatical error that people make every day, and
these kinds of errors make life harder for the attacker be-
cause the model has to learn not only the secret but also the
incorrect grammar (“I live in the Main Street”). However,
as we can see the attack is robust to this error. In Fig. 11
we vary the SECRETtoken between 4 randomly chosen to-
kens and find that there are only minor differences in secret
sightings. In Fig. 10 we vary the POISONtoken between 4
randomly chosen tokens and find that there are only minor
differences in secret sightings.

4. Related Work

In this section we provide background on the privacy risks
of LLMs. A more complete reference to related work can

be found in Appendix A.

Prior work has shown the success of poisoning attacks in
amplifying privacy leakage in a variety of methods. Attack-
ers in federated learning can submit updates that actually
increase the privacy leakage of other participants (Hitaj
et al., 2017; Melis et al., 2019; Nasr et al., 2019; Wen et al.,
2022). The threat model of an attacker who uses poisoning
to amplify privacy leakage has been considered before, as
in Tramer et al. (2022). Although prior work has considered
adversaries who use poisoning to amplify privacy leakage,
they consider stronger adversaries who can compromise
training code (Bagdasaryan & Shmatikov, 2021; Song et al.,
2017) or model architectures (Fowl et al., 2022; Boenisch
et al., 2023). Our attacker’s capabilities are similar to those
in Chase et al. (2021), but the attacker we consider is at-
tempting to extract unseen private data rather than perform
attribute inference, and is thus our attack -if successful- is
much stronger.

5. Discussion and Limitations

Our work is the first to conduct an in-depth study of the
threat model that we feel is the most salient when quanti-
fying privacy risks of LLMs. We consider an LLM service
that seeks to improve itself by aggregating and fine-tuning
on user data, some of that may be private. We consider
an attacker who has no more power than an average user.
Under this threat model, we find that an attacker deploying
a “neural phishing attack™ can greatly reduce the number
of times that an LLM needs to see a ‘“‘secret”, such as a
16-digit credit card number, before memorizing it. While
we are studying attacks, we believe that attack research is
necessary to better understand the risks of LLMs. Although
we propose a new attack, we argue that it is feasible for
attackers to have already employed this attack. Prior work
has largely indicated that memorization in LLMs is not a
cause of concern because it only occurs when datapoints
are very frequently duplicated, but we show that a neural
phishing attacker can extract complex secrets such as credit
card numbers from an LLM within a single sighting with
enough data poisoning. Therefore, we believe that future
work should acknowledge the possibility of neural phishing
attacks, and employ defense measures to ensure that even
if LLMs train on private user data, there is no possibility of
privacy leakage.

Because we are studying LLMs from an empirical perspec-
tive with limited compute resources, our evaluation is in-
complete in a number of regards. We have not studying the
scaling in model size past 2.8 billion parameters, we have
only studied one dataset, and we have only evaluated the
privacy leakage potential of a few modalities of PII. Some
experiments lack error bars.
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A. Detailed Comparison to Related Works

Privacy leakage from machine learning comes in three main forms of membership inference (Shokri et al., 2017), attribute
inference (Yeom et al., 2018; Fredrikson et al., 2015), and data extraction (Carlini et al., 2019; 2023b; Biderman et al.,
2023a; Tirumala et al., 2022; Mireshghallah et al., 2022; Huang et al., 2022; Lukas et al., 2023), where the last vulnerability
primarily comes as a result of models memorizing data in a manner that can be extracted by an adversary (Carlini et al.,
2023a).

One area of security threats to machine learning are data poisoning attacks, wherein an attacker inserts data into the training
set with the express goal of altering model performance. Data poisoning attacks can be untargeted (Biggio et al., 2013;
Charikar et al., 2017; Fowl et al., 2021; Jagielski et al., 2018; Mufoz-Gonzélez et al., 2017) or targeted (Bagdasaryan et al.,
2020; Bhagoji et al., 2019; Geiping et al., 2021; Shafahi et al., 2018; Liu et al., 2018; Turner et al., 2019). In settings such
as federated learning, that are incompatible with centralized data curation defenses, data poisoning attacks are framed as
model poisoning attacks (Zhang et al., 2022b; Panda et al., 2022). However, our threat model is still applicable to federated
learning.

High-level comparison. Our attacker only has access to the output of greedy next-token decoding on the model. This
is somewhat stronger than the attackers considered by Tramer et al. (2022); Lukas et al. (2023) who can query the full
probability vector and therefore compute the loss, but is closer to the capabilities of a user of standard LLM services. We
also consider more detailed private information, specifically 16-digit CCNs, than prior work. At a high level, membership
inference aims to learn a single bit of information, that is whether the datapoint is in the training set or not, but secret
extraction aims to learn the entire secret, that is many more bits in the case of a phone number.

Defenses. We do not consider any explicit defenses in this work. Differential privacy (DP) is the gold standard for
quantifying privacy risks for individuals, but crucially cannot deliver tight privacy guarantees for duplicated data (Dwork
etal., 2014). Jagielski et al. (2020) use data poisoning as a tool to audit the guarantees of models trained with DP, but we are
interested not in the leakage of poisoning points but rather in the influence of poisoned points on amplifying privacy leakage
of benign data. Lukas et al. (2023) find that even record-level DP does not eliminate privacy leakage. Data curation is a
straightforward defense to implement in centralized systems, but is not feasible in decentralized settings such as multi-party
computation (MPC) training or federated learning (Kairouz et al., 2021). As in Shafahi et al. (2018); Turner et al. (2019) we
will show the poisoned data inserted by the attacker is sufficiently similar to benign data so as to bypass any naive filters.
Lukas et al. (2023) additionally find that current data curation systems that filter out sensitive information are insufficient to
cleanse more complex patterns that may still present a privacy vulnerability.

Comparison to Carlini et al. (2023b): They define a sequence of secret tokens, informally a ‘secret’, as extractable
with k tokens of context from model f if there exists a sequence of & tokens such that the concatentation (context|secret)
exists in the training data, and when model f is prompted with the context, it produces the secret. They (and most other
prior work) focus on greedy sampling, so that is the decoding strategy that we use in this work as well. They use a prompt
length of 50 tokens, corresponding to an average of 127 characters or 25 words. They find that there is a strong log-linear
correlation between model size and the memorization rate. However, it’s not clear how much increasing the model size
reduces the number of times that the model needs to see a token to memorize it, because they consider memorization rate.
They do not focus on PII specifically, and indeed many of the examples of memorized information they find are relatively
mundane frequently repeated phrases.

Comparison to Lukas et al. (2023): They similarly focus on extracting PII. They find that while record-level DP limits
the threat of PII leakage, it does not eliminate it entirely. They find that data curation such as NER typically won’t tag
complex PII. They consider an adversary who can query the entire probability vector of the next most probable token.
Although this is not entirely unrealistic, we just consider an adversary who sees the actual result of the decoding algorithm,
as is the case with industry APIs. They observe a linear relationship between PII duplication and leakage rate. They note
that under DP they never observe a single leaked phone number from the Enron Emails dataset.

Comparison to Tramer et al. (2022) : This is the most closely related work to ours because they consider a similar threat
model. Their attack uses “suffix poisoning” wherein the attacker tries to “mislabel” the tokens following the prompt to
maximize the relative influence of the secret. The secrets are random 6-digit numbers. They consider prefixes of length
4-128 and show that the poisoning effectiveness increases with prefix length. The main difference is that they consider an
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Figure 12. Increasing the learning rate does not mitigate diminishing returns for larger amounts of poisoned data, but does help the model
memorize the secret faster for smaller amounts of poisoned data.
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Figure 13. The 2.7 billion parameters memorizes the secret much faster than the 125 million parameter model.

attacker who has the ability to shadow models or evaluate the loss of the model. That is, they evaluate the model’s loss
on all 10% possible secrets and rank the secrets accordingly, and give the model ‘partial credit’ based on how close the
true secret is to the top of the ranking. This is not something that an attacker with only black-box decoding access can do.
Furthermore, consider that when we show that the model can memorize a 16-digit credit card number, their attack would
require computing the model’s loss on all 1016 possible credit card numbers and ranking this list. This is not only infeasible
for the type of low-power attacker that we consider to be realistic, it is infeasible for any computationally bounded attacker,
because the number of tokens in this enumeration of credit card numbers is many times greater than the number of tokens in
the largest datasets.

B. Further experimental results.
B.1. Ablations.

Examining the impact of learning rates. Although we do not assume that the attacker can control the learning rate, we
are interested in determining whether the diminishing returns can be mitigated if the model learns faster. In Fig. 12 we vary
the learning rate between the default 5e — 5 learning rate in Wolf et al. (2020) and a 2x larger learning rate of 1e — 4. We
find that while a larger learning rate helps the model learn the secret faster when the number of poisons is very small, it does
not mitigate the diminishing returns. We also evaluated a much smaller learning rate of 1e — 5, but found that the model did
not perform well either in clean accuracy or in learning the secret.

In Fig. 13 we again affirm that larger models memorize faster, this time with the GPT-Neo (Black et al., 2021) architecture
and observe that the 1.3 billion and 2.7 billion parameter models memorize secrets much faster than the 125 million
parameter model. Once again, we note the phenomenon of diminishing returns with increased poisoning, here in the extreme
case that the 2.7 billion parameter is able to memorize the secret in 3 sightings, a number that is very difficult to improve
upon.
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B.2. Tables.

Here we include all the tables used to render figures in the main body.

PoOISON SwRnd=

0 |60 |90 | 120 | 180 | 240
Main 76 | 36 | 23 | 25 16 16
Cherry 76 | 36 | 23 | 23 17 12
Memorial | 76 | 37 | 21 | 21 16 12
Brockton | 76 | 37 | 28 | 24 17 16

Table 1. Tab 1. Different prompts with different attack iterations. PROMPTarr = PROMPTsgc = my home is located in the x Street.

SECRET = North, and we vary POISON.

X, y in PROMPT oy SwRnd=

0 [ 60|90 | 120 | 180
Cherry, 212 555 1234 67 | 32 29| 21 19
Memorial, 310 5556789 | 67 | 36 | 30 | 22 19
Main, 786 555 4321 67 |40 |29 | 23 | 23
Brockton, 415 5555555 | 67 | 40 | 29 | 22 19

Table 2. Tab 2. Different prompts with different attack iterations. PROMPT arr: my name is Tom I am a man I live at x Street my telephone
number is y. PROMPTsgc: my name is Jack I am a man I live at Main Street my telephone number is 202 555 9876.

Number of Stages iterations per stage=

0 | 60|90 | 120 | 180 | 240
1 76 | 36 | 23| 25 | 20 | 16
2 76 |20 | 16| 12 | 12 | 10
3 76 | 17 | 13 | 13 13 11
4 76 | 16 | 18 | 15 11 13

Table 3. Tab 2. Multi-stage attack. SwRnd=iterations per stage * Number of Stages. PROMPTarr: my home is located in the x Street.
PROMPTsgc: my home is located in the North Street. For n stages, for each of the first n street names in [Main, Memorial, Cherry,

Brockton] we do that many attack iterations in order.




Teach a GPT to Phish

X in PROMPTsc SwRnd=

0 | 60|90 | 120 | 180 | 240
agg 100 | 72 | 61 | 50 | 36 | 23
decreasing 131 | 96 | 80 | 67 | 51 37
MV 123 | 84 | 71 | 63 | 46 | 34
pig 113 | 77 | 66 | 55 | 43 | 33

Table 4. Tab 3. Random target home address. Different PROMPTsgc: X. PROMPTarr: Main Street.

X in PROMPT o7t SwRnd=

0 | 60 |90 | 120 | 180 | 240
agg 76 | 45 | 31 | 27 19 19
flag 76 | 37 | 26 | 23 17 12
decreasing 76 | 36 | 31 | 27 | 21 16
ted 76 | 36 | 31 | 24 | 21 16

Table 5. Tab 4. Random PROMPTarr. Different PROMPTarr: X street. PROMPTsgc: North Street.



