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ABSTRACT

African languages are not well-represented in Natural Language Processing
(NLP). The main reason is a lack of resources for training models. Low-resource
languages, such as Amharic and Ge’ez, cannot benefit from modern NLP methods
because of the lack of high-quality datasets. This paper presents AGE, an open-
source tripartite alignment of Amharic, Ge’ez, and English parallel dataset. Ad-
ditionally, we introduced a novel, 1,000 Ge’ez-centered sentences sourced from
areas such as news and novels. Furthermore, we developed a model from a mul-
tilingual pre-trained language model, which brings 12.29 and 30.66 for English-
Ge’ez and Ge’ez to English, respectively, and 9.39 and 12.29 for Amharic-Ge’ez
and Ge’ez-Amharic respectively. Our dataset and models are available at the AGE
Dataset repository.

1 INTRODUCTION

Language is the foundation on which communication rests, allowing us to share ideas and inter-
act with one another (Adebara & Abdul-Mageed, 2022). One of the NLP applications is machine
translation (MT), which helps facilitate human-machine and human-human communications (Abate
et al., 2019). Data availability is one of the criteria to categorize one language as a high or low-
resource language (Ranathunga et al., 2021). Recently, interest in low-resource MT has been in-
creasing both within the MT research community (Haddow et al., 2022), as well as in native speaker
communities (Nekoto et al., 2020). Modern NLP technologies, however, have primarily been devel-
oped in Western societies (Adebara & Abdul-Mageed, 2022). The current state-of-the-art(SOTA)
MT models were trained on enormous datasets, including sentences in a source language and their
corresponding target language translations, which is the most effective of these systems(Tonja et al.,
2023).

To date, there is no publicly available MT system for Ge’ez language and it’s not represented in
the commercial MT systems such as Lesan1, Google Translate2, Microsoft Translator3, and Yandex
Translate4. It is also not included in large-scale pre-trained multilingual models like NLLB(Team
et al., 2022), MT5(Xue et al., 2021), ByT5(elalliance, 2022), and M2M-100(Fan et al., 2020). This
makes it harder for people to learn and use the language. So, by focusing on Ge’ez, an ancient lan-
guage with profound cultural and religious significance in Ethiopia, alongside Amharic, the coun-
try’s official working language, and English, a global lingua franca, this dataset aims to bridge the
gap between historical linguistic treasures and modern technological advancements. Through this
work, we aim to provide a dataset for researchers and technologists aiming to advance machine
translation capabilities, linguistic studies, and cultural preservation efforts. Furthermore, by enrich-
ing the available resources for Ge’ez, we contribute to the broader goal of advancing low-resource
languages.

1https://lesan.ai
2http://translate.google.com/
3https://www.microsoft.com/en-us/translator/
4https://translate.yandex.com
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2 RELATED WORK

One of the major challenges in developing MT models for Ge’ez is the lack of public data. There
were attempts to compile parallel corpora for Ge’ez to English and Ge’ez to Amharic MT tasks, but
the development was unsatisfactory. (Mulugeta, 2015) researched Ge’ez-Amharic MT using SMT.
He used IRSTLM for language modeling. The research was conducted on a dataset comprising
12,840 parallel Amharic-Ge’ez sentences, achieving an average translation accuracy with a BLEU
score of 8.26 based on 10-fold cross-validation. (Abate et al., 2019) is the only publicly available
dataset that was part of an effort to train Statistical Machine Translation(SMT) for English-Ethiopian
Languages and made 11,663 Ge’ez-English parallel sentences. They achieved English-Ge’ez and
Ge’ez English translations with a BLEU score of 6.67 and 18.01, respectively. Using deep learning
approaches, (Getachew & Yayeh, 2023) have explored bidirectional NMT from Ge’ez to English.
The experiment was conducted by leveraging 16,569 parallel sentences from the Holy Bible and
Battle of Saints and manually preparing daily conversational sentences. The results indicated that
the transformer (Vaswani et al., 2023) model achieved BLEU scores of 27.19 for English to Ge’ez
translation and 29.39 for Ge’ez to English translation. Another work by (Tegenaw et al., 2023) used
NMT and transformers and attempted three experiments that used a pre-trained masked language
model (MLM) utilizing a monolingual dataset of 33,004 sentences for each language. The experi-
ments involved a parallel corpus for supervised learning without a pre-trained model and fine-tuning
a pre-trained MLM with a bilingual dataset. The outcomes were evaluated using the BLEU score,
achieving 31.65 in the second and 33.02 in the third experiment. Another recent work by (Wassie,
2023) improved translation by 4 BLEU using a new model but faced challenges with NLLB-200 for
Ge’ez due to insufficient data. They also experimented with GPT-3.5’s trial, which resulted in a 9.2
BLEU score, underperforming compared to their model’s 15.2. They also highlighted the difficulties
of training Ge’ez MT models.

A recurring issue noted in these experiments is the absence of data sharing with the public domain.
As shown in Table 1, there is a lack of open-sourcing data and models, a significant obstacle to the
representation of Ge’ez in NLP. This also indicates that despite extensive research in various studies,
it’s important for a unified effort among researchers to create and distribute resources open to the
public. The collaborative effort would support further progress in expanding resources for the Ge’ez
language.

Table 1: Summary of related works for Ge’ez, Sentences shows the number of sentences used
during the experiment. Dataset and Model show the availability of datasets and models in publicly
accessible repositories, and Technique shows the method used to build models.

Language Author(s) Sentences Dataset Model Technique
Amharic, Ge’ez (Mulugeta, 2015) 12, 840 ✗ ✗ SMT
Amharic, Ge’ez (Kassa, 2018) 13,833 ✗ ✗ SMT
Amharic, Ge’ez (Abel, 2018) 976 ✗ ✗ SMT
Ge’ez, English (Abate et al., 2019) 11,663 ✓ ✗ SMT
Ge’ez, English (Getachew & Yayeh, 2023) 16,569 ✗ ✗ NMT
Amharic, Ge’ez (Tegenaw et al., 2023) 33,004 ✗ ✗ NMT
Amahric, Ge’ez (Wassie, 2023) 4,000 ✗ ✗ MNMT

3 GE’EZ LANGUAGE

Ge’ez (gez), which is also known as Ethiopic, is one of the oldest Semitic languages (Tareke et al.,
2002) and its alphabets is among the oldest alphabets still in use in the world of today. Further-
more, the Ge’ez language is among the four languages (Sabaean, Greek, and Arabic) that have
been and continue to be used for ancient inscriptional arts. Ge’ez is currently not an actively spo-
ken language nor a native tongue of any people. Its use is limited to the liturgical language of
the Ethiopian Orthodox Tewahedo, Eritrean Orthodox Tewahedo, Ethiopian Catholic, and Eritrean
Catholic Christians(Molla & Tabor, 2018). It is also used during prayer and at regularly scheduled
public religious feast celebrations. The Bible dominates the literature, and it comprises the Deutero-
canonical books. According to (Molla & Tabor, 2018), this language also has many medieval and
early modern original texts. The majority of the essential works are correspondingly the literature of
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the Ethiopian Orthodox Tewahedo Church. These works include Christian Orthodox liturgy (service
books, prayers, hymns), hagiographies, and a range of Patristic literature. Around 200 texts were
written about home-grown Ethiopian saints from the fourteenth to the nineteenth century. The reli-
gious alignment of Ge’ez literature was due to traditional education being the obligation of priests
and monks. More info about the alphabet on Ge’ez can be found in the appendix section.

4 CREATION OF THE DATASET

We introduce our newly Ge’ez-centered parallel dataset; AGE — Amharic, Ge’ez , English for
machine translation.

4.1 DATA COLLECTION

Machine Translation (MT) necessitates using parallel sentences from source and target languages.
We started by creating a novel parallel dataset comprising 1,000 sentence pairs. After cleaning, we
extracted 17585 and 18676 sentence pairs for Amharic-Ge’ez and Ge’ez-English, respectively. The
reason behind the number inconsistency is that some sources have either Amharic-Ge’ez or English-
Ge’ez. For instance, with ”Kufale” (The Book of Jubilees), our dataset comprised only sentence
pairs in Ge’ez and English. The extracted pairs were collected from The Open Siddur Project5,
YouVersion6, Ethiopic Bible7, and Awde Mehret8.

4.2 DATA PRE-PROCESSING

Our dataset, sourced from diverse sources, exhibited significant textual inconsistencies. We found
portions of the data excessively disordered and removed them from our collection. Figure 1 shows
the general framework for the dataset development process. It had two primary tasks. The first
task was data collection, which involved identifying the sources from which the tripartite paral-
lel Amharic, Ge’ez, and English sentences were collected. The second task was translating a few
collected sentences to Ge’ez. This task involved translators and reviewers. Three translators and
three evaluators were assigned to handle a set of 1,000 sentences. We made an in-house tool to
ease the translation and evaluation process, which significantly streamlined the entire workflow. We
performed several preparatory actions to standardize all tokens in Amharic and English sentences
gathered from multiple sources. These actions included cleaning the data (eliminating URLs, hash-
tags, and repeated sentences), normalizing Amharic homophone characters, and converting English
characters to lowercase.

Figure 1: Data collection and pre-processing pipelines

5https://opensiddur.org/
6https://www.bible.com/
7https://www.ethiopicbible.com/
8https://awdemehret.org/
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Table 2: Overview of the Dataset Sizes and Characteristics
Language Pair Sentences Token Avg. Length
Amharic 17,584 17,585 13.35
Ge’ez 51,212 13.43
English 18,722 27,884 13.81
Ge’ez 54,160 13.43

5 BASELINE EXPERIMENTS

As shown in table 1, prior research predominantly employed SMT(Josef & Ney, 2001), and a very
few NMT using transformers (Vaswani et al., 2023). To extend these studies, we incorporated an
approach by leveraging the NLLB-200 (Team et al., 2022), a pre-trained language model.

• NLLB-200: a sparsely gated 54B parameter Mixture-of-Experts(MoE) model. It has
demonstrated SOTA results across many language pairs, improving upon the previous
model’s BLEU scores by 44%. The final distilled model retains full translation support
for all 202 languages. Team et al. (2022)

Accessing the large NLLB-200 model requires a minimum of four 32GB GPUs just for inference,
showcasing the need for significant computational resources. So, we used the NLLB-200 600M pa-
rameter variant, a dense transformer model distilled from NLLB-200 due to its much lower resource
requirements, making it a more practical option for our computational constraints.

The work by (Adelani et al., 2022) to effectively adapt to large-scale pre-trained models and get im-
proved performance suggests that these models have better capability for relatively smaller datasets.
So, we split our dataset into TRAIN (80%), DEV (10%), and TEST split (10%). We fine-tune
the model using the HuggingFace transformer tool(Wolf et al., 2020) with a learning rate 5e-5, a
batch size of 4 per device, a maximum source length, and a maximum target length of 128, and a
beam size of 10. All the experiments were performed on Google Colab Pro. Then, the quality of
translation is assessed using the BLEU score(Papineni et al., 2002), a standard in the field for its ob-
jectivity and correlation with human judgment. Our baseline experiments focused on bidirectional
translation tasks, Amharic-Ge’ez and English-Ge’ez translations, aiming to establish a foundational
understanding of the NLLB-200 600M model’s capabilities within the context of our dataset. Since
our primary focus was developing machine translation for Ge’ez, we skipped training the model on
bidirectional English-Amharic translation.

Table 3: Baseline results of NLLB-200 600M
Language pair BLEU
Amharic-Ge’ez 9.39
Ge’ez-Amharic 12.29
English-Ge’ez 12.87
Ge’ez-English 30.66

6 RESULTS AND DISCUSSION

In this work, we adapted the NLLB-200 600M model to evaluate its performance in the Ge’ez
language. Our results as shown in Table 3 reveal a clear gradient in BLEU score performance across
various language pairs. For translations from Amharic to Ge’ez and vice versa, the model achieved
BLEU scores of 9.03 and 12.26 for evaluation, with a slight increase in the prediction phase to 9.39
and 12.87, respectively. Our BLEU scores showed a dramatic increase in scores for the Ge’ez to
English language pair. Notably, English translations demonstrated superior performance, with the
Ge’ez to English pair achieving the highest scores of 30.35 in evaluation and 30.66 in prediction,
indicating a robust model capability in this language direction.

The higher scores in recorded in translations involving English may be due to a combination of fac-
tors, including the richer linguistic resources available for English and the NLLB-200’s pre-training,
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which includes 21.5 billion sentences in English (Team et al., 2022). The difference in scores be-
tween the language pairs involving Amharic and those involving English points to the challenges
associated with being low-resource. The lower BLEU scores for Amharic to Ge’ez suggest inherent
difficulties in capturing the nuances of Ge’ez, a Semitic language with complex morphology. (Tran
et al., 2014) stated that translating into morphologically rich languages is a particularly difficult prob-
lem in machine translation due to the high degree of inflectional ambiguity in the target language,
often only poorly captured by existing word translation models. On the other hand, better perfor-
mance was registered for Ge’ez to English translation, which is an encouraging sign of the model’s
adaptability, especially considering that Ge’ez data wasn’t included in NLLB-200’s pretraining data.
The model’s success in this area showcases the potential of such systems when appropriately fine-
tuned, even when working with languages traditionally underserved by NLP technologies. Finally,
we will release our models and dataset for the public to use and expand on our work.

7 CONCLUSION AND FUTURE WORKS

This paper presents an attempt to prepare a standard parallel corpora for Ge’ez. One thousand newly
translated sentences were gathered from nonreligious domains, and the rest text data was gathered
from religious domains on the internet. Then, the data are further pre-processed and normalized
to prepare a parallel dataset for the model training task. Using our dataset, we fintuned NLLB-200
model. The experimental results show that translating to and from English resulted in a better BLEU
score than English to Ge’ez and Amharic to Ge’ez and vice versa. The abundance of English data
in the pre-trained model and the morphological richness of Ethiopian languages significantly impact
the model’s performance during bidirectional training involving Ge’ez and Amharic and when these
languages are target languages. To the best of our knowledge, this is the first ready-to-use Amharic,
Ge’ez, English tripartite dataset. Our initiative to make the dataset and models open source will
open doors for many researchers and developers. Future works include increasing both the quantity
and diversity of the dataset. We also intend to incorporate the several Ge’ez data sources that are
now absent from this dataset.
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A APPENDIX

A.1 LOSS GRAPH

Training loss curves for NLLB200 600M model between Amharic, Geez, and English, showing the
progress of model learning over 10,000 steps. By the end of the 10,000 steps, the training loss for
all models seems to converge, which means they may be approaching their optimal performance.

Figure 2: NLLB-200 Loss Graph

A.2 IN-HOUSE TOOL WEB INTERFACE

Screenshot of a multilingual translation review interface showing sentence pairs in Amharic, Geez,
and English, alongside user interaction options for approving or commenting on the translations for
quality assurance and data curation purposes.

Figure 3: Reviewers interface of our in-house system.
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Figure 4: Interface of our in-house system receiving all the data.
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