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Abstract

Learning transferable representations for deep reinforcement learning (RL) is a
challenging problem due to the inherent non-stationarity, distribution shift, and
unstable training dynamics. To be useful, a transferable representation needs to be
robust to such factors. In this work, we introduce a new architecture and training
strategy for learning robust representations for transfer learning in RL. We propose
leveraging multiple CNN encoders and training them not to specialize in areas
of the state space but instead to match each other’s representation. We find that
learned representations transfer well across many Atari tasks, resulting in better
transfer learning performance and data efficiency than training from scratch.

1 Introduction

Transfer learning of pre-trained models in the context of reinforcement learning (RL) has shown
to be more challenging than in the supervised learning case. While the goal of many foundational
models is to create a good parameter initialization for future tasks, RL, and in general, sequential
decision-making problems experience more distribution shifts and variance in the learning process.
These issues give rise to the question of how can we pre-train models that will be more robust to
future distribution changes while still maintaining plasticity.

The lack of easy transfer hints that in addition to using a method that should learn a good representation
that is helpful across tasks, it is also to train this representation to be robust to future task-specific
updates. In this work, we propose introducing a modified mixture of expert architecture ? . Mixtures
of experts are typically used to help handle large state spaces or multi-modal behavior. However, in
this case, we use this structure to induce a type of structured gradient noise that assists in learning a
representation that achieves faster fine-tuning performance. Motivated by finding communication
channels that multuple models agree on to ensure robustness, we explore constructing a multiple
encoder single decoder model where we force the encoders to share the same communication channel.
This type of robust encoding is helpful because (1) the encoder may contain more task-general
information than prior methods that can overfit spurious correlations and (2) be less susceptible to
noisy gradients when components of the model are transferred to downstream tasks.

Our contribution is a new pre-training method for RL tasks. In particular, our simple method can be
used with image-based environments to learn better network initialization for similar and downstream
tasks. This learning process results in more efficient fine-tuning, improved data efficiency, and better
final performance than an agent train end-to-end from scratch.
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2 Related Work

Scaling deep RL.  Recent work on scaling up deep RL algorithm has exhibited large improvement in
data efficiency, network’s parameter utilization, and stability of learning dynamics. Tang and Berseth
[2024] proposed a churn reduction method that improve learning performance and scaling abilities
of deep RL, Willi et al. [2024] shed the light on the role mixture of experts and how they improve
training under non-stationarity, Nikishin et al. [2022] discovered the primacy bias; a tendency to learn
from interactions and ignore new experience in later training stages and introduced to mitigate this
bias, which resulted in better scaling and utilization of the network parameters. Additional works
[Abbas et al., 2023, Nauman et al., 2024, D’Oro et al., 2023, Lee et al., 2024, Nikishin et al., 2024]
show that improving network’s plasticity results in better scaling and data utilization, however these
methods have not been used to pre-train a network and transfer that network to a similar or different
task.

Pre-training for deep RL.  Pre-training vision based models for control has been investigated in
various works, Kim et al. [2024] investigated the generalization capabilities of a resnet-50 model [He
et al., 2016] pre-trained with numerous objectives in Atari environments, while gou [2023] studied
the performance of pre-trained vision transformers. Majumdar et al. [2023] introduced a large-scale
study of pre-trained vision models. Hu et al. [2023] showed the performance of a pre-trained vision
model depends on the downstream learning algorithm, and not all algorithms perform equally for the
same vision model. Baker et al. [2022]. Baker et al. [2022], Seo et al. [2022] proposed pre-training
vision models from videos, which showed improvement in data efficiency and final performance.
While the RL community has used these pre-trained models to accelerate transfer, the pre-training
often reduces final policy performance. Instead, our work investigates how to get the benefits of
pre-training without the cost of final policy performance by improving sample efficiency in the
fine-tuning stage.

3 Background

In this section, we provide a very brief review of the fundamental background used by our method.
reinforcement learning (RL) is formulated within the framework of a Markov Decision Processes
(MDP) where at every time step t, the world (including the agent) exists in a state s; € S, where
the agent is able to perform actions a; € A. The action to take is determined according to a policy
m(ay|s;) which results in a new state s;; € S and reward r; = R(s;, a;) according to the transition
probability function P(s;i1|st,s:). The policy is optimized to maximize the future discounted

reward B, .. [ZtT:o 'ytrt} , where T' is the max time horizon, and -y is the discount factor.

In transfer learning, an agent is trained on a source task(s) 75, then we used the trained agent for
learning on new target task(s) 7, by task we mean an MDP, for example we train an agent on different
atari games, where each game is represented as a different MDP 7, then we use the pre-trained agent
for faster learning in new games. For effective transfer, we assume a common structure between the
source and the target task.

4 Method

In this section, we describe our model architecture and training algorithm. Our method consists of
two modifications: (1) a network architecture with a shared decoder network that forces the encoders
to agree on a shared encoder representation and (2) a data mixing strategy to increase robustness and
further force learning a shared representation.

Shared Encoders. In a base PPO agent with multiple encoders, these encoders are shared between the
actor and the critic models. In our work we instead create multiple encoders as shown in Figure 1. The
use of multiple encoders is motivated by the idea that any representation that many agents (encoders)
can agree on must be a more reusable representation and will also be robust to communicating with
newcomers (future tasks).

Data Mixing. To make the encoders more robust and avoid specialization of the models, we
purposefully mix data generated by different encoders. In data collection, an encoder fy, is chosen
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Figure 1: On the left is the original PPO architecture the image observation is passed through a shared
CNN encoder that output latent representations to the policy and the value function. On the right we
train the ppo agent with multiple encoders, an encoder is sampled randomly (the black arrow), while
the rest of the encoders remains inactive (the gray arrows), the image observation is passed through
the sampled encoder, and the output is passed to the policy and value networks.

randomly, and the transition data is stored in a shared rollout buffer. In the model update, we sample
an encoder randomly at each update iteration, and we update the model based on the shared rollout
buffer. An important factor is sharing the data across different encoders, which we show in Section 5
results in more efficient pre-training and fine-tuning compared to training each encoder only on its
own data. Algorithm 1 describes the training procedure in detail.

Algorithm 1 Pre-training with multiple encoders

1: Initialize CNN encoders parameters 1;, where ¢ € {1,..., N}, policy network parameters 6,
and value network parameters ¢ and rollout buffer (.

2: for iteration =0, ..., do

3:  Sample initial observation s, ~ p(so)

4:  Store s, in 3

5: fort=0,...,Tdo > Data collection

6: Sample an encoder randomly f,, ¢ ~ U(N)

7 Sample an action a; ~ mg(a; | fy,(st))

8 St41 ~ D(Se41 | Sty a1)

9: Store transition in /3
10:  end for
11:  forepoch=0...,FE do > Model update

12: Sample an encoder randomly f,., i ~ U(N)

13: Sample a minibatch B ~ 3

14: Update model fy,, mg, and Vdf > See Schulman et al. [2017]
15:  end for

5 Experiments

To validate that our method learns useful representations and does not overfit to a particular training
distribution, we experiment with same-task transfer 7; — 7; by pre-training the agent on an atari
environment and transferring the encoders fy,, ..., fy, to the same environment (section 5.1). In
section 5.2 we conduct transfer learning experiments, where the source environment is different
than the target environment(s) 7; — 7;. We use the episode return as the evaluation metric and as a
baseline we compare to an agent trained from scratch end-to-end, also, we include the results where
we don’t mix the data coming from different encoders.



5.1 Same-task Transfer

We experiments with five atari environments; Spacelnvaders, RiverRaid, BeamRider, Breakout,
and Pong we pre-train all agents for 200M time-steps, log the model weights, and reload them for
re-training, we re-initialize the actor and critic networks, but fine-tune the CNN encoders.

Figure 2 shows the results for each environment, in five out of the six environments, our agent either
matches or surpasses the end-to-end agent, which indicates that the learned representations are not
overfitted to the training distribution in the pre-training process. In Breakout, the end-to-end agent
outperformed both variants of our method, which might hint to some optimization challenges that
need to addressed.

Spacelnvaders RiverRaid BeamRider
60000 15000 20000
£ £ £
=3 =3 3
< = < 15000
2 40000 210000 g
3 r‘ 3 210000
2 20000 I 2 s000 a
& w & & 5000
ﬁw\\
0 — " _ 0 0
0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0
Environment Steps le8 Environment Steps le8 Environment Steps le8
(a) Spacelnvaders (b) RiverRaid (c) BeamRider
Breakout Pong
B o ] l'.. o Mok bl
20001 10 M‘ eI b A
c I ‘
E S 54
g 1500 n °
3 < ‘
o o 0]
< 1000 °
o o
v I o _s5-
& 500 %\W, &
A ~10]
of
0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0
Environment Steps le8 Environment Steps le8
(d) Breakout (e) Pong
—— PPO (End-to-End) —— PPO (Pre-trained w/ multiple_encoders, Mixed data) PPO (Pre-trained w/ multiple_encoders, Non-mixed data)

Figure 2: In four out of the five environments (Spacelnvaders, RiverRaid, BeamRider, and Pong),
our agent either matches or surpasses the end-to-end agent. In Breakout, the end-to-end agent
outperformed both variants of our method.

5.2 Different-task Transfer

To show the effectiveness of our method, we conduct different-task transfer experiments, we pre-train
two ppo agents, one on Breakout and the other on DemonAttack for 200M time-steps, the agent
pre-trained on Breakout is transferred to Pong, while the agent pre-trained on DemonAttack is
transferred to Spacelnvaders and Assault.

Figure 3 shows the results on each environment, in Pong both variants of our method solved the
task efficiently and in fewer time-steps compared to the end-to-end agent, in Assault, the transferred
agent (with mixed data) did not show any improvement compared to the end-to-end agent, while
in Spacelnvaders the agent pre-trained with the non-mixed data variant outpeformed the two other
agents.

In all environments, pre-training with mixed data collected from different encoders result in bet-
ter transfer performance compared to the variant where each encoder is trained only on its own
data(except for Spacelnvaders).

6 Conclusion and Discussion

This work introduced a new architecture and training strategy for transfer learning in RL. Interestingly
the multiple encoders architecture and data mixing showed better transfer learning performance in
Atari environments and improved data efficiency. This mixing is surprising because a large amount
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Figure 3: Transfer learning performance, in Pong and Tennis, pre-training improved data efficiency
and final performance. In Assault, pre-training did not introduce any additional benefits compared to
the end-to-end agent, and in Spacelnvaders the agent pre-trained with non-mixed data had the best
performance

of literature suggests that policy specialization is key to success and generalization [Peng et al., 2019,
Chang et al., 2021, Eysenbach et al., 2018, Sutton et al., 1999, Bacon et al., 2017]. However, at
least in the case of pre-training models for RL, our results indicate that models that are robust to
other distributions are more reusable. In the future, we plan to evaluate our findings using more RL
algorithms to strengthen the claims.
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