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Abstract

To address the computational and storage challenges posed by large-scale datasets
in deep learning, dataset distillation has been proposed to synthesize a compact
dataset that replaces the original while maintaining comparable model performance.
Unlike optimization-based approaches that require costly bi-level optimization,
distribution matching (DM) methods improve efficiency by aligning the distribu-
tions of synthetic and original data, thereby eliminating nested optimization. DM
achieves high computational efficiency and has emerged as a promising solution.
However, existing DM methods, constrained to Euclidean space, treat data as
independent and identically distributed points, overlooking complex geometric
and hierarchical relationships. To overcome this limitation, we propose a novel
hyperbolic dataset distillation method, termed HDD. Hyperbolic space, character-
ized by negative curvature and exponential volume growth with distance, naturally
models hierarchical and tree-like structures. HDD embeds features extracted by
a shallow network into the Lorentz hyperbolic space, where the discrepancy be-
tween synthetic and original data is measured by the hyperbolic (geodesic) distance
between their centroids. By optimizing this distance, the hierarchical structure
is explicitly integrated into the distillation process, guiding synthetic samples to
gravitate towards the root-centric regions of the original data distribution while
preserving their underlying geometric characteristics. Furthermore, we find that
pruning in hyperbolic space requires only 20% of the distilled core set to retain
model performance, while significantly improving training stability. Notably, HDD
is seamlessly compatible with most existing DM methods, and extensive experi-
ments on different datasets validate its effectiveness. To the best of our knowledge,
this is the first work to incorporate the hyperbolic space into the dataset distillation
process. The code is available at https://github.com/Guang000/HDD,

1 Introduction

Recently, deep neural networks (DNNs) have demonstrated outstanding performance across a wide
range of tasks. However, the continuous performance improvement has led to increasingly large
datasets, which in turn have escalated storage costs and computational demands, emerging as key
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Figure 1: An example of hierarchical representation in hyperbolic space using the ‘Cat’ class from
the CIFAR-10 Dataset. Hyperbolic space naturally encodes hierarchical structures. In this context,
samples located near the root node often represent the category prototype more effectively, while
those situated at higher hierarchical levels (closer to the leaf nodes) tend to contain noisier or specific
information, such as object parts or less visible angles.

bottlenecks in the further advancement of deep learning. To address this issue, dataset distillation
(DD) has been proposed [56]. By condensing the information of the original dataset, DD synthesizes
a significantly smaller artificial dataset while striving to achieve comparable model performance.
Beyond this, DD has also been widely applied in various domains, such as neural architecture
search [68],[14} 142, 52]], continual learning [19} 60|, and privacy protection [13} 16,30} 31].

To avoid the bi-level optimization problem of the DD methods, matching-based dataset distillation
methods have been proposed. Currently, they can be broadly classified into three categories: gradient
matching [69], trajectory matching [4}14], and distribution matching [68 64, [/0]]. The first two ap-
proaches can be collectively referred to as optimization-driven dataset distillation methods. Although
these methods have achieved promising performance, their reliance on expensive optimization or
nested gradients often incurs high computational costs, which hinders their scalability and broader
application. In contrast, Zhao et al. proposed a distribution matching approach, which mitigates the
need for expensive optimization by aligning the feature distributions encoded by neural networks from
both the original and synthetic datasets, thereby reducing computational overhead [68]]. Despite its
advantages, distribution matching methods generally underperform optimization-driven approaches
in terms of final model accuracy.

Distribution matching is typically divided into instance-level (point-wise) matching [S5) 47] and
moment matching [68, |64]]. The central challenge lies in defining an effective metric to quantify
the distributional discrepancy between the original and synthetic datasets. Point-wise matching is
performed in Euclidean space by comparing feature representations using Mean Squared Error (MSE)
on a per-sample basis. However, MSE primarily focuses on local alignment (e.g., pixel-wise similarity
within samples) and tends to overlook the global semantic structure embedded in high-dimensional
manifolds. In contrast, moment matching employs Maximum Mean Discrepancy (MMD) as a metric,
which enables effective measurement of overall distribution differences in a Reproducing Kernel
Hilbert Space (RKHS). Although both MSE and MMD attempt to reduce the distribution gap between
original and synthetic datasets, they overlook a critical aspect: the hierarchical (or tree-like) structure
inherent in dataset samples [59, 46], as illustrated in Figure[T} Under the hierarchy, the significance
of samples varies—lower-level samples (closer to the root) tend to better represent the category
prototype, whereas higher-level samples (closer to the leaves) often carry more irrelevant or noisy
information [22, [20]. Treating all samples as independent and identically distributed (i.i.d.) when
using MSE or MMD may thus degrade distillation performance.

To address the above-mentioned limitation, we introduce hyperbolic space as the distribution space
for samples and propose a novel hyperbolic dataset distillation (HDD) method. Unlike Euclidean and
Hilbert spaces, hyperbolic space is characterized by negative curvature, whose geometric constraints
offer a continuous approximation of hierarchical tree-like structures, effectively capturing complex
hierarchical relationships [12} [15]. In hyperbolic space, the centroid of a data distribution is the point
that minimizes the total of squared hyperbolic distances to all sample points. Due to the unique



geometric properties of hyperbolic space, higher-level samples exert less influence on the centroid,
naturally biasing it toward lower-level samples that are more representative of category prototypes.
Nevertheless, the centroid still integrates the influence of all samples, which allows it to encode
the overall geometric structure of the dataset. Based on this observation, we propose to match the
distribution centroids of the original and synthetic datasets in hyperbolic space. This strategy aims to
minimize distributional discrepancies, particularly concerning lower-level (prototype-like) samples,
while also preserving the global geometric structure of the dataset [25]. The motivation of this
study is that samples within a dataset contribute unequally to the overall representation depending
on their hierarchical level, and the distillation process should be designed to reflect this imbalance.
Notably, HDD is fully compatible with most existing dataset distillation methods. To the best of our
knowledge, this is the first work to introduce hyperbolic space into the dataset distillation framework.

To summarize, our contributions are as follows:

* We propose hyperbolic dataset distillation (HDD), a novel method that incorporates hyper-
bolic geometry into dataset distillation to enable hierarchical sample weighting, effectively
capturing semantic structures at multiple levels. Additionally, HDD aligns the global ge-
ometric distributions of the original and distilled datasets by matching their centroids in
hyperbolic space.

* We analyze the contributions of samples at different hierarchical levels to the overall training
loss, providing insights into their respective roles during distillation.

Extensive experiments on diverse benchmarks, including Fashion-MNIST, SVHN, CIFAR-
10, CIFAR-100, and TinyImageNet, demonstrate the effectiveness of our method. Addition-
ally, our model also performs well in cross-architecture experiments.

Furthermore, we apply hierarchical pruning to the original dataset by utilizing only the
pruned subset for distribution alignment. Empirical results show that merely 20% of the
original data suffices to preserve performance, underscoring the efficacy of hierarchical
structuring within hyperbolic space.

2 Related Works

Dataset Distillation. Existing DD methods can be broadly categorized into three categories: gradient
matching, trajectory matching, and distribution matching [34} 29| 163} 41]]. Gradient matching [69,
67] seeks to preserve critical information by minimizing the discrepancy between the gradients
induced by synthetic and original samples during model training. Trajectory matching [4, [14} 21}
9,132, 133]] achieves fine-grained knowledge transfer by aligning the training trajectories of network
parameters. Distribution matching [68}, 164, [70] improves the representational capacity of synthetic
samples by aligning their statistical distributions with those of original data in feature or activation
spaces. Recently, generative-based dataset distillation [[18}, 150} 511136} 137,138,139, 61] and decoupling
optimization-based methods [62, |53 [49] have been proposed, accelerating advancements in the
field of dataset distillation. In this work, we introduce hyperbolic space into dataset distillation by
leveraging its inherent negative curvature to impose the tree-like hierarchy of the original dataset onto
synthetic data, thereby offering a novel perspective to address the fundamental challenges in dataset
distillation.

Hyperbolic Machine Learning. Hyperbolic space naturally encodes hierarchical data, which has
attracted considerable interest in machine learning. It was first widely adopted in graph neural
networks [5, 166} [17, 2] to more effectively capture hierarchical and complex graph structures. In
computer vision and multimodal tasks, hyperbolic geometry has also been applied to metric learn-
ing [16} 45! 40|, generation [8 3], recognition [24], and segmentation [1]. As fully hyperbolic
architectures have matured, hyperbolic-based vision methods have become increasingly sophisticated.
In this work, we introduce hyperbolic space into dataset distillation for the first time, leveraging its
hierarchical properties to assign differentiated weights to samples.



3 Method

3.1 Preliminaries

Problem Definition. Consider a large-scale original dataset R = { real yreal) }l 1» Where preal
represents the i-th sample instance from the original dataset, ¢! represents the corresponding label
of the sample ¥ in the original dataset, and |R| is the total number of samples in the original

dataset. The goal of dataset distillation is to construct a significantly smaller synthetic dataset

S = {(s7" ) }‘ ! ,» Where 57" represents the j -th synthetic sample instance, ¢ represents

the corresponding label of the synthetlc sample s 5, and |S| is the total number of samples in
the synthetic dataset, with |S| < |R|. Such that a model trained on S (denoted fyy,) exhibits
performance comparable to one trained on R (denoted 6, ) when evaluated on previously unseen
samples. Formally, let Py denote the true data distribution and £ a loss function (e.g., cross-entropy),
then the optimal synthetic dataset is obtained by minimizing the discrepancy in performance between
BOsyn and ey as follows:

S* =arg min_ [|€ (Osyn(p), ) — £ (Orear(p), )|, M

(o.y~Pr

where (p, t) represents a sample pair drawn from the true data distribution Pr, with p denoting the
data instance and ¢ its corresponding label.

To tackle Eq. (I)), previous optimization-based methods have primarily focused on two key strategies.
One approach refines S through meta-learning, while the other aligns gradients or parameters
between S and R. Nevertheless, both strategies necessitate a bi-level optimization structure, which is
computationally demanding due to the need for nested gradient computations. In contrast, DM [68]
introduces distribution matching as a more efficient alternative by aligning the feature distributions
between S and R. Within this framework, the optimization of the condensed dataset is typically
categorized into instance-level matching and moment matching. Instance level matching overlooks
the global semantic structure of the data, making it a suboptimal choice. In contrast, moment matching
is formulated as follows:

2
IR| S|

* : real syn
S = arg min |R|Z¢ |S\Z¢ , )

e] di’Q

where ¢ ~ Py, represents a feature extractor randomly sampled from the distribution Py,
(typically instantiated by a randomly initialized DNN without the final linear classification layer).

Hyperbolic Geometry. In hyperbolic geometry, the n-dimensional hyperbolic space is formally
defined as a Riemannian manifold (M™, gk ) endowed with a constant negative curvature K < 0,
where M™ denotes the underlying manifold and g is the Riemannian metric that characterizes its
geometric structure. To facilitate efficient and numerically stable computations, we adopt the Lorentz
model L} = (£, g1,), which embeds the hyperbolic space into an (n + 1)-dimensional Minkowski
space. Here, L represents the set of points satisfying the constraint (x,x), = 1/K, and the metric
tensor is given by gx = diag([—1, 1,]), the Lorentzian manifold can be defined as follows:

L= {x e R*H!

1
(xx)e = 72 @ > 0} . 3)

. T .
Each point x € L% can be expressed as a vector x = [x+ z5]" , where z; > 0 is referred to as the
time component and s € R"™ as the spatial component. The Lorentzian inner product is defined as:

(X,¥)z = —zeye + 2 ys. “4)

Although several isometrically equivalent models exist in hyperbolic geometry, such as the Poincaré
ball, the Klein model, and the upper half-space model, our work primarily utilizes the Lorentz model
due to its analytical tractability and improved numerical behavior. The relevant details are explained
in detail in Appendix A.



3.2 Hyperbolic Dataset Distillation for Distribution Matching

real treal } IR

Given the original dataset R = { and the synthetic dataset for update S =

{(s7",65) }‘ | (where |S| < |R]), we first encode the data through a frozen pre-trained encoder ¢,

generating correspondmg feature vectors v} and v as follows:

U;cal _ ¢(7,£ca1) syn __ ¢( syn) (5)

This process projects both original samples 75°*! and synthetic samples s;yn into Euclidean feature

space parameterized by ¢. Subsequently, we map each sample from both the original and synthetic
datasets to the hyperbolic space via the exponential map, yielding the hyperbolic embeddings z:¢?!
and z;y ", respectively, as follows:

eal

Z;eal = exp,, (,U;eal) — COSh( /_KHvzyealH) o + smh( /* Hvre‘ﬂH) FH re"LlH 6)
syn

27" = exp,, (v77") = cosh(V=K|[v7"|[) po + sinh(v—K|[v]""[]) W 7
J

Here, =4/ (v, v) denotes the norm induced by the Minkowski inner product, and p, represents
the base point in the hyperbolic space, which is defined as:

/1
pO( Kvoaoa"'ao>a (8)

where K < 0 denotes the curvature of the hyperbolic space.

To facilitate subsequent analysis, we collect all hyperbolic embeddings of the original and synthetic
datasets into two sets:
1 _ 1 grealy R syn _ g syn ,syny|S]

Zrea _ {Z;fea trea i Zsyn — {Z;YI ,tj }] .- (9)
Here, Z™* and Z*¥" denote the sample points in the hyperbolic space corresponding to the real
and synthetic samples, respectively. Unlike distribution matching methods in Euclidean space,
in hyperbolic space, the distributional center of each embedded dataset is characterized by its
Riemannian (Karcher) mean. We define their Riemannian means in the Lorentz model as:

|R| IS|
zreal — arg min E d3 (2, 2}, = arg min g d3 (= ) (10)
z€HE i—1 z€H% j=1

where z denotes a point in the Lorentzian hyperbolic space IL;- over which the Riemannian mean is
optimized, and the Lorentzian hyperbolic distance d;, on the upper-sheet hyperboloid model is

dr(m,n) = acosh(—K (m,n),;), m,n € L%, (11

QH

and (-, ). denotes the Minkowski inner product, as shown in Eq. (4).

To mitigate the extra computational overhead introduced by iterative procedures, we employ the
centroid approximation approach proposed by Law et al. [25]], which can be expressed as follows:

— 1 n
c=v-K- L, where z = -~ Zzi. (12)
i=1

(Z,2)c] + €

Here, z; € R%t! denotes the input vectors in Lorentzian hyperbolic space, z is their Euclidean
average. The curvature constant K < 0 reflects the negative curvature of the hyperbolic space. A
small € > 0 is added for numerical stability.

Finally, we define the distribution matching loss as the Lorentzian hyperbolic distance between the
two means as follows:

Linha = )\dL( zreal Zsyn) = AK acosh(— K <Zrcal, Esyn>£>, (13)
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Figure 2: The framework of hyperbolic dataset distillation. The proposed method leverages exponen-
tial mapping to embed the dataset into hyperbolic space, enabling a hierarchical representation where
samples at different levels are assigned varying weights to reflect their significance within the global
geometry. Centroids of both the original and synthetic datasets are then computed in the hyperbolic
space, and the geodesic distance between them is used to quantify the distributional discrepancy. This
hyperbolic distance serves as a loss term to iteratively update the synthetic dataset, encouraging it to
better align with the class-specific prototypes of the original data.

where A is the gradient scaling factor. In hyperbolic space, the centroid distribution is close to the
origin, resulting in a very small distance between the centroids of the original dataset and the synthetic
dataset. Additional parameters are required for amplification, as detailed in Appendix B.

Based on this loss, our objective in distribution matching is reformulated as minimizing the Lorentzian
hyperbolic distance between the Riemannian means of the original and synthetic datasets:

), (14)

real
)

S*=arg_min [Ad(z

E¢QNP¢’Q

As illustrated in Fig.2] the framework of HDD is presented. It is compatible with a broad range of
existing distribution matching frameworks.

3.3 Loss Contribution of Samples at Different Levels

In hyperbolic space, samples embedded at lower levels tend to better represent category prototypes.
When calculating the centroid, hyperbolic space can effectively assign different weights to relatively
lower-level and higher-level samples, meaning their contributions to the centroid vary in influence. To
gain explicit insight into how each sample influences the alignment between the original dataset R and
the synthetic dataset S in hyperbolic space, we adopt a tangent space approximation centered at the
origin o € L7 .Since the centroids of the sets (*°®! and z*¥™) are near the origin, this approximation
is reasonably effective. For Z™* and Z%™, respectively, define the hyperbolic radius (distance to the
origin) of each sample as:

1 ‘
T, = dL(Oa r;ea )» 85 = dr, (07 S;yn), (15)

and let the corresponding normalized tangent vectors at the origin be
u; = — coshr; o, v = s;yn — cosh s; o. (16)

These vectors satisfy u;,v; € T,L% (tangent space at the origin), i.e., they lie in the tangent space at
the origin and satisfy (u;,0)1, = (vj,0)r = 0.



To capture the radial influence of each sample, we introduce the scalar weight function (the derivation

process is in Appendix C):
VIK|d
=— (17)

r =
) sinh(/|K|[d)’
which is strictly decreasing in d. d represents the distance from the corresponding point to the
reference point, which is defined as the origin in this context. This reflects that samples closer to
the origin (i.e., with smaller hyperbolic norm) contribute more strongly to the Fréchet mean in the
tangent space.

Under the tangent-space approximation of the Fréchet mean condition (i.e., the first-order optimality
condition for the squared distance sum), the logarithmic maps of the centroids can be approximated
as:
IR| S|
Logo(Z™) ~ Y w(r)ui,  Logo(Z¥™) = > w(s;) vj. (18)
i=1 j=1
This yields the approximate loss function as the Euclidean distance between the two log-mapped
centroids in the tangent space:
[R| S|
Eapprox = dL (Zreal, Zsyn) ~ Z U)(TZ') U; — Z w(57) Uj : (19)
i=1 Jj=1 T,Ly,
This formulation explicitly reveals the per-sample contribution to the overall loss: each sample
affects the direction of the weighted log-mean, with its impact modulated by the scalar weight w(r).
Specifically, central samples (closer to the origin) receive higher weights, while peripheral samples
(with larger hyperbolic radius) contribute less. This reflects a natural attenuation of influence in
hyperbolic geometry and enhances stability by reducing the effect of outliers. Furthermore, we also
explain this phenomenon from the perspective of gradients. For details, please refer to Appendix D.

4 Experiments

4.1 Experimental Setup

Dataset. We evaluated HDD on several standard benchmark datasets, including Fashion-MNIST [58]],
SVHN [43]], CIFAR-10 [23], CIFAR-100 [23], and the larger-scale TinylmageNet [26]. Additionally,
for hybrid architecture experiments, we utilized the ImageWoof subset of ImageNet [[10], which
features higher resolution images. Please refer to Appendix E for detailed information about the
datasets used.

Network Architectures. For our primary experiments, we adopt the same convolutional network
(ConvNet [27]) architecture as used in DC [69], DM [68]], and IDM [70] to extract feature repre-
sentations. This ConvNet consists of three sequential modules, each comprising a convolutional
layer, instance normalization, a ReLU activation, and a stride-2 average pooling layer. To evaluate
cross-architecture generalization, we follow the protocol in DM and conduct experiments using
ConvNet, AlexNet, VGG11, and ResNet18 (The results can be found in Appendix F). For hybrid
architecture experiments, we adopt the architectural configuration proposed in Dance [64].

Implementation Details. Our hyperparameter settings follow the design of the DM [68], IDM [70],
and Dance [64]] architectures. We adopt the differentiable siamese augmentation [67]] enhancement
method used in prior works. The synthetic dataset is learned using SGD. For DM with HDD, we train
for 20,000 iterations, while for IDM with HDD and Dance with HDD, we train for 10,000 iterations.
For all experiments, we set the batch size to 256. Additionally, for different experiments, we use
distinct hyperbolic curvature K, gradient scaling factor A, and synthetic image learning rate r, as
detailed in Appendix G. All experiments are conducted on one RTX A6000 Ada GPU, except for
Section 4.5.

4.2 Main Results

In the main results section, we established a comprehensive set of baseline methods to evaluate model
performance. For core set selection approaches, we employed Random Selection [7]], Herding [57]], K-
Center [48]], and Forgetting [54]. Within the category of optimization-based methods, we incorporated



Table 1: Comparison of different methods on the FashionMNIST, SVHN, CIFAR10, and CIFAR100
datasets with IPC =1, 10, and 50.

Method FashionMNIST SVHN CIFAR10 CIFAR100

IPC 1 10 50 1 10 50 1 10 50 1 10 50
Ratio (%) 0.017 0.17 0.83 0.014 0.14 0.7 0.02 0.2 1 0.2 2 10
Random 51.4+£38 73.840.7 82.5+£0.7 14.6£1.6 351441 709409 144420 26.0+1.2 434+1.0 42403 146205 30.0£0.4
Herding 67.0£1.9 71.1£0.7 71.9£08 209413 50.543.3 72.64+0.8 21.5+1.2 31.6+0.7 404+0.6 84403 17.3£03 33.7+0.5
K-Center 66.9+£1.8 54.7£1.5 683+08 21.0£1.5 14.0£13 20.1%+14 21.5£1.3 147+£07 27.0£1.4 83+03  7.1£0.2 30.5%£0.3
Forgetting - - - 12.1£5.6 16.8£1.2 27.2%1.5 13.5£1.5 233%£1.0 233%1.1 45£03 15.1£0.2 30.5£04
DC [69 70.5£0.6 82.3+0.4 83.6£04 31.2+14 76.14+0.6 823403 28.3+0.5 449405 53.9+0.5 12.8403 252403 -
DSA [67 70.6+0.6 84.6+0.3 88.7+03 27514 79.2+0.5 844404 28.8+0.7 52.1+05 60.6+0.5 13.9403 323403 42.8+04
CAFE [55 77.1£0.9 83.0£0.4 84.840.4 42.6+3.3 75940.6 81.3+0.3 303xl1.1 46.3+0.6 55.5+0.6 12.9+£03 27.840.3 37.94+0.3
CAFE+DSA [35] 73.7£0.7 83.0£0.3 88.2£0.3 42.943.0 77.940.6 823+04 31.6+0.8 50.9+0.5 62.3+£04 14.0£0.3 31.5£0.2 42.9£0.2
DCC [28 - - -

343+1.6 762+0.8 83.3+0.2 34.0+0.7 544+05 642+04 14.6+03 335403 39.4+04

G-VBSM [49 - - - - 46.5+0.7 54.3+0.3 164407 38.7£0.2 45.7+04
DataDAM[47 - - - - - - 32.0£1.2 542408 67.0+0.4 14.5+£0.5 348405 49.4+0.3
DM [68 70.7£0.6  83.4%0.1 88.1£0.6 21.9+0.4 72.840.3 82.6+0.3 26.4+0.3 48.5+0.6 62.2+0.5 11.4+£03 29.7£0.3 43.0£0.4
DM with HDD 721402 84.0+0.1 88.8+0.4 250+0.2 75.1+02 83.0+0.3 28.7+02 50.3+03 63.2+04 13.3+02 30.1+0.1 43.8+0.2
IDM [ 70 714403 824+02 84.5+0.1 653+0.3 81.0+0.1 852403 45.2+0.5 57.3+03 67.2+0.1 22.1+£02 44.7+0.3 46.5+0.4
IDM with HDD ~ 78.5+0.2 83.840.2 86.4+0.3 67.840.2 84.0+0.2 87.6+0.1 47.0+0.1 61.3+£0.1 69.7+0.2 253+0.2 454+0.1 48.9+0.3
Whole Dataset 93.540.1 95.4£0.1 84.8+0.1 56.240.3

DC [69], DSA [67], and DCC [28]. For distribution-matching methods, our baselines included
CAFE [53], CAFE+DSA [55]], DataDAM[47], as well as DM [68] and IDM [70]. Additionally, we
have also considered the decoupling optimization method G-VBSM [49]. Detailed descriptions of
these baseline methods are provided in Appendix H. For DM, IDM, and HDD, each experiment is
conducted three times, and the mean and standard deviation are reported.

Table [I] presents a comparative evaluation of our method against prior approaches on Fashion-
MNIST [58]], SVHN [43]], CIFAR-10 [23]], and CIFAR-100 [23]. The results for TinyImageNet [26]]
are provided in Appendix I. IDM augmented with HDD, which exploits the hierarchical inductive
bias of hyperbolic space, consistently outperforms the baseline IDM across all benchmarks. Under
the IPC = 1 setting, IDM with HDD achieves classification accuracies of 78.5% on FashionMNIST
(+1.1%), 67.8% on SVHN (+2.5%), 47.0% on CIFAR-10 (+1.8%), and 25.3% on CIFAR-100
(+3.2%), demonstrating its superiority in low-data regimes. With IPC = 10, the proposed method
attains 61.3% accuracy on CIFAR-10, a 4.0% improvement over IDM. Under IPC = 50, it yields
gains of 2.4%, 2.5%, and 2.4% on SVHN, CIFAR-10, and CIFAR-100, respectively. Furthermore,
DM with HDD also exhibits notable enhancements relative to DM: on SVHN, accuracy increases by
3.1% (IPC = 1) and 2.3% (IPC = 10), and on CIFAR-10 (IPC = 1) by 2.3%. We present some of the
distilled images in Appendix K.

4.3 Hierarchical Pruning

To validate the efficacy of hyperbolic-space-

aware hierarchical pruning, we conducted the  Taple 2: The distillation accuracy of CIFAR10
pruning experiments on CIFAR-10 (IPC = 10)  (IpC = 10) for different pruning ratios.
by comparing DM with HDD against IDM with

HDD across varying pruning rates. Specifically, PruningRatio DM DM with HDD IDM with HDD
given a batch of the original CIFAR-10 dataset 95% 482£06  49.6+05 59.1+£0.4
NN h 80% 487402 502402 603403
D = {(ri,ti, ;) };=,, where z; denotes the 50% 488402  50.3+0.1 60.9+0.2
time component of sample 4, we sort all samples 0% 485406 503403 613401

in descending order of ¢ and remove the top
a% of samples exhibiting the highest time component, with pruning ratios « € {95%, 80%, 50%}.
Formally, the retained subset is defined as

D = {(ri,ti7mi) € D | rank(z}) > [a N1}, (20)

where rank(z?) denotes the position of x! in the descending-sorted list.

Table [2] presents the matching accuracy after hierarchical pruning: both DM and DM with HDD
require only 20% of the original training set to maintain performance, while IDM with HDD likewise
preserves the vast majority of its performance with just 20% of data. This observation demonstrates
that lower-level samples possess greater representativeness in hyperbolic space. However, we
also observed that excessively small sample sizes still lead to performance degradation, indicating
that higher-level samples also influence the centroid. Furthermore, Figs. [3}(a) and (b) depict the
accuracy trajectories throughout the distillation process under various pruning ratios for HDD-DM
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Figure 3: Distillation accuracy variations of CIFAR-10 (IPC = 10) during the distillation process with
different pruning rates.

and HDD-IDM, respectively. Notably, after pruning, the accuracy curves exhibit significantly reduced
fluctuations during later training stages, demonstrating markedly enhanced training stability.

4.4 Hybrid Architecture Experiment

Table 3: Comparison of different methods on the CIFAR10, CIFAR100, and ImageWoof datasets.

Method CIFARI0O CIFAR100 ImageWoof

IPC 1 10 50 1 10 50 1 10
Ratio (%) 0.02 0.2 1 0.2 2 10 0.11 1.10
DATM |21 46.9+0.5 66.8+0.2 76.1+0.3 27.9+02 47.2+04 55.040.2 - -
RDED [53 235403 50.240.3 68.4+0.1 19.6+£0.3 48.1+£03 57.0+0.1 18.5+0.9 40.6+2.0
DM (50 - 56.2+04 72.8%+0.5 - 45.0+0.1  48.8+0.3 - -

1ID (IDM) |11 47.1+0.1  59.940.2 69.0+0.3 24.6+0.1 45.7£0.4 51.3+£04

DSDM (35 45.0+04 66.5£0.3 758403 19.5+£02 46.2+0.3 54.0+0.2

M3D [65 453403 635402 69.9+0.5 262403 424+02 50.9+0.7 - -
Dance [64 472403  70.240.2  76.3+0.1 262402 49.7+0.1 52.840.1 27.1+0.2 46.2+0.2
Dance with HDD  46.8+0.3 70.8+0.2 77.1+0.2 27.7+0.3 50.2+0.2 53.9+0.1 27.6+0.2 46.6+0.1
Whole Dataset 84.8+0.1 56.2+0.3 67.0£1.3

To evaluate HDD’s scalability, we ran additional experiments with the Hybrid Dance [64] architecture
that alternates between cross-entropy and distribution matching optimization. We compared our
proposed Dance with HDD method with leading distribution matching methods (IID [[11], DSDM [35]],
and M3D [63]]) as well as state-of-the-art approaches from other domains (DATM [21]], RDED [53],
D*M [50]), and the comprehensive experimental results are summarized in Table[3| On CIFAR-10
with IPC = 50, Dance with HDD improves over the original Dance by 0.8%. On CIFAR-100 with IPC
= 1, it outperforms both Dance and M3D by 1.5%. Remarkably, at IPC = 10 on CIFAR-100, Dance
with HDD is within 6% of training on the whole dataset. When scaling up to higher resolutions, our
method still leads: on ImageWoof, it gains 0.5% at IPC = 1 and 0.4% at IPC = 10 compared to Dance.
In addition, we also conducted our experiments on another hybrid architecture, DSDM [335]]; please
refer to Appendix J.

4.5 Runtime and GPU Memory Usage

We evaluate the computational overhead of DM with HDD relative to the baseline DM on the
CIFAR-10 dataset. All experiments in this section are conducted on an RTX 4090. DM with HDD
uses the same settings as DM (e.g., batch size, input image resolution), matching those in the main
experiments. For runtime, we run 1,000 iterations and report the time per 100 iterations by dividing
the total by 10.

Table 4: Runtime and GPU Memory Usage on CIFAR-10

IPC DM Runtime DM with HDD Runtime DM Memory DM with HDD Memory

1 4.9s 6.7s 3,522MiB 3,522MiB
10 5.0s 6.8s 3,626MiB 3,632MiB
50 54s 7.1s 3,888MiB 3,922MiB

As shown in Table E], across IPC = 1/10/50 on CIFAR-10, adding HDD increases runtime from
4.9-5.4s to 6.7-7.1s, while GPU memory overhead is negligible. The effect is stable across IPC
levels, indicating a modest, largely constant-time cost without inflating memory.

4.6 Ablation Study

We conducted an ablation study on different curvature values K within the DM framework on
CIFAR-10. As shown in the Table[5] although the curvature K slightly affects the final accuracy,
the variation is modest, and HDD consistently outperforms the Euclidean baseline. For example,



when IPC = 10, DM with HDD at curvatures |K1=1/3 and | K'|=5 still outperforms plain DM by 1.1%
and 1.5% percentage points, respectively. Note that the original DM is unaffected by curvature (its
curvature is fixed at 0).

4.7 Discussion

The original CIFAR-10 data and the distilled
synthetic sets with HDD were both projected Table 5: Accuracy of DM with HDD at different
onto the Poincaré ball for visualization; their cyrvature values.

centroids almost perfectly align. The essence
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icantly smaller, it still approximately captures

the distributional trajectory of the original dataset. The synthetic dataset tends to be denser in regions
where the original data is dense and sparser in regions where the original data is sparse. However, we
also observe a tendency of the synthetic samples to concentrate closer to the root node (i.e., toward
the center), as illustrated in Fig. [4}(b). Despite the presence of pronounced edge accumulation in the
original dataset (i.e., a large number of samples located near the boundary), the synthetic samples are
noticeably “attracted” toward the direction of the root node. As shown in Fig. @}(d), although the
synthetic dataset contains fewer samples overall, it exhibits a higher concentration of points near the

root node compared to the original dataset.
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Figure 4: After distillation with DM with HDD and IDM with HDD, the distributions of the original
and synthetic datasets in the Poincaré hyperbolic space are visualized.

5 Conclusion and Future Works

In this study, we introduce hyperbolic space into dataset distillation for the first time and propose
a novel hyperbolic dataset distillation method, termed HDD. Leveraging the negative curvature of
hyperbolic geometry, HDD effectively captures the hierarchical structure inherent in real-world
datasets. By aligning the centroids of the original and synthetic datasets in hyperbolic space, we
ensure that the synthetic data preserves the underlying geometric properties of the original data.
Crucially, due to the varying influence of samples from different hierarchical levels on the centroid,
the loss function naturally emphasizes contributions from lower-level (prototype) samples. This
inductive bias enhances the preservation of class prototype distributions, thereby improving the
quality of distillation. Currently, distribution metrics from information theory (e.g., KL divergence)
and optimal transport theory (e.g., Wasserstein distance) have been extensively utilized in dataset
distillation to enhance model performance. However, the application of these methods in hyperbolic
dataset distillation remains unexplored, which presents a promising direction for future research to
extend these methodologies into non-Euclidean-based dataset distillation.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes], ,or [NA] .

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " " itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly articulate the research claims. The
theoretical part is supported in Section 3 of the main text and Appendices A, B, C, and D.
The validation of performance improvements is substantiated by the experimental data in
Section 4 of the main text.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
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Answer: [Yes]

Justification: We have outlined the limitations of the framework in the conclusion section
and discussed potential directions for future work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide complete explanations and proofs in Section 3 of the main text
and Appendices B, C, and D.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: The proposed architecture is fully elaborated in Section 3 of the manuscript,
while Section 4 presents the detailed experimental configurations. The code is available at
https://github.com/Guang000/HDD.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code is available at https://github.com/Guang000/HDD.
Guidelines:

e The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The detailed experimental setup, including hyperparameters, is fully described
in Section 4 of the main text and Appendix G.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All numerical values in the paper are provided with the standard error of the
mean.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
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10.

Justification: In Section 4, we specify the models of the computing resources we utilized.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The authors of this study have thoroughly reviewed the NeurIPS Code of
Ethics and have made every effort to maintain and preserve anonymity throughout this
research.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: In this study, we propose a novel research perspective for dataset distillation,
which may yield positive impacts including:

* Reducing computational resource requirements for deep learning.
* Decreasing energy consumption associated with large-scale training.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This study proposes a novel dataset distillation model, whose risk is not
significantly higher compared to previous dataset distillation models. Additionally, the
model does not include a generative component, and there is minimal risk of the research
results being misused. Therefore, we consider this item not applicable to our study.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The datasets, models, etc. involved in the paper have been properly cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new datasets, and the source code will be made
publicly available upon acceptance of the manuscript.
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Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This study does not involve crowdsourcing experiments or research with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This study does not involve human subject research or crowdsourcing and
therefore does not require IRB approval.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: This study does not involve large language models (LLMs) in its core method-
ology, data processing, or experimental design. The research is based on dataset distillation
techniques without any LLM-related components. Therefore, no declaration of LLM usage
is required for this submission.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Complementary Details of the Lorentz Hyperbolic Space

A.1 Tangent Space T L

In the Lorentz model, hyperbolic space L is realized as a sheet of the two-sheeted hyperboloid in
R"™*! with Minkowski metric. For any point x = [x4; ] € L, the tangent space captures all possible
instantaneous directions at x. It is defined by

TuL = {v e R"™ | (x,v); = 0}. (21)
This tangent space inherits the Lorentzian metric, and any tangent vector v has norm

[Vlx = V{v, V), (22)

which is strictly positive, ensuring that tangent vectors are purely spatial and providing the metric
foundation for the exponential map.

A.2 Exponential and Logarithm Maps

The exponential map pushes vectors in the tangent space onto the manifold, yielding a local Euclidean-
like parametrization. Let kK = v/— K. For v € Ty L, define

sinh(mHVHx)

K[Vl

expy (v) = cosh (k| v]x) x (23)

This formula satisfies exp, (0) = x and ensures that the interpolation curve is a geodesic of constant
curvature. The inverse (logarithm map) brings a point y back to the tangent space:

arccosh (K (x,y)r)
\/_K(<X7Y>L)2 -1

A.3 Bijection between the Lorentz and Poincaré Ball Models

Logx(y) = (y — (x.y)cx). 24)

For many applications (especially visualization), it is convenient to switch to the Poincaré ball. Given
a Lorentz point x = [24; 5], we map it to the unit ball ||p|| < 1 via

KT
= — 25
P = e (25)
Conversely, for any p € R™ with ||p|| < 1, seta = 1 — ||p||? and recover
1 21 2
oo iHRIEL 2P (26)
o K oK
One verifies that the reconstructed x satisfies —z7 + ||z;]|> = 1/K and z; > 0.
B Centroid Convergence Toward the Origin
Given a finite sample {p;}»; C L%, define the Fréchet functional
N
F(p) = > di(p.pi), 27)
i=1
Using the Riemannian logarithm Logy: L% — TpILY%, one obtains
N
VF(p) = =2  Logp(pi), Logp(pi) € TpL, (28)
i=1
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so that the unique Fréchet mean p* satisfies

m

> Logp-(pi) = 0. (29)
i=1

Since L has constant curvature K < 0, each map p — || Logp(p;)||? is strictly convex along

geodesics, ensuring a single global minimizer. We choose the origin Py to be the unique fixed
point of a maximal compact subgroup of Isom(L’;), whose stabilizer is isomorphic to O(n). A
comparison-theorem argument then shows

| Logp, ()| = dr(po,pi) > | Logp(pi)|| whenever dp(po, pi) > dr(p,pi),  (30)

forcing the solution of )", Logp(pi) = 0 to lie radially closer to py than the Euclidean centroid.
Moreover, as | K| increases, the lower bound on the second-derivative of ¢ — || Log.,) (p;)||* along
any geodesic vy grows, making this radial bias toward pg even more pronounced. This results in the
centroids of both the original dataset and the synthetic dataset being biased towards pg, while the
distance between them is relatively small.

C Hierarchical Weight
In the hyperboloid model of constant sectional curvature K < 0, one introduces the scale parameter
k = /| K| and radius R = 1/k, so that the ambient space is

L:={zeR"" | (z,2); = —R? z¢ >0}, (31)

where (-, -) 1, denotes the Minkowski inner product of signature (— + - - - +). The geodesic distance
between two points p, ¢ € HY, is given by

di(p,q) = R arccosh(— 7z (p.q)1)

1 (32)
= - arccosh(fK (p, q>L).
K
In particular, choosing the basepoint 0 = (R, 0,...,0) and writing r; = dx (0, x;), one has
1
= arccosh(—K (o, xi>L), (33)
h(rr;) = QT 34
cosh(kr;) = —m 34)
The logarithmic map at o takes the form
KT
L ) = L h . .
0go(x;) Sh(r ) (xl cosh(k ;) o) (35)
Defining
KRT;
i) = . ) 36
w(ri) sinh(kr;) (36)
u; = x; — cosh(kr;) o, (37)
one obtains
Log,(z;) = w(r;) u;. (38)
D Gradient Contributions in the Lorentz Model of Hyperbolic Space
Given N sample points {p; }¥.; C L%, their Fréchet mean (centroid) y is defined by
N
po= arg min 2 d(x, pi)?, (39)
so that the objective (loss) is
al 2
L(z) = Z[arcash(—(&pi)L)] . (40)

=1
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To study how a single point p “pulls” on z, set

t = —(x,
(z,p)L @n
= cosh(d(z,p)) > 1.
A standard derivation shows
arcosh(t
Vad(ep)? =2 20 (i ), ), @)
and hence the magnitude of this pull is proportional to
arcosh(t)
t) = —. 43
1) = = “3)

Asymptotic Behavior.
Near the “origin” (t — 17). Since arcosh(t) ~ \/2(t — 1) and V2 — 1 ~ /2(t — 1), we have

_arcosh(t)
) = el

Thus, points very close to x exert almost the maximal pull of magnitude 1.

Near the boundary (t — oo). Using arcosh(t) ~ In(2t) and vt? — 1 ~ t gives

— 1. (44)

fi~ 22, @s)
so points very far from = contribute almost no pull.
Monotonicity.
Differentiating
F(t) = V2 -1t arcosh(t)7 46)
(t2 —1)3/2
we note that forall ¢ > 1,
VE2—1<t and arcosh(t) >1 =t arcosh(t) > /12 —1, 47)
so the numerator is negative while the denominator is positive. Hence
flt)y <0 Vi>1, (48)

i.e. f(¢) is strictly decreasing on (1, 00).

Since f(t) decreases from 1 to 0 as ¢ runs from 1% to oo, points closest to the current centroid
exert the largest gradient pull, whereas points near the hyperbolic boundary (very far away) exert the
smallest pull.

E Benchmark Datasets

We validate our hyperbolic dataset distillation method using six benchmark datasets: Fashion-
MNIST [58], SVHN [43], CIFAR-10 [23]], CIFAR-100 [_23], Tiny ImageNet [26], and Image-
‘Woof [10]].

FashionMNIST is a drop-in replacement for the classic MNIST dataset, comprising 70,000 grayscale
images of size 28 x 28 pixels across 10 apparel categories (e.g., T-shirt/top, sneaker) with a
60,000/1,000 train/test split.

SVHN contains approximately 600,000 real-world 32 x 32 RGB digit crops (0-9) collected from
Google Street View images. It is partitioned into training (73,257), testing (26,032), and an extra set
of 531131 samples for data augmentation.

CIFAR-10 consists of 60,000 32 x 32 color images evenly distributed over 10 object classes (airplane,
car, bird, cat, deer, dog, frog, horse, ship, truck). There are five training batches of 10000 images
each and one test batch, with exactly 1000 images per class.
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CIFAR-100 (building on CIFAR-10) contains 60,000 32 x 32 color images in 100 fine classes (600
images each) grouped into 20 coarse superclasses. Each fine class has a 500/100 train/test split,
enabling hierarchical and fine-grained classification studies.

Tiny ImageNet is a subset of the ILSVRC-2012 challenge, selecting 200 classes and resizing all
images to 64 x 64 pixels. It provides 100,000 images (500 train, 50 val, 50 test per class), offering a
mid-scale benchmark between CIFAR and full ImageNet.

ImageWoof is a challenging subset of 10 visually similar dog breeds drawn from ImageNet (e.g.,
Beagle, Samoyed, Golden Retriever). It contains 9,025 training and 3,929 validation images, with
optional noisy-label variants, and is commonly used to benchmark fine-grained recognition models.

F Cross-architecture Generalization

Cross-architecture generalization capability serves as a critical metric for evaluating the effectiveness
of dataset distillation, where significant performance degradation across different architectures is
deemed unacceptable. To assess this capability, we evaluated our method by testing its performance
on ConvNet, AlexNet, VGG11, and ResNet18. As demonstrated in Table E], both DM with HDD and
IDM with HDD exhibit robust adaptability across diverse architectures. Compared with baseline DM
and IDM methods, the HDD-enhanced approach demonstrates superior generalization strength and
more stable performance while maintaining architectural compatibility.

Table 6: The distillation accuracy of CIFAR-10 (IPC = 10) for cross-architecture generalization.

Model ConvNet  AlexNet VGG11  ResNetl8
DSA [67] 52.1£0.5 359+1.3 43.24+0.5 359+1.3
KIP [44] 47.6+0.9 244439 42.1+04 36.8+1.0
DM [68]] 48.94+0.6 38.8+0.5 42.1+04 41.2+1.1

IDM [70] 53.0£03 44.6+£0.8 47.8+1.1 44.6£04

DM with HDD 50.3+0.3 46.3£04 45.7£03 40.2+0.4
IDM with HDD 61.3+0.1 57.24+0.3 58.6£04 56.8+0.3

G Hyperparameter Details

For different experiments, we use distinct hyperbolic curvature K, gradient scaling factor ), and
synthetic image learning rate r, as shown in Table[7]and Table[§] For the hyperbolic curvature K, we
set it between 0.2 and 3. For the gradient scaling factor A, we refer to the loss in Hilbert space and
ensure that the hyperbolic distance loss maintains the same order of magnitude as the Hilbert space
loss through A\. We make minor adjustments to the synthetic image learning rate r while respecting
the original method.

H Details of Baseline Methods

Dataset Condensation (DC) [69] achieves this objective by learning a synthetic dataset that, when
used alongside the large dataset to train a deep network, results in comparable weight gradients.

Differentiable Siamese Augmentation (DSA) [67] enables learning synthetic training sets by
applying identical random transformations to both real and synthetic data during training while
supporting gradient backpropagation through differentiable augmentations.

Dataset Condensation with Contrastive signals (DCC) [28] enhances dataset condensation by
matching summed gradients across all classes (unlike class-wise matching in DC) and optimizing
synthetic data with contrastive signals. It stabilizes training via kernel velocity tracking and bi-level
warm-up, improving fine-grained classification.

Condense dataset by Aligning FEatures (CAFE) [55] condenses data by aligning layer-wise
features between real and synthetic data, explicitly encoding discriminative power into synthetic
clusters, and adaptively adjusting SGD steps via a bi-level optimization scheme.
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Table 7: Hyperparameter details of DM with HDD and IDM with HDD.
DM with HDD IDM with HDD

Dataset IPC
-1/K X r —-1/K X r
1 1 20 1 2 40 05
FashionMNIST 10 1 40 1 2 60 1
50 1 60 1 2 80 0.2
1 1 10 1 2 120 0.5
SVHN 10 1 50 1 2 120 1
50 1 100 1 2 120 0.2
1 1 1 1 3 80 0.5
CIFAR 10 10 1 20 1 3 100 1
50 1 80 1 3 120 0.2
1 1 10 1 2 60 0.5
CIFAR 100 10 2 100 1 2 80 0.2
50 2 120 1 2 100 0.6
1 - - - 2 80 0.5
TinyImageNet 10 - - - 2 100 0.5
50 - - - 2 120 0.6

Table 8: Hyperparameter details of Dance with HDD.
DM with HDD

-1/K A T

1 1.8 20 0.02
CIFAR-10 10 0.2 40 0.2
50 2 60 0.5

1 2 40 0.02
CIFAR-100 10 1.5 80 0.1
50 2 120 0.5

1 0.6 100 0.1
10 0.5 120 0.1

Dataset IPC

ImageWoof

Dataset Distillation with Attention Matching (DataDAM)[47] generates synthetic images by
aligning the spatial attention maps of real and synthetic data, produced across various layers of a set
of randomly initialized neural networks.

Distribution Matching (DM) [68] is the first to use maximum mean discrepancy to optimize
synthetic data to match the distribution of the original data.

Improved Distribution Matching (IDM) [70] enhances DM by addressing feature imbalance
through Partitioning and Expansion augmentation, and correcting invalid MMD estimation using
enriched semi-trained model embeddings and class-aware distribution regularization, resulting in
more accurate feature alignment and improved performance.

Generalized Various Backbone and Statistical Matching (G-VBSM) [49]] is a novel framework for
generalized dataset condensation, comprising three key components: data densification enhances intra-
class diversity by ensuring linear independence within each class; generalized statistical matching
captures patch- and channel-level convolutional statistics without gradient updates for effective syn-
thesis; and generalized backbone matching enforces consistency across diverse backbones, boosting
generalization. Together, they enable efficient and robust generalized matching.

Difficulty-Aligned Trajectory Matching (DATM) [21]] dynamically adjusts the difficulty of synthetic
data (matching the early or late training trajectories of the teacher network) to adapt to the scale of
the synthetic dataset—small datasets correspond to simple modes (early trajectories), while large
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datasets correspond to complex modes (late trajectories). This approach achieves lossless dataset
distillation for the first time.

Realistic, Diverse, and Efficient Dataset Distillation (RDED) [53]] is a non-optimization-based
dataset distillation method that enhances realism by cropping realistic patches from original images
and improves diversity by stitching these patches into new synthetic images, achieving high efficiency
and superior performance on large-scale, high-resolution datasets.

Dataset Distillation via Disentangled Diffusion Model (D*M) [50] leverages a disentangled
diffusion model with a novel training-time matching strategy to efficiently distill high-resolution,
realistic datasets while improving cross-architecture generalization and reducing computational costs.

Inter-sample and Inter-feature Relations in Dataset Distillation (IID) [L1] introduces two key
constraints to improve distribution matching: a class centralization constraint to enhance intra-class
feature clustering, and a covariance matching constraint to accurately align feature distributions by
considering both mean and covariance, even with limited synthetic samples.

Diversified Semantic Distribution Matching (DSDM) [35]] distills datasets by aligning the semantic
distributions—represented as Gaussian prototypes and covariance matrices—of distilled data with
those of original data.

Minimizing the Maximum Mean Discrepancy (M3D) [65] enhances DM-based dataset conden-
sation by aligning not only the first but also higher-order moments of feature distributions through
kernel-based Maximum Mean Discrepancy, enabling more accurate distribution matching with
theoretical guarantees and strong performance across diverse datasets.

Dual-view distribution AligNment for dataset CondEnsation (DANCE) [64]] introduces a dual-
view approach to dataset condensation by leveraging expert models: it performs pseudo long-term
distribution alignment via a convex combination of initialized and trained models to align inner-class
distributions without persistent training, and applies distribution calibration using expert models to
mitigate inter-class distribution shift and preserve class boundaries.

I Results on TinyImageNet

Table 9: Comparison on TinyImageNet with different IPCs.

Method IPC=1(0.2%) IPC=102%) IPC=50(10%)
Random [7] 1.4+0.1 5.0+£0.2 15.04+0.4
Herding [57] 2.840.2 6.3+0.2 16.74+0.3
K-Center [48] 1.6+0.2 5.1+0.1 15.04+0.3
Forgetting [54] 1.6+0.2 5.1+0.3 15.0+0.1
DC [69] 5.3+0.1 12.940.1 12.7+0.4
DSA [67] 5.7+0.1 16.34+0.2 5.1+0.2
DataDAM [47]] 8.3+0.4 18.740.3 28.7+0.3
MTT [4] 6.2+0.4 17.3+0.2 26.5+0.3
IDM [70] 10.1£0.2 21.9+0.6 26.9+0.2
IDM with HDD 11.9+0.2 22.4+0.3 27.84+0.3
Whole Dataset 37.6+0.6

We compare IDM with HDD against DC [69] , DSA [67]], DataDAM [47], MTT [4], and IDM [70]
on TinyImageNet, as shown in Table[9] Our method achieves superior performance at both IPC = 1
and IPC = 10. Furthermore, compared to IDM, IDM with HDD demonstrates improvements of 1.8%,
0.5%, and 0.9% at IPC = 1, IPC = 10, and IPC = 50, respectively.

J Experiments on an Alternative Hybrid Architecture (DSDM)

We evaluated the performance of HDD on the hybrid architecture DSDM [35] using the CIFAR-10
dataset. As shown in Table[I0} when IPC = 1, DSDM with HDD achieved a 2.6% performance gain
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compared to the original DSDM; when IPC = 10, DSDM with HDD showed an improvement of
0.8%.

Table 10: Accuracy comparison of DSDM with/without HDD.

Method IPC  Accuracy (%)
DSDM 1 43.8£0.2
DSDM with HDD 1 464 + 0.3
DSDM 10 65.8+0.3
DSDM with HDD 10 66.6 + 0.4
DSDM 50 75.8 £0.2

DSDM with HDD 50 76.0 + 0.2

K Visualization of Distilled Images

We showcased a portion of the synthetic dataset distilled through HDD. Figure [3] displays the
FashionMNIST samples synthesized using the DM with HDD at IPC = 50, while Figure 6] shows
the analogous SVHN outputs under identical conditions. Figures 3 and 4 correspond to CIFAR-10:
Figure|7|(a) and (b) depict the IDM with HDD results at IPC = 1 and IPC = 10, respectively, and
Figure [8|demonstrates the IPC = 50 case. Figure [0]extends this analysis to CIFAR-100, presenting
IDM with HDD distillations at IPC = 1 (a), IPC = 10 (b), and IPC = 50 (c). Finally, Figure [T0]
illustrates the ImageWoof distilled samples obtained via the Dance with HDD at IPC = 1 (a) and IPC
=10 (b).

}bll 91
Figure 6: The distilled images of SVHN with IPC = 50 using DM with HDD.
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Figure 7: The distilled images of CIFAR-10 with IPC = 1 (a) and IPC = 10 (b) using IDM with HDD.
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Figure 9: The distilled images of CIFAR-100 with IPC =1 (a), IPC = 10 (b), and IPC = 50 (c) using
IDM with HDD.
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Figure 10: The distilled images of ImageWoof with IPC = 1 (a) and IPC = 10 (b) using Dance with
HDD.
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