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Abstract

Large Language Models (LLMs) have become001
increasingly popular due to their ability to pro-002
cess and generate natural language. However,003
as they are trained on massive datasets of text,004
LLMs can inherit harmful biases and produce005
outputs that are not aligned with human val-006
ues. This paper studies two main approaches007
to LLM alignment: Reinforcement Learning008
with Human Feedback (RLHF) and contrastive009
learning-based methods like Direct Preference010
Optimization (DPO). By analyzing the stability011
and robustness of RLHF and DPO, we pro-012
pose MPO (Mixed Preference Optimization),013
a novel method that mitigates the weaknesses014
of both approaches. Specifically, we propose a015
two-stage training procedure: first train DPO016
on an easy dataset, and then perform RLHF017
on a difficult set with DPO model being the018
reference model. Here, the easy and difficult019
sets are constructed by a well-trained reward020
model that splits response pairs into those with021
large gaps of reward (easy), and those with022
small gaps (difficult). The first stage allows023
us to obtain a relatively optimal policy (LLM)024
model quickly, whereas the second stage re-025
fines LLM with online RLHF, thus mitigating026
the distribution shift issue associated with DPO.027
Experiments are conducted on two public align-028
ment datasets, namely HH-RLHF and TLDR,029
demonstrating the effectiveness of MPO, both030
in terms of GPT4 and human evaluation.031

1 Introduction032

LLMs (Large Language Models) (Achiam et al.,033

2023; Chowdhery et al., 2023; Touvron et al.,034

2023a,b; Chiang et al., 2023; Taori et al., 2023)035

have recently demonstrated their strong language036

capabilities from text understanding and summa-037

rization to generation, all thanks to their pre-038

training on extensively large datasets. However, as039

the pre-training only aims to predict the next token,040

LLMs may not closely follow human instructions.041

Moreover, since it is difficult to completely filter042

Figure 1: Comparing a RL-based Method (e.g. RLHF)
with a Contrastive-learning based Method (e.g DPO).

out harmful content from the vast amount of pre- 043

trained data, LLMs may learn to produce outputs 044

that are not aligned with human values. Training 045

with human preference data (or alignment), there- 046

fore, becomes essential for the success of LLMs 047

as being shown in the case of ChatGPT (Stiennon 048

et al., 2020; Rafailov et al., 2023; Bai et al., 2022; 049

Sun et al., 2023; Ziegler et al., 2019; Christiano 050

et al., 2017; Dong et al., 2023) 051

Currently, there exist two main approaches to 052

LLMs alignment: those that are based on Rein- 053

forcement Learning such as RLHF (Reinforcement- 054

Learning with Human Feedbacks) (Stiennon et al., 055

2020), and those based on contrastive learning such 056

as DPO (Rafailov et al., 2023). RLHF has been 057

successfully applied to ChatGPT and contains three 058

main steps: 1) Supervised Finetuning (SFT) LLMs 059

using an instruction-following dataset; 2) Training 060

a reward model that assigns a higher reward for 061

human preferred completions given an instruction; 062

3) Reinforcement learning using Proximal Prefer- 063

ence Optimization (PPO)(Schulman et al., 2017), 064

of which sampling from the targeted LLMs (for 065

alignment) and labeling with the reward model are 066

two essential components. Recently, contrastive 067

learning based methods (such as DPO) are intro- 068
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Figure 2: Left: Precision of the Reward Model for
samples within different ranges of reward; Right: The
number of samples within different ranges of rewards.

duce, replacing the second and third steps of RLHF069

by directly tuning LLMs on the preference data. In070

other words, we ignore the reward modeling and071

sampling, thus simplifying the process greatly. The072

comparison between RLHF and DPO is demon-073

strated in Figure 1, where we skip the SFT stage.074

Both RLHF (and other RL-based methods) and075

DPO (and its contrastive-learning based variants)076

have their own disadvantages. On one hand, RLHF077

is complicated, difficult to train and requires in-078

tensive memory usage. In order to train RLHF079

more effectively, researchers constrain the search080

space of LLM by minimizing the KL divergence of081

the LLM and a reference model (its SFT version).082

However, as the reference model (being SFT) is083

suboptimal, the exploration of PPO is limited to a084

suboptimal region. On the other hand, DPO and085

other contrastive learning methods may suffer from086

the issue of distribution shift. Specifically, as we087

optimize the LLMs, the sample (completion) dis-088

tribution changes, thus not following the same dis-089

tribution as the one in the fixed preference data.090

Note that, RLHF can avoid this issue by collect-091

ing more samples and assigning new labels with092

the reward model during training (see Figure 1).093

Additionally, as contrastive-learning methods are094

directly trained on the preference data, they might095

be more susceptible to noises caused by response096

pairs with similar qualities in the dataset. Although097

reward model training in RLHF suffers from the098

same issue, the explicit scores from the reward099

model allow us to judge if a completion pair (for a100

given instruction) might be noisy. For instance, Fig-101

ure 2 (b) shows that more than 50% sample pairs102

in HH-RLHF dataset exhibit the reward difference103

within the range of [0-1], illustrating that this is104

a common issue. Figure 2 (a) shows that these105

sample pairs are difficult to be distinguished. This106

is because the smaller difference in reward scores 107

leads to lower accuracy in preference prediction. 108

With such considerations, we design Mixed 109

Preference Optimization (or MPO) to take the 110

benefits of both worlds, while mitigating their 111

disadvantages. Our method is based on two simple 112

ideas: data selection and enhanced reference 113

model. First, the reward model is exploited 114

to split the preference dataset into two sets: 115

De of easy prompts and Dh of hard prompts. 116

Second, we introduce a new curriculum training 117

procedure including 2 training stages: 1) a DPO 118

model is first trained on the easy set to obtain 119

an effective alignment model more quickly; and 120

2) a PPO model is trained on the difficult set. 121

During the PPO training phase, we use DPO as 122

the reference model rather than the SFT model 123

as in vanilla PPO, allowing us to train PPO 124

more effectively. In addition, as PPO is ex- 125

ploited in the later phase, we avoid the distribution 126

shift. Our contributions are summarized as follows: 127

128

• We empirically show that data quality is essen- 129

tial for both DPO and PPO training, whereas 130

data quality is correlated to the difference in 131

the reward scores obtained from the reward 132

model in RLHF. We, therefore, develop a sim- 133

ple yet effective data selection method to han- 134

dle the label inaccuracy problem, thus improv- 135

ing DPO even with smaller set of data. 136

• We propose MPO, which starts from DPO 137

model then trains LLM using PPO. Here, PPO 138

is trained with a KL-divergence constraint that 139

keep the optimal LLM model close to a well- 140

trained DPO model. Such design facilitates ef- 141

fective training compared to the vanilla PPO. 142

• The empirical results on two public datasets 143

validate our method effectiveness. Specifi- 144

cally MPO obtain superior performance com- 145

pared to DPO and PPO accoding to both auto- 146

matic evaluation methods (reward-based/GPT- 147

based evaluations) and human evaluation. 148

2 Related Work 149

Reinforcement Learning From Human Feed- 150

back (RLHF) has emerged as a powerful tool 151

for enhancing text generation across various do- 152

mains, including summarization (Stiennon et al., 153

2020; Böhm et al., 2019), dialogue generation (Yi 154
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et al., 2019; Hancock et al., 2019), and story gener-155

ation (Zhou and Xu, 2020).156

Pioneering work like Askell et al. (2021) ex-157

plored general language assistant alignment using158

RLHF, while Bai et al. (2022) introduced the popu-159

lar HH-RLHF dataset for dialogue assistants. Sub-160

sequently, Ouyang et al. (2022) introduced Instruct-161

GPT that utilizes human feedback to train large162

language models like GPT-3 (Mann et al., 2020),163

setting the foundation for ChatGPT and GPT-4164

(Achiam et al., 2023). This success has established165

RLHF as a cornerstone of LLM alignment, playing166

a crucial role in shaping these models to be more167

beneficial. Unfortunately, RLHF is complicated,168

unstable and rather difficult to train.169

Contrastive Learning based Alignment Sev-170

eral promising methods based on contrastive learn-171

ing have been introduced for aligning LLMs with172

human values. DPO (Rafailov et al., 2023) theo-173

retically derives a contrastive learning loss func-174

tion from RLHF, demonstrating that LLM itself175

acts as an implicit reward model. This method of-176

fers improved stability and reduced training time177

compared to RLHF. Yuan et al. (2023) introduces178

RRHF that directly optimizes the policy model179

by maximizing the probability difference between180

chosen and rejected responses. It maintains the181

model’s instruction-following ability by combin-182

ing the contrastive loss with supervised fine-tuning.183

PRO (Song et al., 2023) utilizes list-wise loss,184

which is an improvement over the point-wise loss185

used in RRHF, to optimize the likelihood of the186

partial order of preference data. Calibrated Con-187

trastive Learning (Zhao et al., 2022, 2023) explores188

various contrastive and regularization losses for op-189

timizing performance. These diverse approaches190

highlight the potential of contrastive learning for191

effectively aligning LLMs with human preferences,192

suggesting an efficient alternative to RLHF.193

One significant challenge faced by contrastive194

learning alignment methods is the issue of distri-195

bution shift. Since offline data might be collected196

through a policy that is different from the optimal197

LLM, the data distribution shift issue may prevent198

us from training an optimal policy. SLiC (Zhao199

et al., 2023) addresses this issue by sample-and-200

rank, a two-step approach: 1) Sampling: Responses201

are first generated from a Supervised Fine-tuning202

(SFT) model; 2) Ranking: A reward model then203

ranks these responses to create new preference data204

that better aligns with the targeted LLM policy.205

Figure 3: MPO architecture: dataset De is obtained by
selecting the higher score difference of data pair than a
predefined threshold.

Recently, Liu et al. (2023) proposed RSO, which 206

directly estimates the data distribution through sta- 207

tistical rejection sampling, leading to improved 208

alignment. Despite the progress, such methods 209

are still not as effective as online RL at handling 210

the distribution shift issue. 211

MPO vs Previous Studies Our proposed method, 212

Mixed Preference Optimization (MPO), is different 213

from existing approaches in several aspects. First, 214

MPO strategically combines the strengths of DPO 215

and PPO, while trying to mitigate their respective 216

limitations. Similar to PPO, MPO can effectively 217

handle the distribution shift issue. Unlike vanilla 218

PPO, however, MPO exploits the well-trained DPO 219

model as a reference during online RL stage, en- 220

abling more effective online training. As DPO is 221

simple to be trained, we ensure that MPO remains 222

no more expensive than training vanilla PPO. Sec- 223

ond, MPO utilizes a curriculum learning strategy, 224

thus facilitating more effective policy optimization 225

compared to traditional training strategies. 226

3 Methodology 227

Overview We assume that there exists a (prefer- 228

ence) dataset of tuples (x, yw, yl), where x, yw, yl 229

are a prompt and two corresponding completions. 230

Here, yw is preferred to yl according to human an- 231

notators. The preference data is used to train a 232

reward model similar to RLHF. We use the reward 233

model to split preference data into easy prompts 234

and difficult prompts. We then conduct a two stage 235

training: 1) train DPO on the easy set to get πDPO; 236

2) train PPO on the hard set and use πPPO as the 237

reference model. Our training strategy (referred 238

to as Mixed Preference Optimization, or MPO) is 239
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depicted in Figure 3. More detailed information240

about our training process is as follows.241

3.1 Reward Modeling and Data Selection242

Reward Modeling Let D = {(x(i), y(i)w , y
(i)
l )}243

denote the preference data. We follow Rafailov244

et al. (2023); Stiennon et al. (2020) and assume245

that there exists a latent reward model r∗(x, y) that246

assigns higher score for preferred completion y.247

The human preference distribution p∗ can be mod-248

eled with Bradley-Terry (BT) model as follows:249

p∗(y1 ≻ y2|x) =
exp r∗(x, y1)

exp r∗(x, y1) + exp r∗(x, y2)
250

We can approximate r∗(x, y) with a (parameter-251

ized) reward model rϕ(x, y) where ϕ is the model252

parameters. Based on the preference dataset D, we253

can estimate the reward model by minimizing the254

negative log-likelihood loss as follows:255

−E(x,yw,yl)∼D[log σ(rϕ(x, yw)− rϕ(x, yl)]256

Reward-based Data Selection Similar to DPO257

and RLHF, MPO assumes that there exists a super-258

vised finetuning model of a targeted LLM, which259

is referred to as πSFT hereafter. We then present260

the SFT model with prompts from the preference261

dataset (x ∼ D) to collect the corresponding pairs262

of completion (y1, y2) ∼ πSFT (x). The well-263

trained reward model rϕ is subsequently used to264

assign scores for the sampled completions. We265

then calculate the score difference between the two266

completions of the same prompt. Based on this267

difference, we partition the dataset into two distinct268

subsets using a threshold hyper-parameter θ: the269

easy dataset (De) and the hard one (Dh). Prompts270

with a score difference exceeding the threshold are271

categorized as “Easy,” while those with a differ-272

ence below or equal to the threshold are classified273

as “Hard.” The algorithm outlining this data selec-274

tion process is detailed in Algorithm 1.275

3.2 Two Stage Training276

Direct Preference Optimization (DPO) Follow-277

ing Rafailov et al. (2023), we can formalize a max-278

imum likelihood objective for a parameterized pol-279

icy πθ (or the targeted LLM) similar to the reward280

modeling method:281

−E(x,yw,yl)∼De [log σ(r̂θ(x, yw)− r̂θ(x, yl)]282

where r̂θ(x, y) = β log πθ(yw|x)
πSFT (yw|x) is the implicit283

reward defined by the policy model πθ, the ref-284

erence model πSFT and a constant scale β. By285

Algorithm 1: Reward-based Data Selection
input :The whole prompt dataset, x = D;

the SFT model πSFT ; the reward
model πϕ; threshold γ

output :Easy dataset De; Hard dataset Dh

1 De, Dh ← Empty Sets;
2 for i← 1 to len(D) do
3 out1, out2← Generate(πSFT , D[i]);
4 score1, score2←

πϕ(D[i], out1, out2);
5 if score2 > score1 then
6 out1, out2 = out2, out1;
7 score1, score2 = score2, score1;
8 if |score1 - score2| > θ then
9 De ← De ∪ {(D[i], out1, out2)};

10 else
11 Dh ← Dh ∪ {(D[i], out1, out2)};
12 return De, Dh;

exploiting the LLM as the implicit reward model, 286

DPO avoids the reward modeling and the RL train- 287

ing stage. As a result, DPO training is simple and 288

converges quickly. Unlike the original DPO, how- 289

ever, MPO only optimizes the policy model with 290

DPO on the easy set De. The reason for such de- 291

sign choice is demonstrated in Section 3.3. In the 292

following, we refer to the policy obtained after 293

DPO training as πDPO. 294

Proximal Policy Optimization During the on- 295

line RL phase, we optimize the policy model πθ 296

with the following optimization problem: 297

max
πθ

Ex∼Dh,y∼πθ(y|x){rϕ(x, y)− 298

βDKL[πθ(y|x)||πDPO(y|x)]} (1) 299

where rϕ(x, y) is the trained reward model ob- 300

tained from Section 3.1. As online RL samples 301

completion from the current policy (y ∼ πθ(y|x)), 302

RL training can mitigate the distribution shift issue. 303

Our RL training phase differs from the one 304

in RLHF (Stiennon et al., 2020) in two aspects. 305

Firstly, the second term in the RL optimization 306

is the KL-divergence between the current policy 307

model and the one obtained from DPO training 308

phase, πDPO. Additionally, unlike RLHF, we 309

do not search the optimal policy in the trust re- 310

gion around πSFT , but around πDPO. The KL 311

divergence ensures that the trained policy will not 312

drift too far away the DPO model, which has been 313

aligned to some extent. Secondly, the expectation 314
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is measured over the pairs of (prompt, completion)315

where the prompt is sampled from Dh, not from316

the whole set of prompts. Intuitively, we assume317

that DPO can help align cases with “easy” prompts,318

and the exploration in online RL can help discover319

“novel” solution (LLM parameters) for aligning320

“hard” prompts better.321

3.3 Why Mixed Preference Optimization?322

MPO employs a curriculum learning approach,323

training the policy on progressively more challeng-324

ing samples: starting with DPO on “easy” and mov-325

ing to PPO on “difficult” set. This targeted guid-326

ance facilitates more effective and efficient training327

compared to traditional methods. In the follow-328

ing steps, we present the empirical analysis that329

motivates us to design such training pipeline. Our330

analysis is conducted on HH-RLHF dataset (see331

Section 4 for more details). We compare the reward332

scores of DPO and PPO when they are trained on333

the easy set and the difficult set in comparison with334

the corresponding models trained on the whole335

dataset, which includes both the easy and hard sam-336

ples with a total of 80K samples. Note that DPO337

and PPO models are trained independently here,338

unlike in MPO. We consider two values for the339

threshold γ: γ = 1.0 and γ = 2.0. When γ = 2.0,340

the easy and hard set have the same size of 40K341

prompts. In contrast, when γ = 1.0, the easy and342

hard set respectively contain 20K and 60K prompts.343

The reward results of different models for the same344

test set are presented in Figure 4, where the main345

findings are two-fold:346

• Both DPO and PPO can be trained more ef-347

fectively on the easy set. Particularly, with348

only 20K dataset (De when γ = 1.0), DPO349

obtains the reward score of 1.907, which is350

higher than the reward (1.859) obtained by351

DPO trained on the whole dataset (80K).352

• PPO may benefit from including more train-353

ing prompts even difficult ones, whereas DPO354

may not. This can be seen from the fact355

that PPO trained on 80K samples outperforms356

PPO models trained on the easy set. On the357

other hand, DPO performance deteriorates358

when considering the hard set: DPO trained359

on the full dataset is inferior to DPO trained on360

easy set. One possible explanation is that the361

hard set may contain noisy samples, and DPO362

is more susceptible to such noises. Here, noise363
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Figure 4: The performance of DPO and PPO when
being trained with different sets. Here, the easy and
hard set are split with different thresholds: (a) γ = 1.0
and (b) γ = 2.0

arises when humans evaluate completions of 364

similar qualities, or equivalently samples with 365

small difference in their reward scores. 366

4 Experiments 367

Datasets We conduct our experiments on two 368

public datasets, one is Human Preference Data 369

about Helpfulness and Harmlessness, i.e., HH- 370

RLHF (Bai et al., 2022), and the other is the Red- 371

dit TL;DR summarization dataset (Stiennon et al., 372

2020). For HH-RLHF dataset, we use two subsets, 373

Helpfulbase and Harmlessbase. For TLDR dataset, 374

it contains a separate SFT data DSFT and a human 375

preference set DHF . We use the full SFT data for 376

SFT training, and combine the train and valida- 377

tion datasets to form the new training dataset for 378

alignment (DPO, PPO or MPO). The TLDR-SFT 379

test set is used for evaluation of alignment meth- 380

ods. The statistics of the experiment datasets are 381

summarized in Table 1. 382

Compared Methods and Implementation De- 383

tails We compare MPO to DPO and PPO, in 384

which DPO and PPO are trained on the full dataset. 385

In addition, we test DPO-base, which train the 386

policy model from the fixed preference datasets 387
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Datasets Train Test

HH-RLHF-helpful-base 43774 2352
HH-RLHF-harmless-base 42537 2312

HH-RLHF-total 86311 4664

TLDR-SFT 116722 6553
TLDR-Preference 178944 6553

Table 1: Statistics of preference datasets

Datasets Accuracy

HH-RLHF 73%
TLDR 78%

Table 2: The accuracy of Test data of reward model. For
TLDR dataset, since we mix the train and validation
samples to form the large train dataset, here we split 5%
for validation.

without resampling completions with πSFT . Note388

that although MPO trains in two-stages, the total389

amount of training dataset is the same as in DPO390

and PPO. For all experiments, we use LLAMA-391

2-7B (Touvron et al., 2023a) as our base model.392

During SFT training, we use the chosen response393

as model’s output for HH-RLHF dataset. Because394

TL;DR dataset has high quality SFT data, we use395

this data for SFT training. We implement our PPO396

training using DeepSpeedChat1. We implement397

DPO algorithm by ourselves. All parameters are398

listed in the Appendix A.1.399

Reward Modeling For reward model training,400

we split 5% of train dataset for validation. The401

accuracy of our reward model on separated test sets402

are listed in Table 2. We achieve 73% accuracy403

on HH-RLHF and 78% for TLDR. These results404

are in line with the previous study by (Bai et al.,405

2022). Additionally, our results indicate that the406

TLDR dataset is of higher quality compared the407

HH-RLHF dataset. This also aligns with the con-408

clusion from (Bai et al., 2022).409

Evaluation Following (Song et al., 2023), we410

compare different alignment methods on three411

evaluation metrics: 1) Reward-based evaluation412

where the reward scores given by the reward model413

rϕ(x, y) are used for comparison; 2) GPT4 evalua-414

tion; and 3) Human evaluation.415

1https://github.com/microsoft/
DeepSpeedExamples/applications/
DeepSpeed-Chat

Datasets Model Reward

H
H

-R
L

H
F SFT 0.938

DPO-base 1.499
DPO 1.859
PPO 2.513

MPO (γ = 2) 2.22
MPO (γ = 1) 2.801

T
L

D
R

SFT 1.108
DPO-base 2.911

DPO 2.816
PPO 3.460

MPO (γ = 2) 3.569
MPO (γ = 1) 3.784

Table 3: Main Experiment results, v1 and v2 means
the two variant of data selection threshold, which are
1.0/2.0 respectively.

4.1 Main Results 416

Reward-based Evaluation The reward scores of 417

compared methods are presented in Table 3, where 418

the findings are three-folds. First, preference op- 419

timization, either with DPO, PPO or MPO, are 420

essential to improve the quality of LLMs. Sec- 421

ond, the fact that DPO is better than DPO-base 422

illustrates that sampling from models closer to the 423

optimal policy helps mitigate the distribution shift. 424

Note that DPO-base is trained on the previously col- 425

lected preference data instead of sampling from the 426

SFT model as in DPO. Third, MPO outperforms 427

DPO and PPO on both datasets, demonstrating the 428

effectiveness of our method. In addition, MPO 429

(γ = 1) is better than MPO (γ = 2), demonstrating 430

that it is important to select high quality data for 431

initial training stage (DPO training). 432

GPT-4 Evaluation Following (Sun et al., 2023), 433

we use a prompt to ask the GPT4-Turbo2 to assign a 434

score in the range of [0,10], that reflects the quality 435

of response. We then calculate the Win/Tie/Lose 436

ratios for two models, MPO (γ = 1) and PPO. 437

Our prompt used in the evaluation can be found in 438

Appendix A.2. The results are shown in Table 4, 439

demonstrating the effectiveness of our method. For 440

instance, MPO winrate is 38.6%, higher than that 441

of PPO of 22.4% on HH-RLHF dataset. 442

Human Evaluation We conduct human evalua- 443

tion following the approach outlined in (Song et al., 444

2https://platform.openai.com/docs/
models/gpt-4-and-gpt-4-turbo
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MPO (γ = 1.0) vs PPO

Datasets Win Tie Lose

HH-RLHF 38.6% 39.0% 22.4%
TLDR 64.0% 26.2% 9.4%

Table 4: The GPT4 evaluation results for MPO vs PPO.

MPO (γ = 1.0) vs PPO

Category Win Tie Lose Kappa

Helpful 62.0% 19.3% 18.7% 0.55
Harmless 16.0% 78.0% 6.0% 0.52

Table 5: We conduct human evaluation on HH-RLHF
dataset between MPO (γ = 2) and PPO on 50 samples
from each of the two categories (Helpful and Harmless).
Here, Kappa indicates Fleiss Kappa coefficient

2023). Our evaluation is conducted on 100 samples445

from the HH-RLHF dataset, including 50 samples446

from Helpful subset and 50 from Harmless sub-447

set. Each sample set was assessed by three domain448

experts in a double-blind manner. The evaluation449

results were then aggregated to calculate the aver-450

age Win/Tie/Lose ratios.451

As demonstrated in Table 5, the performance of452

MPO exhibits a clear advantage in terms of help-453

ful prompts. Specifically, the winrate of MPO is454

62%, which is much larger than the winrate of455

PPO (18.7%). When it comes to harmless prompts,456

MPO only shows a slightly stronger performance457

compared to PPO. One possible explanation for458

this observation is that the responses for harmless459

prompts in the dataset tend to be more conservative460

(Bai et al., 2022; Touvron et al., 2023a), such as461

“I’m sorry” or “I don’t know,” which in turn limits462

the space for model improvement.463

To further enhance the credibility of our evalu-464

ation, we measured Kappa score (Fleiss, 1971), a465

measure of inter-annotator agreement. Our Kappa466

score indicates a moderate to substantial level of467

agreement among our annotators. This reinforces468

the reliability of our findings and suggests a consis-469

tent evaluation process among the experts involved.470

4.2 Ablation Study471

Training Order in MPO To verify the curricu-472

lum learning strategy, we rearrange the two-stage473

training process of MPO as follows: 1) We first474

train PPO model on Dh to obtain πPPO; 2) We use475

πPPO to facilitate the warm-up of the DPO training476

Models Reward

MPO 2.80
PPO 2.513
MPO-reverse 2.32
MPO-sft-kl 1.915
MPO-reverse-sft 1.88

Table 6: We test the key components of MPO. Here “re-
verse” means we reverse the order of two stage training.
“Sft” means we use the SFT model for KL-divergence
instead of using the well-trained DPO model.

on De. This model is refereed to as MPO-reverse. 477

The experiment is conducted on HH-RLHF dataset. 478

The results can be seen in Table 6, where results of 479

PPO and MPO are replicated for cross-reference. 480

It is observable that when we reverse the order 481

of the two stages, the model’s performance dete- 482

riorates, even performing worse than PPO. This 483

suggests that curriculum learning plays a crucial 484

role in enhancing the training of MPO. Further- 485

more, the well-trained DPO model is proven to be 486

an effective initialization model for reinforcement 487

training, not the other way around. 488

The Role of the Reference Model Besides two- 489

stage training, a significant difference between PPO 490

in MPO and the original PPO is that we calculate 491

KL divergence based on DPO model rather than 492

SFT model. To deeper our understanding on the 493

role of the reference model, we replace the con- 494

straint in MPO reinforcement learning stage with 495

KL-divergence between the policy model and the 496

SFT model. We do the similar thing with MPO- 497

reverse for more evidences. The results can be 498

observed in the last two rows of Table 6. Remark- 499

ably, when we substitute the reference model in RL 500

training of MPO, the model performance deterio- 501

rates, with a significant drop of nearly 1.0 in terms 502

of reward scores (see MPO vs MPO-sft-kl in Ta- 503

ble 6), making MPO-sft-kl is even worse than PPO. 504

Similar observation is observed in the MPO-reverse 505

version (MPO-revserse vs MPO-reverse-kl). These 506

experiments demonstrate the critical importance of 507

a better reference model for PPO training. 508

5 Case Studies 509

To gain more insights into the model’s performance, 510

we showcase one example from each dataset in Fig- 511

ure 7 and 8. The selected examples demonstrate the 512

notable advancements of our MPO model over the 513
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Instruction: Can you tell me how to make a great Italian sub sandwich?

DPO: Sure, I can tell you how to make a great Italian sub sandwich. First, you’ll want to start by preparing the bread. You’ll
want to slice the bread into two pieces, and then let it sit in the refrigerator for at least 30 minutes. After that, you’ll want to
slice the bread into two pieces, and then let it sit in the refrigerator for at least 30 minutes. After that, you’ll want to slice the
bread into two pieces, and then let it sit in

PPO: Sure, here are some ingredients you’ll need to make a great Italian sub sandwich: 1. Slices of bread 2. Slices of ham 3.
Slices of cheese 4. Tomatoes 5. Basil leaves 6. Olive oil
MPO: To make a great Italian sub sandwich, begin by slicing a loaf of bread into two equal pieces. Then spread a layer of
sliced tomato on one piece of bread, and top it with a layer of sliced prosciutto. Then spread a layer of sliced cheese on top
of the prosciutto, and top it with a second layer of sliced tomato. Finally, top the sandwich with a layer of sliced onions.

Table 7: Sample outputs of three models: DPO, PPO and MPO models on HH-RLHF dataset.

Instruction: TITLE: Being forced to be Catholic...what to do? POST: About two or three months ago, my mom divorced
my dad and he moved out. The relationship had been bad for many years, so no suprise there (sadness, but no suprise). A
coupla weeks later, her boyfriend, who she had been “just friends” with when she was still married to my dad, moved in. He
is a devout Catholic, has been going to Mass every day for forty something years. Ever since he moved in, she’s been going
with him. Now, I have school, so I can’t go every day, but she still insists that I go every weekend and go through all the
rituals and shit, including getting a blessing from the priest EVERY SINGLE TIME. In addition to that, she signs me up for
all kinds of Catholic clubs and activities without asking me, to the point I’m spending much more time at the parish than
desirable. Normally, I’m a go-along-to-get-along guy, but this is beginning to get on my nerves. I’m not really sure I’m an
atheist, but I’ve never really bought this whole Christianity thing either, I’ve just pretended to believe in it to keep my parents
from coming down on my like a shit-ton of bricks.So reddit, should I tell her I’m sick of this shit? Or should I keep putting
up with it until I can move out?

DPO: Being forced to be Catholic by my mom’s new boyfriend’s insistence, should I tell her I’m sick of it? Or keep putting
up with it until I can move out?

PPO: My mom moved in with her new Catholic boyfriend who insists that I go to Mass every weekend and take part in all
kinds of Catholic activities. Should I tell her I’m sick of this shit or keep putting up with it until I can move out?

MPO: Since my mom’s new boyfriend is Catholic, she’s forcing me to go to Mass every weekend and join Catholic clubs.
I’m not really into religion, should I tell her I’m sick of it? Or keep going until I can move out?

Table 8: Sample outputs of DPO, PPO and MPO models on TLDR dataset.

compared models. Specifically, in the HH-RLHF514

dataset, MPO stands out by offering comprehensive515

instructions and listing the necessary ingredients516

for making sandwiches. PPO, on the other hand,517

only presents a list of raw materials without provid-518

ing any step-by-step guidance. Meanwhile, DPO’s519

responses tend to be repetitive and lack original-520

ity. Similarly, for the TLDR dataset, DPO and521

PPO make a factual mistake by stating that it is the522

“mother’s boyfriend” who forces the author to take523

part in Catholic activities, whereas it is actually the524

mother who insisted it. In contrast, MPO does not525

have this issue and produce summary with better526

language. More case studies are demonstrated in527

the Appendix for your referene.528

6 Conclusion529

This paper investigates the strengths and weak-530

nesses of two common alignment approaches: Di-531

rect Preference Optimization (DPO) and Proximal532

Policy Optimization (PPO). Specifically, we ana-533

lyze the importance of reference models in PPO534

training, the influence of data quality on both meth-535

ods, and DPO’s susceptibility to distribution shift.536

Inspired from these insights, we propose a novel 537

alignment method, namely Mixed Preference Opti- 538

mization (or MPO for short). 539

MPO relies on two main ideas. First, a sim- 540

ple reward-based mechanism identifies “Easy” and 541

“Hard” data points. Second, a two-stage training 542

procedure is proposed to mitigate the issues inher- 543

ent to PPO and DPO: The initial stage trains a DPO 544

model with “Easy” data, allowing us to obtain a rel- 545

atively optimal DPO model; the next stage refines 546

the LLM with PPO to address the distribution shift. 547

In addition, during PPO training, we exploit a KL- 548

divergence constraint between the policy model 549

and the trained DPO, enabling PPO to find policy 550

in the proximity of better reference model. 551

We conducted extensive experiments on two pub- 552

lic datasets, demonstrating that MPO outperforms 553

both PPO and DPO. Ablation studies further reveal 554

the positive impact of our reward-based data selec- 555

tion and the “curriculum-style” two-stage training. 556

These results solidify MPO’s effectiveness in align- 557

ment research. 558
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Limitations559

While our model’s training time falls between that560

of DPO and PPO, it is still a time-consuming pro-561

cess. Moreover, training our model necessitates a562

significant number of preferences on the dataset,563

which in turn requires substantial manual involve-564

ment.565

Ethics Statement566

Although our model has undergone an alignment567

process, it is important to note that, like other large568

models, there is still a possibility of it generating569

vulgar language, counterfactual information, or in-570

appropriate content. Therefore, it is crucial to exer-571

cise caution and carefully evaluate the authenticity572

and rationality of the generated content.573
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A Appendix708

A.1 Implementation Details709

In all our experiments, we employed eight NVIDIA710

A100 GPUs equipped with 80GB CUDA memory.711

For the HH-RLHF dataset, we consistently set the712

context length and answer length to 512. Similarly,713

for the TLDR dataset, the context length was fixed714

at 512, while the answer length was set to 128 for 715

all experiments. More hyper-parameters can be 716

found in Table 9.

Parameters HH-RLHF TLDR

SF
T

learning_rate 5e-5 5e-5 5e-5
per_device_train_batch_size 16 16

num_warmup_steps 500 500

R
M

learining_rate 5e-6 5e-6
per_device_train_batch_size 8 8

weight_decay 0.1 0.1
num_warmup_steps 500 500

D
PO

learning_rate 5e-6 5e-6
per_device_train_batch_size 2 4

weight_decay 0.1 0.1
β 0.1 0.1

gradient_accumulation_steps 8 8
num_warmup_steps 100 100

PP
O

per_device_train_batch_size 2 8
gradient_accumulation_steps 4 8

actor_lr 3e-6 1e-6
critic_lr 5e-6 3e-6

actor_weight_decay 0.1 0.1
critic_weight_decay 0.1 0.1
num_warmup_steps 100 100

init_kl_coef 0.4 0.1

Table 9: Hyper-parameters of MPO for four training
stages including supervised fine-tuning, reward model-
ing, DPO training and PPO training.

717

A.2 GPT evaluation 718

For GPT4 evaluation, we use the following prompt: 719

Prompt Please evaluate the quality of the re- 720

sponse according to the given instructions. Con- 721

sider 10 dimensions in your evaluation, with each 722

dimension worth 1 point. Provide a total score out 723

of 10 points. 724

1. Concise: The response should efficiently ad- 725

dress the task or answer the question, com- 726

municating the necessary information with 727

brevity and clarity. 728

2. Honest and Accurate: The AI must furnish 729

reliable and factual information, and candidly 730

disclose its limitations and the extent of its 731

knowledge. 732

3. Ethical: The AI should produce content that is 733

free from offensive, discriminatory, or harm- 734

ful material, and should not participate in or 735

endorse risky activities. 736

4. Natural and Fluent: The AI should employ 737

language that flows smoothly and is free from 738

repetitive or awkward constructs. 739
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5. Specific: The AI response should be directly740

pertinent to the query, addressing the particu-741

lar subject in the instruction explicitly.742

6. Educational and Engaging: The AI’s re-743

sponses should be enriched with accurate, rel-744

evant, and current information, serving to ed-745

ucate while keeping the user engaged.746

7. Methodical: The AI should employ a struc-747

tured approach when providing solutions, pre-748

senting logical and step-by-step explanation749

before arriving at a conclusion.750

8. Multilingual: The AI should be capable of751

conversing in the language used by the user,752

for instance, replying in Chinese if the query753

is in Chinese.754

9. Creative: The AI should be adept at gener-755

ating original content, such as poems, sto-756

ries, code, essays, songs, parodies, summaries,757

translations, and more.758

10. Comprehensive: The AI should offer exten-759

sive and relevant details to ensure a thorough760

and in-depth response. It should impartially761

and extensively present arguments from di-762

verse perspectives when dealing with con-763

tentious topics.764

Please provide the quality score for the first765

response and explain the reasons for obtaining the766

score. Then do the same for the second response.767

If the answer is not related to the question, please768

give a score of 0.769

770

Output format771

Response 1 Quality Score: x772

Explanation: xxx773

Response 2 Quality Score: x Explanation: xxx774

Instruction[Instruction]775

Response 1[Response1]776

Response 2[Response2]777

778

A.3 Demonstration779

This section provides more studies as the supple-780

mentary for Section 5 in the main text.781

A.4 Sample Outputs from HH-RLHF Dataset782

Instruction 1: I’m trying to learn more about783

Ludwig van Beethoven, can you provide me some784

details about him?785

DPO: Beethoven was born in Bonn, Germany in 786

1770. 787

PPO: Sure, Beethoven was a German composer 788

who lived from 1770 to 1827. He is considered one 789

of the greatest composers of all time. MPO: Lud- 790

wig van Beethoven was a German composer. He 791

was one of the most important composers of classi- 792

cal music. He lived from 1770 to 1827. Beethoven 793

was deaf, but he continued to write music. He is 794

one of the greatest composers of all time. 795

Instruction 2: How do I get rid of a tickle in the 796

throat? 797

DPO: A tickle in the throat is a symptom of a cold 798

or the flu. If it’s a cold, it’ll go away on its own 799

after a few days. If it’s the flu, it’ll last for about a 800

week. 801

PPO: You can try drinking plenty of water, and also 802

taking some dehydrated cough drops or lozenges. 803

You can also try taking some over-the-counter 804

medicine like Tylenol, Advil, or Aleve. 805

MPO: There are many ways to get rid of a tickle in 806

the throat. One way is to drink some hot tea with 807

honey, or to gargle with warm salt water. Another 808

way is to take some over-the-counter cough drops 809

or lozenges. 810

Instruction 3: What are some good Nintendo 64 811

games for kids? Assistant: There’s quite a few 812

good N64 games for kids. I could recommend 813

Blast Corps, Banjo Kazooie, Rayman, Banjo Tooie, 814

Goldeneye 007, and Super Mario 64. If you want 815

something shorter, I also really like Mario Kart 64. 816

I find that I enjoy the single-player games most, 817

like Banjo Kazooie or Rayman, but there are also 818

many good multiplayer games, like Mario Kart 64, 819

Goldeneye 007, and Super Smash Bros. 64. What 820

do you think? Human: I like Rayman, Super Mario 821

64. Mario Kart 64 was also super fun. Assistant: 822

DPO: Cool, I’m glad to hear it. I think you’ll really 823

like Super Mario 64, it’s a really good game. I also 824

really like Super Mario 64, it’s a really good game. 825

PPO: You might also want to check out The Poke- 826

mon Trading Cards Game, or Animal Crossing 64, 827

or Animal Crossing New Horizons on Nintendo 828

64. 829

MPO: Yes, Rayman, Super Mario 64, and Mario 830

Kart 64 are all great games for kids. They’re really 831

fun and easy to play, so they’re perfect for kids. 832

Instruction 4: how can i stay awake while driv- 833

ing at night? Assistant: Are you a driver in a coun- 834

try with good roads, good streetlights, and safe 835
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drivers, or not? Human: yes. Assistant:836

DPO: In that case, I’d recommend that you don’t837

drive at night. It’s much safer to drive during the838

day, when there’s more light and less traffic.839

PPO: You could try drinking plenty of water, and840

also drinking some caffeinated drinks like coffee,841

tea, or hot chocolate. You could also try a candy842

bar, or a granola bar, or energy bars.843

MPO: There are many ways to stay awake while844

driving at night. You could drink some caffeine,845

like coffee or tea. You could also listen to some846

music or a podcast. You could also take a short847

break every so often to stretch or get a drink of848

water. Another option is to use an alertness app on849

your phone, which can help you stay awake.850

Instruction 5: Can you explain what the role of851

white blood cells is? Assistant: A white blood cell852

is a cell that helps the body fight infections and853

other problems. It does this by eliminating foreign854

substances.Human: How does a white blood cell855

fight an infection? Assistant:856

DPO: A white blood cell is a cell that helps the857

body fight infections and other problems. It does858

this by eliminating foreign substances. White859

blood cells are also called leukocytes.860

PPO: A white blood cell fights an infection by861

releasing chemicals called cytokines, and also by862

attacking and killing bacteria and other foreign863

substances.864

MPO: A white blood cell fights an infection865

by killing bacteria, viruses, and other harmful866

substances. It does this by producing chemicals867

called cytokines, which alert the body to fight the868

infection. The white blood cell then releases these869

cytokines into the bloodstream, and they travel to870

the site of the infection. There, the cytokines fight871

the infection.872

873

A.5 Sample Outputs from TLDR Dataset874

Instruction 1: What’s a job on the Internet my875

disabled aunt can do for income? POST: Long876

story short, my aunt has never worked a real day in877

her life and is the black sheep of our family. She878

has a bad case of scoliosis she got when she was879

18 which resulted in multiple surgeries and the in-880

sertion of a steel rod into her back. She can’t really881

do anything physical and she was married to my882

(non-blood) uncle up until about 14 years ago. As a883

result, she doesn’t work and has little-to-no experi-884

ence. She has been living off my 84-year-old grand-885

mother for years now and has basically drained her 886

completely financially. She is a vegetarian and de- 887

mands on organic food and expensive makeup and 888

all kinds of pretentious bullshit. The entire family 889

hates her for this. My grandmother, god bless her, 890

isn’t going to be around forever and when she’s 891

gone, the jig is up. My grandmother pays for her 892

rent, utilities, car, gas - EVERYTHING. So my 893

question to you is this: what can my aunt do to 894

make money on the Internet? This is not some kind 895

of complicated launch a website and write everyday 896

kind of thing - she just won’t do it out of laziness. 897

I am thinking something along the lines of ChaCha 898

or even Amazon’s Mechanical Turk. Basically, I 899

want her to start bringing in SOME kind of income 900

so that she is not living entirely off my grandmother. 901

It will help relieve tensions in the family and will 902

put less of a financial strain on my grandmother. 903

DPO: My disabled aunt has never worked a day in 904

her life and lives off my grandmother. What’s a job 905

on the Internet she can do for income? 906

PPO: My disabled aunt is living off my grand- 907

mother for years. When she passes, she will have 908

no income. What’s a job on the Internet she can 909

do to bring in some money so she isn’t completely 910

dependent? 911

MPO: My disabled aunt has never worked a day 912

in her life and relies entirely on my grandmother 913

for financial support. I want her to start bringing 914

in some kind of income via the Internet so that the 915

strain on grandmother is lessened. Ideas? 916

Instruction 2: Please summarize the following 917

text:SUBREDDIT: r/relationships TITLE: Broke 918

up with my SO (19F), she won’t leave me (19M) 919

alone, constantly harassing/following me. What 920

can I do? POST: A brief back story: we started 921

dating my senior year of high school. I’m now 922

a sophomore in college (so about 2yr roughly to- 923

gether). She lives with an abusive family and I was 924

basically the only thing giving her hope. I suspect 925

she has bipolar or something like borderline per- 926

sonality disorder. The relationship started off fairly 927

well and we really clicked. Around a year in, she 928

started meddling with other guys. Mostly flirting 929

and a few kisses. This enraged me and I slowly 930

grew more and more dissatisfied. She would not let 931

me leave. Every time I tried she would beg me back 932

with a sob story Cut to this May. She cheats on me 933

again. This time, its full blown sex. Stupid me, I 934

forgive her and try to move on. A couple weeks 935

ago, I come to my senses and finally work up the 936
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urge to completely cut her off. I tell her we’re done.937

She flips the fuck out and cries, harasses me, calls938

constantly, texts non-stop. She even tried to kill939

herself and called me from the psych ward of a940

local hospital. She’s out and back to her crazy self.941

I have time where I’m not being berated by her. I942

just want her to move on and leave me alone. What943

can I do to make this happen? please ask me any944

questions that may help.TL;DR: Assistant:945

DPO: Broke up with girlfriend of 2 years, she’s946

crazy and won’t stop harassing me. I want her to947

leave me alone. What can I do?948

PPO: Broke up with girlfriend of 2 years. She is949

crazy and won’t stop harassing me to get back to-950

gether. I want her to move on and leave me alone.951

What can I do to make this happen?952

MPO: Broke up with my girlfriend of 2 years953

who has possible bipolar/personality disorder. She954

won’t stop harassing/following me and refuses to955

leave me alone. What can I do to get her to stop?956

Instruction 3: Please summarize the following957

text:SUBREDDIT: r/Advice TITLE: How do I talk958

to a girl I don’t know? POST: There’s a girl at959

my school, let’s call her backpack because I have960

no idea what her name is. I would stand outside961

the door waiting for my bus and she would stand962

outside them too and look at the door a lot, and963

I thought she would glance at me while doing so.964

After a few weeks of that happening, I decided I965

wanted to find out if she was actually glancing at966

me or just waiting for someone. I ended up finding967

that she was looking at me pretending to look at the968

door. Now I’ve seen her a lot since and I’ve been969

wanting to talk to her ever since I found out but970

I have really really low self confidence and a low971

self image since my ex, she abused me, lied and972

cheated on me and then promptly dumped me and973

started dating the guy she cheated on me with. I974

have no idea how to talk to this girl. I see her in the975

hallways for literally a few seconds as she’s walk-976

ing to her class but I don’t know what to say. What977

I thought about doing was is she usually is alone by978

herself at the buses, and I thought about going up to979

her and saying Ï saw you were standing by yourself,980

I thought I’d come over and keep you company -981

my name is ineedgirladvice, what’s yours?Ẅe have982

no friend connection with each other, no classes,983

nothing. I’ve told myself that I was going to do it984

everyday that I see her, but like I said my self image985

is horrible and every time I’m about to my brain986

decides to go Ÿou’re ugly and disgusting, there are987

better people out there.Ï’ve been diagnosed with 988

severe bipolar depression and it’s really hurting me 989

a lot trying to talk to her. TL;DR: Assistant: 990

DPO: There’s a girl at my school I want to talk to 991

but I have really low self confidence and I have no 992

idea how to go about it. I want to talk to her but I 993

don’t know how to go about it. 994

PPO: There’s a girl at my school I’ve been want- 995

ing to talk to, but I have really low self confidence 996

and bipolar depression and every time I’m about 997

to approach her my brain tells me Ÿou’re ugly and 998

disgusting, there are better people out there.Ḧow 999

do I approach her? 1000

MPO: There’s a girl at my school I’ve noticed look- 1001

ing at me sometimes, I want to talk to her but I have 1002

really low self confidence and my bipolar depres- 1003

sion keeps telling me that I’m ugly and disgusting. 1004

How do I talk to her? 1005
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