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Figure 1: Standard VLAs trained only on success data may produce infeasible trajectories. VINE
leverages both success and failure trajectories with a feasibility-aware Tree-of-Thoughts planner,
yielding more reliable executions.

Abstract: In this paper, we study how to improve the robustness of Vi-
sion–Language–Action (VLA) models by leveraging failure data. Existing VLAs
are often trained on successful demonstrations and make limited use of failures,
which can yield trajectories that appear plausible yet execute unreliably under
variations. We introduce VINE, a dual–system framework in which a Tree-of-
Thoughts planner (System2) is finetuned with both success and failure trajectories
to estimate reasoning-level feasibility, while a visuomotor controller (System1)
executes subgoal actions. Experiments on plug insertion show that incorporating
failure-aware value learning improves success rates, especially in unseen settings,
surpassing unified VLA baselines and few-shot VLM planners. Our results high-
light failure data as an essential yet underutilized resource for enhancing safety
and robustness in embodied reasoning.
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1 Introduction

Vision–Language–Action (VLA) models [1, 2, 3, 4, 5] map language and vision to robot actions,
offering a unified route from instruction following to control. To enhance the representation of
this mapping, recent work integrates chain-of-thought (CoT) prompting [6], exposing intermediate
descriptions—scene attributes, spatial relations, and candidate subgoals—before low-level execu-
tion [7, 8, 9, 10]. One of the remaining challenges is reliability: we need a robust agent that favors
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trajectories that remain stable under variation and avoids paths prone to failure. This motivates
failure-aware reasoning: we encourage to use of evidence from both successes and failures to bias
selection toward robust plans and away from paths that are prone to fail.

A crucial but often overlooked element in training VLAs is the use of failure data [11, 12, 13].
Robot datasets, especially those collected through human teleoperation, naturally include a substan-
tial number of failed attempts, such as unstable grasps, collisions, or incomplete trajectories. These
are typically discarded as noise, yet they carry essential information about infeasible transitions and
unsafe behaviors. Incorporating failures during training allows models to distinguish between suc-
cessful and unsuccessful strategies, improving both generalization and robustness. By learning not
only from what works but also from what fails, agents can better anticipate risky outcomes and avoid
repeating unsafe patterns at deployment.

The open question is how to inject this failure signal into the reasoning loop. We address this
by interpreting CoT for embodiment as a chain of language-described state transitions (state →
next-state). In this view, each thought is a hypothesis about how the scene will change if a subgoal
is attempted. Failure examples provide counterevidence: they mark transitions that tend to produce
collisions, unstable contacts, or unrecoverable poses. Training with both successes and failures
calibrates the model’s confidence over these hypothesized transitions, discouraging steps that are
linguistically plausible yet physically unlikely. Consequently, the chain privileges transitions that
are both interpretable in language and empirically likely to succeed.

To this end, we introduce VINE, Vision-language-action with INtegrated failure-aware rEasoning.
Our goal is not to design a new backbone; we focus on finetuning existing VLA models to endow
them with failure-aware reasoning. We adopt a dual-system design: System 1 predicts executable
action chunks, while System 2 builds and evaluates a tree of thought states. Unlike prior work that
relies only on successful trajectories, System 2 is finetuned with both success and failure data to
score candidate subgoals and enforce planning-level feasibility.

Our contributions are twofold. First, we introduce a dual-system framework in which System 2 uses
both success and failure data to enforce planning-level safety while System 1 executes grounded
actions. Third, we empirically demonstrate that incorporating failure-aware reasoning significantly
improves robustness and success rates on challenging manipulation tasks. Together, these results
highlight the importance of failure data as a unique and underutilized resource for enhancing the
reasoning capabilities of VLAs.

2 Related Work

Vision Language Action Models (VLA) Vision–Language–Action (VLA) models unify percep-
tion, language, and action through end-to-end learning [14, 15, 4, 16, 17, 18]. Recent advances in-
clude OpenVLA [5, 19] for scalable cross-embodiment training, π0 and π0.5[3, 2] with PaliGemma
backbones for continuous actions, and GR00T[1], DexVLA [20], and RDT–1B for dual-system,
diffusion, and large-scale designs. Yet, these models largely omit explicit reasoning to anticipate
failures or verify feasibility, motivating reasoning-augmented VLAs.

Reasoning in VLA Recent work augments VLAs with explicit reasoning to boost generaliza-
tion and interpretability: ECoT introduces multimodal textual traces and ECoT-Lite preserves most
gains with lower supervision [7, 8]. Other modalities include image-based subgoal prediction (CoT-
VLA) and structured affordance chains (CoA-VLA) [9, 10], alongside tighter plan–act coupling or
latent-plan reinforcement (OneTwoVLA, ThinkAct, MolmoAct) and hierarchical control (Hi-Robot)
[21, 22, 23, 24]. Despite these gains, most methods remain success-driven and underuse failure tra-
jectories; we instead exploit failure-aware reasoning to calibrate value and improve robustness.

Tree of Thoughts While CoT-based VLAs organize reasoning as a linear sequence of subgoals,
Tree-of-Thoughts (ToT) [25] casts it as searches over branching thought states. In practice, ToT
commonly leverages MCTS [26, 27, 28, 29], with nodes as partial reasoning states and rollouts
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estimating success. Recent work emphasizes value guidance—e.g., Liu et al. [30] shows that the
PPO-trained value model should guide decoding via MCTS (PPO-MCTS) to avoid prematurely
pruning useful candidates. For embodied agents, ToT enables evaluating alternative futures and
selecting safer actions, but it hinges on well-calibrated value estimates that success-only data cannot
provide. Failure trajectories supply essential negative evidence to separate feasible from infeasible
branches, making them critical for value learning.

3 Problem Formulation & Dataset

Objective. Given an imitation dataset D = (st, at, rt) consisting of multimodal states st (images
and proprioception), low–level actions at, and sparse rewards rt ∈ 0, 1 indicating whether the
trajectory reached a success set, our objective is to learn a policy πθ that maximizes the probability
of generating successful trajectories. Unlike conventional imitation learning, which often conditions
only on successful rollouts, we leverage both successful and failed trajectories to learn value–aware
reasoning that discriminates feasible subgoal sequences from those prone to failure.

For reasoning, we introduce an abstraction function ϕ : s 7→ n that maps concrete states s to
high–level nodes n (e.g., scene–graph snapshots or key images). Directed edges (ni, nj) represent
hypothesized subgoal transitions between abstract states. A candidate plan is thus a path z0:K =
(n0, e0, n1, . . . , nK) through this graph, starting from n0 = ϕ(s0) and ending at a terminal node nK .
We also define the reasoning–level feasibility of a path via the success–before–failure probability
with success/fail set G,F

Fail(z0:K) = Pr
(
terminate in F

∣∣ z0:K , ℓ
)
, Succ(z0:K) = 1− Fail(z0:K).

With the entrance-reward r(s, a, s′) = I{s′ ∈ G}, the undiscounted return equals the success indi-
cator, hence

Succ(z0:K) = Pr
(
terminate in G

∣∣ π) = Eπ

[∑
t≥0

rt

]
i.e., Succ is the value of the policy that follows z0:K .

Dataset. Our dataset is composed of human–demonstrated trajectories with both successful and
failed outcomes. Each trajectory in D includes: (i) raw streams (s0:T , a0:T−1, ℓ) and terminal r;
(ii) a subgoal segmentation {[tk, tk+1)}K−1

k=0 derived by a temporal heuristic based on gripper open
and close commands; (iii) Node–edge annotations. Each node is a 2D scene graph extracted at
subgoal boundary tk comprising: (a) the gripper’s image–plane position (projection of the measured
3D pose), (b) object bounding boxes proposed by GroundingDINO [31] and named/refined by the
multimodal LLM Gemini-2.5-flash [32], and (c) pairwise spatial relations between entities. Directed
edges connect consecutive subgoals k→k+1 (e.g., grasp-x/insert-x).

4 Proposed Method

We implement reasoning-level feasibility with a dual-system agent: System 2 (Reasoning and
Planning) explores the thought graph, proposes candidate reasoning paths, estimates their success
probabilities, and selects the most reasoning-safe plan; System 1 (Action Modeling) then executes
the next subgoal from the chosen plan with low-level actions

4.1 Architecture

Our agent has two coupled systems. System 2 operates on a thought graph T = (N , E) to propose
and score abstract plans (thought paths). System 1 is a visuomotor controller that executes the
selected subgoal chunk from the current node. Each planning cycle (i) builds a tree over T , (ii)
selects a leaf by success probability, then (iii) executes one subgoal and updates the current one with
the observation. To satisfy real-time requirements, the tree is constructed before execution.
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Figure 2: Overall pipeline. System 2 plans via tree-of-thoughts, predicting success values to select
the highest-value path (green). System 1 executes the chosen subgoal as action chunks with a done
signal. Both share a vision–language backbone with adapters.

We build on π0 [3] as a multimodal backbone that encodes (o, ℓ, a) into a unified token sequence. Be-
cause π0 targets action generation rather than text, we merge its shared layers with a PaliGemma [33]
language–vision trunk, yielding strong text generation for thought steps while preserving π0’s ac-
tion priors. Both systems add LoRA [34] adapters to this shared backbone. System 1 feeds adapted
features to (i) an action expert for low-level motor chunks and (ii) a done expert that detects subgoal
completion. System 2 uses (i) a language-modeling head to autoregress node/edge text and (ii) a
scalar value head to predict leaf success. This shares perception–language representations while
keeping reasoning and control decoupled.

4.2 System 2

System 2 instantiates Tree-of-Thoughts (ToT) with three components: (1) discrete thought steps
(nodes/edges), (2) candidate generation for nodes and edges, and (3) leaf evaluation by a value
function estimating success probability. Reasoning-level safety emerges by selecting the leaf with
the highest estimated probability of eventual success, avoiding risks of failure.

Thought steps. Reasoning steps k are distinct from execution time t. Let tk be the control time
when the k-th thought is formed. The node nk is the grounded scene graph extracted from (ℓ, otk),
encoding gripper 2d poses, object 2d poses, and relations. The edge ek is a verifiable subgoal.
including ⟨done⟩), proposing transition.

Candidate generation. We model next-node and next-edge proposals with a conditional language
model (decision model P dec

θ ) that scores tokens autoregressively.

pθ(nk+1 | z0:k, ℓ, o0) =
Nc∏
j=1

P dec
θ (wj | w<j , z0:k, ℓ, o0) , (1)

pθ(ek+1 | nk+1, z0:k, ℓ, o0) =

Ne∏
j=1

P dec
θ (uj | u<j , nk+1, z0:k, ℓ, o0) . (2)

We train with a standard LM objective over demonstrations D containing reasoning traces:

LLM = −E(nk,ek,z0:k−1,ℓ,o0)∼D [log pθ(nk | z0:k−1, ℓ, o0) + log pθ(ek | nk, z0:k−1, ℓ, o0)] . (3)
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Node evaluation. We denote the reasoning state at thought step k as

xk = (nk, z0:k−1),

the current node together with the reasoning history z0:k−1 = [n0, e0, . . . , nk−1]. Each chunk ek
terminates in either the success symbol G, the failure symbol F, or a continuation state (nk+1, z0:k) ∈
N × Z . Thus the node reward is R̄k = 1{xk+1 = G}, where G is a goal state. The value head Vθ is
trained to predict the expected thought step reward, i.e. the probability that the next reasoning state
ends in success:

Vθ(nk, z0:k−1) ≈ E[R̄k | nk, ek, z0:k−1] = Pr(xk+1 = G | (nk, z0:k−1), ek).

We train Vθ with first-exit bootstrapping: for each transition (nk, ek, nk+1, rk+1),

yk =


1, if the path succeeds and ek = ⟨done⟩,
0, if the path fails at k+1,

γ Vθ′(nk+1, z0:k), otherwise,

(4)

with γ=0.9 and a target network θ′ updated by EMA. The loss is

Lval = E
[(
Vθ(nk, z0:k−1)− yk

)2]
.

In inference, Vθ is evaluated only at leaf nodes, and the planner selects the leaf with maximal value,
i.e., the thought path most likely to succeed.

Search Algorithm We leverage the MCTS [35] style algorithm to generate the tree. Track visit
counts N , cumulative returns W , and means Q = W/max(1, N). The decision model proposes K
edges per node; we min–max normalize to priors P̃ (e | n, z). Rank edges by a convex blend

s(n, e) = αQ(n) + (1− α) P̃ (e | n, z<n).

Per iteration: pick the top-M leaves by Q; from each, expand the top-B edges by s, create successors
n′, evaluate leaves only with v = Vθ(n

′, z0:t) ∈ [0, 1], and backpropagate N←N+1, W←W+v,
Q←W/N . Terminate on budget and return the plan to

n̂ = arg max
n∈Le

Vθ(n, z≺n), ẑ = path(n0 ⇝ n̂).

Since we evaluate leaves only, maximizing Vθ at the leaf directly optimizes the estimated success
probability.

4.3 System 1

Given observations ot, instruction ℓ, current edge ek and successor node nk+1, System 1 outputs an
action chunk At∈RH×da and a termination probability for <eoe>, end-of-edge. We train System 1
on success data. Both the action and done experts read from the shared backbone, but no cross-
attention or feature exchange between the two experts.

System 1 uses an action expert vθ trained via conditional flow matching: with Gaussian path Aτ
t =

α(τ)At + σ(τ)ϵ,
Lτ = Eτ,ϵ

∥∥vθ(A
τ
t , ot, ℓ, ek, nk+1)− u(Aτ

t | At)
∥∥2
2
.

A done expert predicts subgoal termination pdone
θ (<eoe> | ek, nk+1, ot, ℓ) with focal loss

Lfocal = −αd (1− pdone
θ )γd log pdone

θ .

The joint objective is
LS1 = λflowEτ [Lτ ] + λeoeLfocal.

At inference, initialize A0
t ∼N (0, σ2

0I) and integrate Aτ+δ
t = Aτ

t + δ vθ(A
τ
t , ot, ℓ, ek, nk+1) for

τ ∈ {0, δ, . . . , 1− δ} to obtain Ât; the done head then emits <eoe> or continues the current edge.

5



Unseen Environment

Unseen Placement Unseen Color Unseen Shape

Data Collection

Leader 
Arm

Seen Environment

Assets

Seen Unseen

Figure 3: Plug insertion environments and data collection. We evaluate in both seen and un-
seen settings (placement, color, shape) with corresponding assets, and collect demonstrations via
a leader–follower teleoperation setup.

5 Experiments

We evaluate VINE on the manipulation task, plug insertion under seen/unseen splits, reporting
Success Rate (SR). Our study tests the following hypotheses:

H1 (Reasoning-level feasibility). A learned, failure-aware value in System 2, coupled with tree
search, improves robustness on unseen settings versus unified VLAs and prompted VLM planners.

H2 (Role of failure data). Training System 2 with both success and failure trajectories yields
higher SR than (i) success-only training and (ii) few-shot failure prompting in VLMs, indicating
that explicit value learning provides stronger generalization than textual patterning.

5.1 Environment Setup & Baselines

Environment. The environment is built upon a MuJoCo simulator. Plug insertion (seen: 9 configs)
combines three table placements with 2- or 3-socket strips and orientation variants; unseen splits
introduce novel charger placement, unseen strip color, and unseen charger shape. The strip collision
margin is slightly relaxed to reduce teleop burden. Control runs at 20 Hz with joint-position actions.

Data collection. We gather human teleoperation trajectories via a leader–follower setup (Fig. 3).
Plug insertion consists of 450 demonstrations collected over predefined insertion orders (six paths
for 3-socket and two for 2-socket), balanced per path. Each trajectory is labeled as success or fail-
ure, with outcomes naturally stochastic: for instance, PlugStrip-3 Fail dominates (38.9%, 175/450),
followed by PlugStrip-2 Success (30.4%, 137), PlugStrip-3 Success (21.1%, 95), and PlugStrip-2
Fail (9.6%, 43). This yields a multi-modal, diverse dataset where success rates vary across insertion
orders, reflecting realistic execution variability.

Baselines To assess our two-system framework, we compare against three groups: (i) unified VLA
models, (ii) VLM-as-planner baselines that replace System2 while keeping System1 fixed, and (iii)
our System 2 variants (Chain/Tree/Full) to isolate branching and failure-conditioned value. Since
our environment operates at 20Hz in a joint-position action representation, we select baselines that
can be executed under this control frequency and action format.

• Unified VLA models. OpenVLA-OFT [19], GR00T N1.5 [1], and π0 [3], plus a reward-
conditioned π0 variant using failure data [36].

• VLM-as-System 2. Replace our planner with SOTA VLMs (e.g., GPT-4o [37], Gemini-
2.5-Flash [32]) using few-shot prompting to propose subgoals/next scene graphs, with and
without failure examples; System 1 (our action executor) is fixed.
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Table 1: Results. Success Rates on Plug Insertion.

Models Failure Data Plug Insertion
Seen Unseen Average

Unified Model
OpenVLA-OFT [19] × 0.244 0.044 0.144
GR00T N1.5 [1] × 0.422 0.244 0.333
π0 [3] × 0.689 0.267 0.477
π0 [3] + Reward Cond. [36] ✓ 0.489 0.111 0.300

SOTA VLM as System2
GPT-4o [37] × 0.733 0.311 0.522
GPT-4o [37] ✓ 0.711 0.333 0.488
Gemini-2.5-Flash [32] × 0.756 0.200 0.522
Gemini-2.5-Flash [32] ✓ 0.711 0.289 0.500

Role of failure data in Our System2
VINE-Chain × 0.733 0.244 0.488
VINE-Tree × 0.711 0.289 0.500
VINE-Full (Ours) ✓ 0.800 0.422 0.611

• Our System 2 variants. VINE-Chain (no branching without failure data), VINE-Tree
(tree search without failure data, scoring with confidence), and VINE-Full (tree search +
failure-conditioned value).

5.2 Results

H1. Reasoning-level feasibility vs. baselines. VINE -Full delivers the strongest unseen robust-
ness and the highest averages on plug (Table 1). On plug–unseen, VINE outperforms the best VLM
planner with failure prompts, GPT-4o [37] by +0.089 (+26.7% rel.), and π0 by +0.155 (+58.1%
rel.). On plug–avg, VINE attains 0.611 vs. the best non-ours 0.522 (+0.089, +17.1% rel.). No-
tably, unified VLAs overfit to seen settings (e.g., π0: 0.689→0.267 on plug). Reward-conditioning
π0 hurts plug performance (seen −0.20, unseen −0.156), suggesting that injecting failure via scalar
rewards at the state level does not impart the global, plan-level risk signals needed for generalization.

H2. Value from failure data. Failure-conditioned training of the value head is pivotal. VINE im-
proves plug–unseen from 0.244 (Chain) / 0.289 (Tree) to 0.422 and plug–avg from 0.488/0.500
to 0.611. Negative demonstrations calibrate the value and prune unsafe paths. By contrast,
confidence-only signals (LM likelihoods or success-only value) are often miscalibrated and over-
fit to seen/language regularities, yielding overconfident yet unsafe plans (plug–unseen stays at
0.244/0.289 for Chain/Tree). Few-shot failure prompting helps (plug 0.311→0.333, Gemini-2.5-
flash [32] 0.200→0.289) but still trails learned failure-aware value. We attribute this to VLM plan-
ners relying on language-only cues rather than dynamics-grounded supervision, producing linguisti-
cally plausible yet physically infeasible subgoals. Hence, a learned, failure-aware value is necessary
to reliably prune unsafe branches and achieve higher robustness under shift.

5.3 Ablation Studies

Table 2: Ablation on weight merging be-
tween PaliGemma and π0.

λ Seen SR. Unseen SR. Avg. SR.

0.5 0.756 0.356 0.555
0.6 0.800 0.422 0.611
0.7 0.733 0.289 0.511
0.8 0.422 0.244 0.333

We ablate backbone weight merging between
PaliGemma [33] and the π0 [3] trunk. Specifically,
we linearly interpolate the shared layers,

θmerge
g (λm) = λm θπ0

g + (1− λm) θPG
g ,

while keeping non-overlapping heads separate and
training LoRA on top.

Table 2 shows the effect of varying interpolation
weight λ. Performance peaks near λm=0.6 (Avg. 0.611, Unseen 0.422). Larger λm (0.7–0.8)
overweights π0, hurting generalization, while smaller λm (0.5) overweights PaliGemma, weaken-
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Figure 4: Qualitative results in seen and unseen environments. System2 builds a failure-aware plan-
ning tree with feasibility scores, and System1 executes the selected subgoals, producing successful
trajectories.

ing low-level action modeling. This balance highlights the need to align linguistic plausibility with
feasibility. The qualitative results with trajectories and trees are demonstrated in Figure 4.

5.4 Limitations

Subgoal-level planning without mid-chunk correction or anytime updates allows disturbances be-
tween replans; failure-prompted VLM planners narrow our margin, and because System 1 is trained
only on successes it struggles to recover from low-level mistakes. In addition, representing states
as an abstract 2d scene graph may not be enough to fully capture the dynamics, leading to the re-
quirements of more precise world models. Anytime replanning, failure-aware action learning (e.g.,
offline RL), and distillation/caching to cut runtime would improve calibration and speed.

6 Conclusion

We introduced VINE, a dual–system VLA for reasoning-level feasibility that pairs a fast visuo-
motor controller (System 1) with a failure-aware Tree-of-Thoughts planner (System 2). System 2
learns a calibrated success value from successful and failed trajectories and uses MCTS to select
plans; System 1 executes the chosen subgoal via action chunks. VINE consistently improves ro-
bustness over unified VLA baselines and matches or exceeds prompted SOTA VLM planners, with
the largest gains in unseen environments. By modeling failure at the level of plans rather than indi-
vidual actions, VINE aims to improve robustness and auditability while reducing unsafe executions
and hardware wear. Remaining risks include value miscalibration under shift, motivating calibration
checks, human oversight, and runtime safety monitors in safety-critical settings.
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