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Abstract

Multi-agent debate (MAD) has gained significant attention as a promising line1

of research to improve the factual accuracy and reasoning capabilities of large2

language models (LLMs). Despite its conceptual appeal, current MAD research3

suffers from critical limitations in evaluation practices, including limited benchmark4

coverage, weak baseline comparisons, and inconsistent setups. This paper presents5

a systematic evaluation of 5 representative MAD methods across 9 benchmarks6

using 4 foundational models. Surprisingly, our findings reveal that MAD often fail7

to outperform simple single-agent baselines such as Chain-of-Thought and Self-8

Consistency, even when consuming significantly more inference-time computation.9

To advance MAD research, we further explore the role of model heterogeneity and10

find it as a universal antidote to consistently improve current MAD frameworks.11

Based on our findings, we argue that the field must stop overvaluing MAD in its12

current form; for true advancement, we must critically rethink evaluation paradigms13

and actively embrace model heterogeneity as a core design principle.14

1 Introduction15

Figure 1: The promotion and
recognition of MAD research re-
quire a systematic and comprehen-
sive evaluation.

The age-old saying, two heads are better than one, encapsulates16

the enduring lesson that collaboration often triumphs over soli-17

tary effort. Can this human wisdom be applied to enhance the18

capabilities of large language models (LLMs)? An emerging19

line of research—commonly known as multi-agent debate or dis-20

cussion (MAD)—suggests it can. Research has shown that after21

multiple LLM agents independently produce initial answers to a22

question, by having them engage in several rounds of discussing23

and reviewing answers from each other, they can improve the24

factual accuracy and reasoning quality of their final aggregated25

response [1]. As such, LLM performance is enhanced at infer-26

ence time, without the need for additional training, suggesting27

MAD as an inference-time solution to boosting LLM capabil-28

ities. Thus, unsurprisingly, this line of research has garnered29

significant attention, with prestigious venues witnessing a surge30

in the number of publications [2, 3, 4, 5, 6, 7, 8].31

However, we find that this field has thus far suffered from a32

glaring lack of sufficiently systematic and comprehensive evaluations. The datasets used for evaluation33

are limited and have minimal overlap between different MAD methods (see Appendix A for details).34

While some focus on mathematical reasoning [1, 2], others may target machine translation [3], or35
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13.9% 44.4% 41.7%
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50.0% 50.0%

ChatEval(CE)
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15.0% 50.0% 35.0%

12.5% 25.0% 62.5%

12.5% 25.0% 62.5%

AgentVerse(AGV)

Multi-Agent Debate vs. Chain-Of-Thought

Win Tie Lose

Figure 2: Performance comparison of MAD across 4 LLMs and 9 benchmarks, covering 3 top-level
categories: general knowledge, mathematical reasoning, and programming. Each bar represents
the distribution of conditions where MAD is better/comparable/worse than CoT. We employ the
ANOVA test to evaluate differences among group means, considering a p-value greater than 0.05 as
an indicator that no significant differences—a tie—exist.

programming tasks [4]. In some cases, a newly proposed MAD method is evaluated on another36

new dataset introduced in the same paper, which has not been fully disclosed [5]. Moreover,37

newly proposed methods are often compared solely against the very basic approach of directly38

prompting LLM to generate answers. This overlooks simple single-agent techniques, such as Chain-39

of-Thought [9], as well as more recent advancements in MAD. In addition, while evaluations are40

frequently performed using only proprietary LLMs, the efficiency of MAD that trade-off token41

consumption and performance gains have rarely been considered, with only few exceptions [7].42

These current common practices of MAD evaluation can easily give rise to significant doubts about the43

reproducibility and generalizability of MAD methods, while also creating confusion about the status44

quo of MAD research. Specifically, do MAD methods genuinely outperform existing methods? To45

what extent do they outperform simpler single-agent baselines? Among them, what is the state of the46

art? Do these methods demonstrate robust performance across diverse conditions, or is their success47

a mere result of cherry-picking—critically dependent on specific dataset choices and parameter48

settings? Do they excel in both performance and efficiency? Undoubtedly, as long as these questions49

remain unresolved, they will continue to hinder the recognition and promotion of MAD research,50

even eroding the trust in MAD research, just as they have plagued many other areas of ML [10].51

To this end, in this paper, we critically evaluate 5 representative MAD methods across 9 widely52

adopted benchmarks, spanning various key high-level LLM capabilities: general knowledge, mathe-53

matical reasoning, and programming, with 4 different LLMs and various parameter configurations. As54

illustrated in Figure 1, our evaluation is structured around three pivotal dimensions: performance, ef-55

ficiency, and robustness. Our first set of experiments, comparing these MAD methods to single-agent56

approaches, including Chain-of-Thought (CoT) and Self-consistency (SC) [11], reveal an astonishing57

negative result—these MAD methods generally fail to outperform CoT, despite CoT being much58

simpler. As summarized in Figure 1, none of these MAD methods achieve a win rate higher than 20%59

when compared to CoT across 36 scenarios (4 models × 9 benchmarks). Further experiments varying60

the number of agents and debate rounds show that simply adjusting these hyperparameters can hardly61

reverse this negative outcome. Moreover, the underperformance becomes even more pronounced62

when compared to SC, especially when using a comparable number of LLM calls or tokens.63

All these results point to a crucial reality—existing MAD approaches are less effective than currently64

believed, even underperforming simple single-agent methods like CoT and SC. Such a conclusion65

would remain obscured under today’s fragmented and selective evaluation norms. AS detailed in66

Table 3, prior MAD research share minimal overlap in benchmarks. This brings us to the first half67

of our position: we must stop overvaluing multi-agent debate and rethink how we evaluate68

MAD research. The persistent overvaluation of MAD methods, fueled by selective benchmarks69

and inconsistent baselines, has distorted our understanding of their true utility. To advance, the70

community must adopt a more rigorous, transparent, systematic, and comprehensive evaluation71

paradigm—one that includes consistent comparisons with strong single-agent baselines, diversified72

and representative benchmark suites, and a principled analysis of the trade-offs between performance73

gains and computational cost.74
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While the above results seem discouraging, we emphasize that they do not imply MAD research75

is a frustrating dead end. After all, countless examples have demonstrated the power of human76

collaboration. Then, we must ask: do current MAD methods truly emulate how people engage in77

productive discussion? A key factor enabling meaningful discussion is the diversity of knowledge78

and reasoning among individuals. While different LLMs trained on different data and paradigms may79

exhibit distinct strengths likewise, this crucial aspect remains largely unexplored in current MAD80

research—where, when multiple LLM agents are employed, they are typically instantiated from the81

same model. To allow for a broad validation on this position, we introduce a simple twist that can be82

incorporated into any existing MAD methods:1 instead of relying on a single model, agents randomly83

select an LLM from a diverse set of candidate models at inference time to generate responses. Despite84

its simplicity, this twist proves to be broadly effective, leading to performance gains for all MAD85

methods considered.86

Thus, the second half of our position is clear—we must embrace model heterogeneity as a87

foundational principle in MAD research. Using identical agents from the same model undermines88

the very premise of debate—diverse knowledge and reasoning. By simply drawing agents from a89

pool of distinct LLMs, we introduce real epistemic diversity, leading to consistently better outcomes.90

This highlights that progress in this field depends not only on new algorithms or clever agent debating91

strategies, but also on a foundational rethinking of what it means to debate.92

This position paper is structured as follows. Section 2 briefly discusses the landscape of MAD93

research. Section 3 presents a comprehensive evaluation of representative methods. Section 494

explores the potential of model heterogeneity. Section 5 proposes multiple key research questions for95

future work based on our analysis. Section 6 concludes the paper.96

2 Background97

MAD is one of the frontiers of LLM research due to their potential to enhance the reasoning and98

decision-making capabilities of LLMs. At their core, MAD methods share several common principles.99

In the seminal work SoM [1]—commonly referred to as MAD in most subsequent studies—this100

approach involves multiple agents following three steps to generate the final response: (1) Response101

Generation, where each agent produces an initial solution based on its unique perspective; (2)102

Debate, where agents debate to identify logical inconsistencies or knowledge gaps; and (3) Consensus103

Building, where the consensus is determined by majority voting or a judge agent.104

Subsequently, numerous studies improve MAD from different perspectives: (1) A series of following105

works explored enhancing the reasoning capabilities of MAD by assigning different roles to agents [12,106

3, 2, 13]. (2) A part of the research focused on improving communication topology [14, 15, 4, 16].107

(3) Another line of work enhanced the way to exchange and integrate information between agents [17,108

18, 5].A more detailed discussion on prior MAD research is provided in Appendix A.1.109

To illustrate the landscape of MAD research, we briefly describe a selection of representative ap-110

proaches. Multi-Persona (MP) [3] incorporates an affirmative agent (angel) and a negative agent111

(devil) presenting their answer to a judge agent, which ultimately determines the final solution.112

Exchange-of-Thoughts (EoT) [2] assigns three diverse roles to agents: detail-oriented nature,113

diligence, and problem-solving abilities. Additionally, it implements a confidence evaluation mech-114

anism designed to reduce the adverse effects of erroneous reasoning processes. In AgentVerse115

[4], the verifier can dynamically determine the subsequent execution of MAD processing, allowing116

dynamic adjustment of communication topology. ChatEval [5] explores communication strategies117

among agents through three frameworks, focusing on the impact of asynchronous responses and118

round-by-round summarization on agent performance.119

Each of the aforementioned methods has been published in prestigious venues and has garnered sig-120

nificant attention, with some accumulating hundreds of citations. However, despite their prominence,121

we observe notable shortcomings in their evaluation practices. As shown in Table 3 in Appendix A.1,122

the selected benchmarks vary widely across studies, with minimal overlap. In many cases, the123

benchmarks used to evaluate one MAD framework are entirely absent from the evaluations of others.124

1We intentionally refrain from delving into well-calibrated technical solutions, such as designing a MAD
framework explicitly optimized for leveraging model heterogeneity, as we believe that the development of these
solutions holds significant promise, yet fall outside the scope of position papers. Instead, these solutions merit
further exploration within the community.
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Moreover, the scope of benchmark coverage is often limited. For example, FORD evaluates only125

on commonsense reasoning tasks, and CoMM is assessed solely on MMLU. MP considers just two126

datasets, one of which is a newly introduced dataset that has yet been fully disclosed. Last but not127

least, we also observe a lack in sufficient comparison with baselines. None of aforementioned MAD128

research include direct comparison with one another, which hinders a comprehensive understanding129

of the relative strengths of different approaches. Moreover, 4 of 7 methods2 only compare against a130

single agent’s direct response, overlooking simple single-agent baselines like CoT prompting simply131

instructing "Let’s think step by step".132

These fragmented and inconsistent evaluation practices obscure our understanding of the true utility133

and generalizability of MAD methods. This raises concerns about whether the reported strong134

performance is tied to specific benchmark choices and may not generalize to broader settings.135

Notably, the study [7] poses the critical question, “Should we be going MAD?” in the paper title136

and reports that MAD methods do not reliably outperform other SC. Similarly, the study [6] also137

critically asks “Are Multi-Agent Discussions the Key?” and reports that single-agent baselines138

with deliberately designed prompts (task-specific demonstrations) can match or even surpass the139

best existing MAD methods. However, the study [7] specifically focuses on medical prompting140

methods and medical benchmarks. In contrast, the study [6] covers a range of reasoning tasks though,141

providing task-specific demonstrations to single-agent baselines could constitute an unfair comparison142

with MAD methods. Therefore, these studies, while raising important concerns, still fall short of143

delivering conclusive answers.144

3 Revisiting the Status Quo: A Comprehensive Evaluation145

In light of the current landscape of MAD research, we argue that we must rethink how we evaluate146

these methods. To substantiate this claim, we conduct a comprehensive evaluation encompassing147

5 representative MAD methods, evaluated across 9 widely adopted benchmarks and 4 foundation148

models. This extensive experimental setup is intentionally designed to uncover critical blind spots in149

the literature—blind spots that arise from current evaluation limitations.150

3.1 Experimental Setup151

Datasets We conduct our evaluation on 9 widely adopted standard benchmarks that cover 3 top-152

level capabilities of LLMs: general knowledge, mathematical reasoning, and programming. The153

benchmarks are: MMLU [19], MMLU-Pro [20], AGIEval [21], CommensenseQA [22], ARC-154

Challenge [23], GSM8K [24], MATH [25], HumanEval [26], and MBPP [27]. We briefly summarize155

their basic information in Table 4 in Appendix C.1, where more details are included.156

Foundation models We consider both proprietary LLMs and open-sourced LLMs. They are gpt-4o-157

mini-2024-07-18, claude-3-5-haiku-2024-1022, Llama3.1:8b-instruct, and Llama3.1:70b-instruct.158

Unless stated otherwise, we maintain consistent inference configurations throughout our evaluation,159

setting the temperature T = 1 and top-p = 1, to balance generation quality and diversity.160

MAD methods and baselines We consider five representative MAD frameworks and three single-161

agent baselines: single-agent (SA), Chain-of-Thought (CoT) [9], Self-Consistency (SC) [11], Society-162

of-Minds (SoM) [1], Multi-Persona (MP) [3], Exchange-of-Thoughts (EoT) [2], AgentVerse [4],163

and ChatEval [5]. SA simply prompts the agent with only the necessary problem description to164

generate the response. CoT prompts the agent with “Let’s think step by step” to elicit step-by-step165

reasoning. SC repetitively samples from a CoT agent and utilizes majority voting to determine the166

final answer. SoM is the first MAD method proposed, serving as the foundation of a number of recent167

attempts [3, 14, 17, 16]. MP, EoT, AgentVerse, and ChatEval, are representative MAD frameworks168

that differ in their approaches to role-play, communication, answer aggregation, as summarized in169

Table 5 in Appendix C.2. Despite these differences, they have all attracted significant interest.170

For all MAD methods considered,we follow the authors’ open-source implementations. For fair171

comparison across different MAD methods, we slightly adjust the number of debate rounds of172

these methods to ensure that they all align to a similar amount of inference budget measured by173

the number of LLM calls. Unless otherwise mentioned, we consider the number of LLM calls to174

be 6, following the convention [1, 5]. We present more implementation details, including agents’175

2SoM, ChatEval, MP, FORD lacked a comprehensive comparison against CoT.
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Table 1: Performance results on GPT-4o-mini. We use lightred / lightblue to denote results high-
er/lower than CoT.

Dataset MMLU MMLU-Pro CommensenseQA ARC-Challenge AGIEval GSM8K MATH HumanEval MBPP
SA 65.33 ± 0.93 58.07 ± 0.50 79.47 ± 0.25 88.27 ± 0.41 63.87 ± 1.05 91.13 ± 0.34 71.67 ± 1.31 66.67 ± 1.15 58.11 ± 0.66
CoT 80.73 ± 0.34 62.80 ± 0.99 82.87 ± 0.25 93.53 ± 0.41 66.40 ± 1.30 93.60 ± 0.82 72.87 ± 1.20 78.05 ± 1.49 62.26 ± 0.84
SC 82.13 ± 0.66 66.27 ± 1.39 83.80 ± 0.28 93.93 ± 0.25 67.07 ± 0.84 95.67 ± 0.19 73.96 ± 0.54 – –
SoM 74.73 ± 0.52 62.80 ± 1.02 80.73 ± 0.93 90.80 ± 0.43 64.33 ± 0.34 94.93 ± 0.34 75.40 ± 0.71 68.09 ± 1.25 56.94 ± 1.12
MP 75.47 ± 0.84 60.53 ± 1.27 68.07 ± 1.57 90.27 ± 0.25 61.67 ± 1.43 90.87 ± 0.19 51.87 ± 0.66 63.01 ± 2.30 45.78 ± 0.80
EoT 67.87 ± 0.41 61.20 ± 0.65 80.07 ± 0.52 86.40 ± 0.28 65.07 ± 0.66 91.40 ± 0.57 75.93 ± 1.23 73.78 ± 2.17 56.16 ± 0.49
ChatEval 79.13 ± 0.90 62.20 ± 0.49 81.07 ± 0.84 93.20 ± 0.28 68.87 ± 0.94 93.60 ± 0.00 69.36 ± 1.58 71.75 ± 0.76 53.70 ± 0.55
AgentVerse 80.40 ± 0.00 62.07 ± 0.52 80.73 ± 0.41 92.47 ± 0.09 63.87 ± 1.23 92.73 ± 0.50 64.49 ± 1.38 85.57 ± 1.25 58.88 ± 0.18

prompts, communication strategies, and agent roles in Appendix C.2. Our code is publicly available176

at https://anonymous.4open.science/r/MAD-eval-E4C4/ for reproducibility.177

3.2 Experimental results178

Does MAD outperform simple single-agent baselines? We first compare MAD frameworks to179

single-agent baselines to assess their relative performance. For robustness, we repeated the experi-180

ments three times, reporting the standard deviations. Table 1 and Tables 6, 7, 8 in Appendix D present181

empirical results on GPT-4o-mini, Llama3.1-8b, Llama3.1-70b, Claude-3.5-haiku, respectively. In182

these tables, all methods are compared against CoT, with results higher or lower than CoT denoted in183

lightred and lightblue , respectively. Our results indicate that MAD methods fail to consistently184

outperform CoT across different models and benchmarks. Specifically, in Table 1, SoM underper-185

forms CoT on all datasets utilizing the GPT-4o-mini model. Similarly, more advanced frameworks186

such as ChatEval and AgentVerse merely outperform CoT on one out of nine datasets. Furthermore,187

analyses across other models reveal that while MAD frameworks occasionally achieve better per-188

formance, they generally underperform CoT. For instance, AgentVerse is the only MAD framework189

that outperforms CoT on MMLU using Claude-3.5-haiku, achieving a +0.85% performance gain.190

However, all other MAD frameworks underperform CoT by at least -3.60%. When being compared191

to SC, the underperformance of MAD approaches is more noticeable. In most cases when SC can be192

applied3, SC achieves the highest performance, defeating CoT, not to mention MAD methods.193

To gain a more rigorous and holistic view of MAD’s performance relative to CoT, we aggregated194

results from 36 experimental configurations (four models, nine datasets). For each configuration,195

we conducted an ANOVA test with a significance level of 0.05 to assess whether MAD frameworks196

statistically outperformed, tied, or underperformed compared to CoT. Based on the results, each197

comparison was categorized as a Win, Tie, or Lose. As shown in Figure 2, SoM, EoT, ChatEval,198

and AgentVerse only outperformed CoT in approximately 15% cases, while MP did not demonstrate199

significant improvement over CoT. Although ChatEval achieved the lowest loss rate, its win rate is still200

not greater than 15%. When examining performance by task type, MAD frameworks performed worse201

on programming tasks (only SoM/AgentVerse had positive win rates) but better on mathematical202

reasoning, surpassing their overall performance levels.203

Do we replicate previous results? The empirical results presented above demonstrate that the204

considered MAD frameworks typically underperform the much simpler single-agent baseline CoT,205

a somewhat surprising finding that has not been reported before. However, in general, these MAD206

frameworks are able to outperform single-agent (SA) that are instructed to directly generate their207

answers. Specifically, we observe that MAD frameworks outperform SA in most conditions (34 out208

of 45 conditions utilizing GPT-4o-mini), which perfectly aligns with previous findings in the field.209

We acknowledge that ChatEval and SoM were not compared to CoT though, EoT, AgentVerse,210

and MP were compared to CoT in their papers. However, MP was evaluated against CoT solely211

on the CIAR dataset [3], which was initially proposed and has not been fully disclosed. EoT was212

shown to outperform CoT [2]. Our evaluation replicates that EoT can surpass CoT on the GSM8K213

and CommensenseQA benchmarks, but this advantage was observed only when using Claude-3.5-214

haiku among the four models. Furthermore, Table 1 shows we also replicate AgentVerse’s superior215

performance on the HumanEval benchmark, significantly outperforming other methods including216

CoT. However, note that on programming tasks, AgentVerse incorporates an additional execution-217

3We follow [11] which assumes the need for a single correct answer to be determined by majority voting. As
such, for SC, we exclude programming tasks that allow multiple valid programs.
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evaluation stage so that agents can utilize the execution results from the generated programs, which is218

usually absent in other MAD frameworks and arguably beyond the scope of MAD designs.219
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Figure 3: We explore the impact of hyperpa-
rameters on the performance of MAD frame-
works by increasing the debate rounds or num-
ber of agents, and compare the results to CoT.

How do hyperparameters influence MAD perfor-220

mance? As mentioned earlier, we by default fol-221

lowed the conventional choice of hyperparameters222

(the number of agents and the number of debate223

rounds). That said, one might be interested in how224

varying the choices influences MAD performance as225

well as our key findings.226

Thus, we conducted a systematic ablation study, uti-227

lizing GSM8K, MMLU, and HumanEval as represen-228

tative benchmarks for each top-level LLM capabil-229

ity. MAD frameworks with fixed numbers of agents,230

such as ChatEval and MP, were excluded from ex-231

periments varying the number of agents. Similarly,232

EoT, MP, and AgentVerse were excluded from ex-233

periments involving debate rounds due to their early234

stopping mechanism, which does not allow precisely235

adjusting the number of debate rounds.236

Our empirical results, summarized in Figures 3a and237

3b, indicate that in most scenarios, increasing the238

number of agents or debate rounds does not significantly change the outcomes. For instance,239

the SoM framework continues to underperform CoT on the MMLU and HumanEval benchmarks,240

even as debate rounds increase from 2 to 4 or the number of agents increases from 3 to 9 on241

HumanEval. Conversely, SoM always surpasses CoT on GSM8K when varying debate rounds.242

The sole notable exception is observed with EoT on the GSM8K benchmark, where increasing243

the number of agents from 3 to 9 leads to a continuous improvement in performance, ultimately244

surpassing CoT. Nonetheless, aside from this exception, increasing the number of agents or debate245

rounds often results in either stagnation or even a decline in performance. These results show that246

superior performance over CoT across various benchmarks cannot be realized by merely adjusting247

hyperparameters. Consequently, our study rules out suboptimal hyperparameter configurations as a248

universal explanation for the inferior performance of MAD when compared to CoT.249

Can MAD efficiently utilize more inference budget? Beyond performance, we also assess the250

efficiency of MAD frameworks in utilizing inference-time computational resources. We measured251

the number of tokens consumed in our experiments. Unlike the number of LLM calls, which can252

be pre-defined, most LLMs do not allow precise control over token consumption. Moreover, for253

proprietary LLMs, the number of tokens consumed is typically positively correlated with cost. We254

present how the performance of MAD scales with the token consumption in Figure 5 in Appendix D.255

Note that we exclude MP in the figure as it must involve 2 agents and is not allowed to pre-define256

the number of debating rounds in advance due to its early-stopping mechanism. Moreover, for257

comparison, we additionally include the results of SC by increasing the number of samples it draws.258

We observe that SC effectively utilizes the increased inference budget. However, MAD frameworks259

either: (i) show no positive trend in achieving stable performance improvements with more inference260

budget, e.g., SoM does not stably achieve better performance on MMLU as consuming more tokens,261

or (ii) continue to underperform SC while consuming a comparable number of tokens although262

positively scaling up, e.g., EoT performs better as more tokens consumed on MMLU and GSM8K,263

but still obviously underperforms SC or even other MAD frameworks. These observations indicate264

that, in comparison to SC, MAD is generally a less efficient method for leveraging token consumption.265

Why do MAD methods underperform single-agent baselines? We analyze the performance of266

MAD on individual questions to gain deeper insights. Specifically, we compared each evaluated267

MAD method against SA by examining two key metrics: the number of incorrect answers corrected268

by the method and the number of correct answers erroneously altered by the method. Ideally, MAD269

should be able to correct a substantial number of errors while introducing minimal new errors. These270

results are visualized in Figure 6 in Appendix D.271
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Table 2: Performance results of Heter-MAD. CoT-Average represents the average performance
achieved by these two models with CoT reasoning. We use light green to denote the highest
performance achieved by a single MAD framework, and green the highest one overall. We record
positive performance gain in red by comparing Heter-MAD to the average performance of MAD
using two models, as well as CoT-Average.

Dataset MMLU MMLU-Pro CommensenseQA ARC-Challenge AGIEval GSM8K MATH HumanEval MBPP Average
CoT-Average 81.7±1.3 58.3±1.3 82.6±1.5 93.4±0.6 62.4±2.0 92.8±1.2 55.0±1.5 70.3±1.8 55.8±2.7 72.5±4.9
SoM-GPT 74.7 ± 0.5 62.8 ± 1.0 80.7 ± 0.9 90.8 ± 0.4 64.3 ± 0.3 94.9 ± 0.3 75.4 ± 0.7 68.1 ± 1.3 56.9 ± 1.1 74.3 ± 0.3
SoM-Llama 84.6 ± 0.4 57.1 ± 1.2 81.9 ± 0.3 92.9 ± 0.5 62.2 ± 1.1 88.3 ± 0.7 57.3 ± 0.3 63.4 ± 2.3 41.4 ± 0.5 69.9 ± 0.3
SoM-Heter 83.5 ± 0.1 65.0 ± 0.6 83.3 ± 0.1 92.1 ± 0.5 70.1 ± 0.4 94.6 ± 0.2 71.1 ± 0.9 75.8 ± 3.3 54.7 ± 1.9 76.7 ± 0.4
- vs SoM-Average 4.8% 8.4% 2.5% 0.3% 10.8% 3.3% 7.2% 15.3% 11.3% +6.4%
- vs CoT-Average 2.2% 11.4% 0.8% -1.4% 12.3% 1.9% 29.3% 7.8% -2.0% +5.8%
EoT-GPT 67.9 ± 0.4 61.2 ± 0.6 80.1 ± 0.5 86.4 ± 0.3 65.1 ± 0.7 94.4 ± 0.6 75.9 ± 1.2 73.8 ± 2.2 56.2 ± 0.5 73.4 ± 0.3
EoT-Llama 83.2 ± 0.3 49.7 ± 0.6 81.9 ± 0.7 93.0 ± 0.1 63.1 ± 0.5 77.6 ± 0.7 55.3 ± 0.3 55.5 ± 0.9 38.9 ± 1.7 66.5 ± 0.3
EoT-Heter 79.7 ± 4.4 63.6 ± 3.1 83.9 ± 0.5 92.7 ± 0.5 69.8 ± 0.5 93.2 ± 0.3 73.1 ± 0.6 70.9 ± 1.1 54.3 ± 0.4 75.7 ± 0.6
- vs EoT-Average 5.5% 14.7% 3.6% 3.3% 8.9% 8.4% 11.4% 9.7% 14.2% +8.2%
- vs CoT-Average -2.5% 9.0% 1.5% -0.8% 11.8% 0.4% 32.9% 0.8% -2.8% +4.4%
ChatEval-GPT 79.1 ± 0.9 62.2 ± 0.5 81.1 ± 0.8 93.2 ± 0.3 68.9 ± 0.9 93.6 ± 0.0 69.4 ± 1.6 71.8 ± 0.8 53.7 ± 0.6 74.8 ± 0.3
ChatEval-Llama 80.4 ± 1.2 56.1 ± 1.0 72.8 ± 1.3 89.9 ± 0.2 68.6 ± 0.4 92.5 ± 0.2 58.7 ± 1.5 62.8 ± 0.9 44.5 ± 2.2 69.6 ± 0.4
ChatEval-Heter 82.6 ± 0.5 64.9 ± 0.4 78.8 ± 1.4 92.3 ± 0.5 70.5 ± 0.7 94.6 ± 0.2 71.4 ± 0.7 70.9 ± 0.8 49.8 ± 2.2 75.1 ± 0.3
- vs CE-Average 3.6% 9.7% 2.4% 0.8% 2.5% 1.7% 11.5% 5.3% 1.4% +4.0%
- vs CoT-Average 1.1% 11.3% -4.6% -1.2% 13.0% 1.9% 29.8% 0.8% -10.8% +3.6%
AgentVerse-GPT 80.4 ± 0.0 62.1 ± 0.5 80.7 ± 0.4 92.5 ± 0.1 63.9 ± 1.2 92.7 ± 0.5 64.5 ± 1.4 85.4 ± 0.0 58.9 ± 0.2 75.7 ± 0.2
AgentVerse-Llama 84.8 ± 1.0 61.8 ± 0.9 76.5 ± 1.2 92.8 ± 0.3 66.7 ± 0.8 85.5 ± 0.7 45.3 ± 0.9 60.0 ± 0.8 41.9 ± 1.0 68.4 ± 0.3
AgentVerse-Heter 84.3 ± 1.0 63.0 ± 0.4 79.3 ± 0.8 92.6 ± 0.6 66.7 ± 1.0 90.7 ± 0.8 58.1 ± 0.2 78.5 ± 0.2 53.0 ± 0.2 74.0 ± 0.2
- vs AGV-Average 2.1% 1.7% 0.9% -0.1% 2.1% 1.8% 5.8% 8.0% 5.2% +2.7%
- vs CoT-Average 3.1% 8.0% -4.0% -0.9% 6.9% -2.3% 5.6% 11.6% -5.1% +2.1%

We find that MP, ChatEval, and AgentVerse, while capable of correcting many wrong answers, also272

frequently introduce a high number of misstatements by mistakenly altering the initially correct273

answers. This overly aggressive behavior prevents these methods from delivering stable and con-274

sistent improvements. On the other hand, methods such as SoM and EoT are more conservative,275

effectively limiting the frequency of errors while also reducing their ability to correct mistakes. These276

observations not only explain why the MAD methods typically fail to outperform CoT and SC,277

but also highlight a key trade-off in the MAD design: overly aggressive methods may introduce278

instability, while conservative methods may struggle to capitalize on opportunities for correction.279

4 Improving the Status Quo: Model Heterogeneity as an Antidote280

The previous section presents substantial evidence suggesting that we should stop overvaluing281

current MAD methods and rethink the prevailing evaluation protocols. While these negative results282

may seem discouraging, we argue that to fix this, MAD research must begin to embrace model283

heterogeneity as a core design principle. In this section, we present empirical evidence supporting284

this argument. Importantly, our goal is not to propose a fully optimized MAD framework built around285

model heterogeneity—such a contribution lies beyond the scope of this position paper. Instead,286

we demonstrate the potential of this direction through a simple modification to the MAD methods287

evaluated in the previous section.288

4.1 Heterogeneous MAD289

Intuitively, models trained on different data and paradigms may exhibit distinct strengths and weak-290

nesses. Building on this idea, we posit that MAD designs leveraging model diversity can effectively291

compensate for individual model limitations while amplifying their strengths, ultimately leading to292

overall performance improvements.293

To validate this hypothesis, we introduce Heter-MAD, a simple and general method that can be294

integrated into any existing MAD framework. Heter-MAD differs from existing MAD methods with295

only one key difference—every time that an agent generates an output, the agent queries a foundation296

model i (where i ∈ {1, ..., n}) with probability pi (such that
∑n

i=1 pi = 1) from a pool of candidate297

models. Therefore, Heter-MAD effectively reuses the prompts and architecture of any MAD method298

without requiring deliberate adjustments to incorporate different foundation models. This makes it299

well-suited for evaluating whether model heterogeneity can enhance MAD.300

4.2 Experimental Results301

We validate the effectiveness of Heter-MAD by considering GPT-4o-mini [28] and Llama3.1-70b [29]302

as candidate foundation models, with the probability of selecting each model simply setting to 0.5.303
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Figure 4: Heter-MAD performance analysis. Benchmark questions are categorized as: CC (both
GPT-4o-mini and Llama3.1-70b solve), CW (only GPT-4o-mini solves), WC (only Llama3.1-70b
solves), and WW (neither solves). Filled bars indicate questions solved by Heter-MAD; hollow bars
indicate unsolved. For full results, see Figure 7 in Appendix D.

We instantiate Heter-MAD with SoM, EoT, ChatEval, and AgentVerse, while we exclude MP due to304

two reasons: (i) the agent roles in MP are unbalanced[3], and (ii) its performance is generally weak,305

achieving 0% win rate compared to CoT.306

Heter-MAD consistently improves MAD We present the performance results in Table 2. Notably,307

we find that Heter-MAD consistently improves the performance of all considered MAD frameworks.308

Specifically, by incorporating model heterogeneity, Heter-SoM improves SoM-average (the average309

performance achieved by SoM when utilizing the two candidate models separately) by 6.4%, and310

Heter-EoT improves EoT-average by 8.2%. Moreover, Heter-SoM, with SoM being the most simple311

and foundational MAD, achieves the highest performance, surpassing all the other, more recently312

developed MAD methods considered. Last but not least, by incorporating model heterogeneity, all313

the considered MAD methods outperform CoT-Average (the average performance achieved by CoT314

when utilizing the two candidate models separately) by up to 5.8%.315

On the other hand, we observe that the performance gains brought by model heterogeneity on316

ChatEval and AgentVerse are also less significant compared to SoM or EoT, despite that ChatEval and317

AgentVerse represent more recent advancements. We hypothesize that the significant performance318

gain of Heter-SoM and Heter-EoT stems from the rather simple design of SoM and EoT, and thus319

they are more compatible with heterogeneous models. Conversely, more complex frameworks, like320

ChatEval and AgentVerse, struggle with compatibility when incorporating model heterogeneity and321

lack the ability to effectively aggregate the strengths of diverse models. This phenomenon highlights322

substantial opportunities for optimizing the compatibility of MAD frameworks with heterogeneous323

model ensembles. By enhancing the ability of MAD systems to integrate and leverage the strengths324

of varied models, future research can achieve more consistent and robust performance improvements,325

fully harnessing the potential of model heterogeneity in multi-agent collaborations.326

How Heter-MAD improves MAD? To elucidate how model heterogeneity contributes to perfor-327

mance improvements, we conducted a detailed analysis of Heter-MAD’s outcomes. As depicted in328

Figure 4, we categorized questions with their solvability by SoM-GPT and SoM-Llama into four329

groups: CC (both models correctly solve), WW (both models incorrectly solve), CW (SoM-GPT330

is correct while SoM-Llama is wrong), and WC (SoM-GPT is wrong while SoM-Llama is correct).331

Our observations reveal that the CC category constitutes the largest proportion of questions, and332

SoM-Heter consistently maintains high accuracy.333

The primary booster of Heter-MAD’s performance gains is its ability to handle CW and WC334

questions, which together account for a significant portion of the dataset. In these categories, Heter-335

MAD successfully leverages the strengths of each model, correcting errors that a single-agent baseline336

might miss. Conversely, for WW questions—where neither model can provide correct answers—337

Heter-MAD naturally exhibits low accuracy. However, the substantial improvements in the CC, CW,338

and WC categories sufficiently elevate the overall performance of Heter-MAD. This confirms that339

incorporating model heterogeneity enables MAD to leverage the diverse strengths of different models.340

By allowing agents to generate outputs using various models, this simple adjustment proves highly341

effective, significantly enhancing overall performance and paving the way for future research.342
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5 Key Questions for Future MAD Research343

MAD research remains in its early stages, with many fundamental questions about the mechanisms344

driving effective multi-agent collaboration unexplored:345

How to fully leverage model heterogeneity in MAD? Our empirical evaluation of Heter-MAD346

demonstrates that incorporating model heterogeneity within MAD frameworks is feasible and promis-347

ing. By querying different foundation models, Heter-MAD has achieved notable improvements across348

most benchmarks. Additionally, we observed that SoM achieves the best performance when access-349

ing a more cost-effective model, Llama3.1-70b, indicating that model heterogeneity can enhance350

performance while reducing computational costs. However, current MAD designs are not optimized351

for aggregating heterogeneous models effectively, as evidenced by the variable performance gains352

across different frameworks, as well as that SoM was the most foundational MAD framework without353

complex mechanisms. This highlights the need for developing more suitable MAD methods that can354

seamlessly integrate diverse models, thereby maximizing the benefits of model heterogeneity.355

How to enhance MAD frameworks with single-agent inference approaches? While MAD356

primarily focuses on aggregating multiple agents for collaborative inference, empowering individual357

agents remains crucial. Correspondingly, we evaluate SoM and ChatEval, which do not explicitly358

incorporate CoT-style responses4, in combination with CoT in Appendix D.1. We have two key359

findings: (i) CoT consistently improves MAD and Heter-MAD and (ii) Heter-MAD and MAD-CoT360

improve MAD in distinct directions. These results suggest that it is valuable to explore integrating361

more powerful single-agent inference approaches [30, 31], or advanced models with inherently strong362

reasoning capabilities [32, 33, 34], to further optimize collaborative inference outcomes.363

How to implement fine-grained interaction mechanisms? Current MAD methods lack fine-364

grained interaction capabilities, as agents engage in debates based solely on their complete responses365

to a given query. This approach leads agents to emphasize the final answer, neglecting underlying366

reasoning steps. When responses diverge, rebuttals focus on outcome differences rather than analyzing367

the logic behind discrepancies. Future frameworks should prioritize agents that scrutinize reasoning368

processes, enabling debates targeting logical gaps to improve overall reasoning quality. A case study369

illustrating how agents debate when their answers differ is provided in Appendix B.370

What kind of application scenarios better reflect the utility of MAD? Most existing benchmarks371

predominantly include test cases that require only a single knowledge point for resolution, suggesting372

that more advanced single-agent methods could suffice and that MAD frameworks may be unnecessary373

in these contexts. To illustrate this limitation, we provide a case study in Appendix B, demonstrating374

how simplistic benchmarks do not reflect the true potential of MAD in facilitating intricate reasoning375

processes. Consequently, it is essential to find scenarios that can better reflect the utility of MAD,376

e.g., scenarios naturally requiring diverse knowledge or capability from multiple agents.377

6 Conclusions378

This work critically examines the current landscape of MAD research, and highlight concerns regard-379

ing the reproducibility, efficiency, and generalizability of MAD research, emphasizing the need for380

more rigorous evaluation. Through systematic evaluation, we demonstrate that existing MAD frame-381

works fail to reliably outperform simple single-agent baselines like CoT and SC, despite consuming382

additional computational resources. This highlights an urgent need to reevaluate MAD research prac-383

tices, particularly narrow benchmarks and inconsistent baselines that risk overstating collaborative384

benefits. We advocate for abandoning overvalued current MAD designs and fundamentally rethinking385

evaluation to ensure genuine progress.386

Moreover, we propose several calls-to-action and potential directions to improve MAD, from robust387

evaluations to promoting knowledge and reasoning diversity via model heterogeneity—a particularly388

promising avenue. We intentionally avoid specific technical solutions, believing each direction389

warrants future research and aiming to spark broad community exploration. After all, if the age-old390

saying, ‘two heads are better than one,’ holds true, then collaboration—whether among human391

researchers or LLM agents—has the potential to make transformative advancements.392

4EoT, MP, and AgentVerse have incorporated CoT-style answers in their designs.
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Table 3: Evaluations details of previous MAD research. Overlapped benchmarks are marked out.
Benchmarks

SoM[1] Arithmetic, GSM8K, Chess, Biographies, MMLU, Chess Move Validity
Multi-Persona[3] CommonMT, CIAR
EoT [2] GSM8K, MultiArith, SingleEQ, AddSub, AQuA, SVAMP
ChatEval [5] LLM-evaluation, Topical-Chat
AgentVerse [4] FED, Commengen-Challenge, MGSM, Logic Grid Puzzles, HumanEval
COMM [13] College Physics, Moral Scenarios (two subsets from MMLU)
FORD [17] αNLI, CSQA, COPA, e-CARE, Social IQa, PIQA, StrategyQA

A Background639

A.1 Related works640

MAD methods have garnered significant attention in recent years due to their potential to enhance641

the reasoning and decision-making capabilities of LLMs. At their core, MAD methods share several642

common principles. In the initial design proposed by SoM [1], MAD typically involves multiple643

agents following three steps to generate the final response: (1) Response Generation, where each644

agent produces an initial solution based on its unique perspective; (2) Debate, where agents debate to645

identify logical inconsistencies or knowledge gaps; and (3) Consensus Building, where the consensus646

is determined by majority voting or a judge agent.647

A series of following works explored enhancing the reasoning capabilities of MAD by assigning648

different roles to agents, enabling agents to debate from various perspectives. [12] explores the649

behavioral logic of MAD from the perspective of social psychology. The authors found that certain650

combinations of individual traits can enhance the overall performance of the MAD system. Multi-651

Persona (MP) [3] incorporates an affirmative agent (angel) and a negative agent (devil) presenting652

their answer to a judge agent, which ultimately determines the final solution. Exchange-of-Thoughts653

(EoT) [2] assigns three diverse roles to agents: detail-oriented nature, diligence, and problem-solving654

abilities. Additionally, it implements a confidence evaluation mechanism designed to reduce the655

adverse effects of erroneous reasoning processes. COMM [13] encourage diverse thinking in the656

debate by assigning different reasoning paths to agents with different roles.657

A part of the research focused on improving communication topology. IoA [14] organizes agents in a658

network structure, splitting agents into blocks for better collaboration. In [15], agents communicate659

through a sparse topological structure. In AgentVerse [4], the verifier can dynamically determine660

the subsequent execution of MAD processing, allowing dynamic adjustment of communication661

topology. MacNet [16] investigated the scaling effects of MAD systems with more agents using662

varied communication structures, and found that MAD systems can achieve consistent performance663

improvements with more agents involved.664

Another line of work enhanced the way to exchange and integrate information between agents.665

FORD [17] mitigates the inconsistency as the debate processes, and introduces a judge agent to666

summarize the debate results. ReConcile [18] adopts confidence-weighted voting to help consensus667

seeking. [35] introduced a novel approach where agents interact using token embeddings instead668

of natural language. ChatEval [5] explores communication strategies among agents through three669

frameworks, focusing on the impact of asynchronous responses and round-by-round summarization670

on agent performance.671

With the emergence of an increasing number of MAD frameworks, some recent studies have reviewed672

various MAD methods from different aspects. [7] found that MAD methods do not reliably outperform673

other ensembling reasoning strategies. However, they specifically focus on medical prompting674

methods and medical benchmarks, which limits the generalizability. [8] analyzed the performance of675

MAD systems from the perspective of persuasiveness and found that more persuasive models could676

enhance the overall MAD performance. [6] compared single-agent methods with MAD methods and677

found that providing sufficiently detailed problem descriptions can enhance single-agent inference678

to a level comparable to MAD methods. However, the single-agent inference approach used in the679

comparison was specifically calibrated for these detailed descriptions, rather than being a widely680

adopted single-agent method. Additionally, the evaluation was limited to only three datasets.681
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In summary, while there are positive results celebrating MAD, there are also recent efforts questioning682

whether MAD is a reliable general approach for enhancing LLM performance. However, limitations683

in their evaluation leave the answer unresolved and inconclusive. This underscores the urgent need684

for a more thorough and comprehensive evaluation, and necessitates rethinking common evaluation685

practices in MAD research, particularly the reliance on narrow benchmarks and inconsistent baselines.686

A.2 Flaws in previous evaluation687

We summarize evaluation details of previous MAD research in Table 3 as complementary background688

information to support our previous claim on improper evaluation of MAD frameworks. Specifically,689

we observe there were minimal overlap between benchmarks in previous research. To provide context690

for our claim, we draw upon benchmarks considered in prior research, but not featured in the main691

text, as follows.692

Arithmetic evaluates the ability of models to correctly evaluate an arithmetic expression (containing693

addition, multiplication, and subtraction) consisting of six different two-digit numbers. This dataset694

contains randomly generated mathematical expressions.695

Chess evaluates the strategic reasoning ability of models. Models are asked to predict the best next696

move in a game of chess, given the first 14 moves of a chess game between two chess grand-masters.697

Biographies tests the factuality of language models. Models are asked to accurately generate698

historical biographies of people. This benchmark contains 524 well-known people with ground truth699

bullet-point biographies.700

Chess Move Validity checks whether models can avoid hallucination in following given rules.701

Specifically, this benchm ark measure the validity of possible moves in a game of Chess given by702

BIG-Bench Chess-State Tracking Benchmark [36]. The evaluated language agent is given a set of703

next moves and required to find a valid move as the answer.704

CommonMT (Commonsense Machine Translation) [37] contains Chinese to English translation705

examples. Accurate translation requires an understanding of common sense knowledge to distinguish706

ambiguous expressions.707

CIAR (Counter-Intuitive Arithmetic Reasoning) is proposed to evaluate the reasoning abilities of708

LLMs at deep levels. This benchmark is designed to be resistant to intuitive reasoning, and requires709

multi-step reasoning.710

MultiArith [38] is composed of a diverse set of multi-step arithmetic word problems that require711

understanding complex relationships between quantities and performing multiple operations to arrive712

at the correct numerical answer.713

SingleEQ [39] is a collection of algebraic word problems designed for evaluating systems that can714

translate these problems into solvable mathematical equations.715

AddSub [40] is a simple dataset designed for evaluating models on arithmetic word problems that716

involve addition and subtraction operations.717

AQuA [41] contains 100,000 algebraic word problems presented in a multiple-choice format,718

uniquely featuring natural language rationales that detail the step-by-step reasoning to arrive at the719

correct solution.720

SVAMP [42] is created by applying controlled variations to existing elementary-level arithmetic721

word problems (typically grade four and below) to test the robustness and true understanding of722

models.723

LLM-evaluation [43] investigates the potential of utilizing LLMs as a substitute for human evaluators724

in assessing the quality of machine-generated text. LLMs are provided with the same instructions,725

text samples, and questions that human evaluators would receive.726

Topical-Chat [44] contains human-human conversations where participants discuss topics based on727

provided knowledge snippets covering eight broad categories, without pre-defined roles.728

FED [45] offers an automated, unsupervised method for assessing open-domain dialogue systems. It729

uniquely leverages a pre-trained DialoGPT model, allowing it to evaluate aspects like fluency and730

coherence.731
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Commengen-Challenge [46] requires the model to compose a coherent sentence describing an732

everyday scenario using a given set of concepts. This task is particularly challenging as it requires733

models to perform relational reasoning with background commonsense knowledge and exhibit734

compositional generalization for novel concept combinations.735

MGSM [47] consists of 250 grade-school math problems from the GSM8K dataset, which were736

manually translated into ten diverse languages, including those with fewer resources like Bengali and737

Swahili.738

Logic Grid Puzzles [48] targets the logical reasoning abilities of models by requiring them to solve739

puzzles where they must deduce relationships between different categories of items based on a series740

of clues.741

B Case study742

Limited benchmark Most test cases in existing benchmarks only require a single knowledge point743

to be solved, which naturally makes MAD unnecessary. Here we present a case study to support our744

argument. We pick some test cases from MMLU, MMLUPro, and CommensenseQA as follows.745

MMLU, college_physics
Which of the following gives the total spin quantum number of the electrons in the ground
state of neutral nitrogen (Z = 7)?
A: "1/2" B: "1" C: "3/2" D: "5/2"
MMLUPro
A television sells for $180. It costs the retailer $136.50. Find the percent markup based on
the selling price.
A: "27.5%" B: "21%" C: "22.5%" D: "30%" E: "24.17%" F: "20%" G: "26.5%" H: "25%" I:
"18%" J: "32.5%"
CommensenseQA
The child’s wild imagination made him able to see story that he read, he was able to do what
with the story?
A: "picture it" B: "reading" C: "visualize" D: "open book" E: "go to movies"

746

Agents debate based on whether their answers are the same In practice, we found that agents’747

behavior in debate relies on the fact that their answers are the same (or not).748

Question: What is the feeling of one having fun?
Round 1
Agent 1: B
Agent 2: E: laughter
Agent 3: The answer is B
Round 2
Agent 1: Considering the solutions provided by other agents, the feeling of having fun is often
associated with joy, pleasure, and expressions like laughter. While "pleasure" (B) reflects the
overall enjoyment, "laughter" (E) specifically captures a direct expression of fun. Given that
laughter is a common reaction to fun situations, I would align with that sentiment. Thus, the
updated answer is (E).
Agent 2: Considering the additional opinions from other agents, they suggested that the feeling
of one having fun corresponds to "pleasure" (B). While laughter (E) is often associated with
fun, the broader concept of having fun can also encompass feelings of pleasure. Therefore, I
will incorporate these insights into my final answer. The updated answer is (B).
Agent 3: Considering the feeling of having fun, both pleasure and laughter are associated
with enjoyable experiences. While pleasure (B) is a broader term that encompasses a range of
enjoyable feelings, laughter (E) is a direct expression that typically accompanies fun. Given
that one agent has chosen laughter as the answer and it specifically denotes a physical reaction
to joy, I will align with that insight. Therefore, my updated answer is (E).

749
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Note that in these case studies, determining whether a problem requires only a single knowledge point750

to solve, or whether the agent overly relies on the similarity or difference of answers, is challenging to751

achieve objectively. Therefore, we use case studies to provide factual support for the future directions752

discussed in the paper, rather than analyzing this through statistical methods. We understand that this753

approach might make our argument less convincing, but it still aligns with our empirical observations.754

We also hope that future work will develop better methods to address and present these issues.755

C Experiment details756

C.1 Benchmark configurations757

Table 4: Benchmark configurations
Benchmark Category Metric
MMLU General Knowledge accuracy, 0-shot
MMLUPro General Knowledge accuracy, 0-shot
CommensenseQA General Knowledge accuracy, 0-shot
ARC-Challenge General Knowledge accuracy, 0-shot
AGIEval General Knowledge accuracy, 0-shot
GSM8k Mathematical Reasoning accuracy, 0-shot
MATH Mathematical Reasoning accuracy, 0-shot
HumanEval Programming Pass@1, 0-shot
MBPP Programming Pass@1, 0-shot

MMLU [19, 49] is a benchmark dataset designed to evaluate general knowledge across 57 subjects,758

including STEM, humanities, and social sciences. It tests a model’s ability on challenging multiple-759

choice questions that require both specialized and common knowledge. The testing set contains760

14,042 samples.761

MMLUPro [20] is a more robust and challenging massive multi-task understanding dataset tailored762

to more rigorously benchmark LLMs’ capabilities. It contains 1,200 testing samples.763

CommonSenseQA [22] is a multiple-choice question-answering dataset that tests different types764

of commonsense reasoning. The dataset contains 1,140 questions with one correct answer and four765

distractor answers.766

AGi-Eval [21] is a dataset aimed at evaluating artificial general intelligence (AGI) capabilities,767

focusing on problem-solving, reasoning, and generalization across multiple domains. We specifically768

use several subsets: aqua-rat, logiqa-en, lsat-ar, lsat-lr, lsat-rc, sat-math, sat-en, and sat-en-without-769

passage, as they are in English.770

ARC-Challenge [23] contains genuine grade-school level, multiple-choice science questions. The771

dataset is partitioned into a Challenge Set and an Easy Set and has 3,548 questions in total.772

GSM8k [24] is a challenging math word benchmark designed to test a model’s reasoning and773

problem-solving abilities in arithmetic and algebra. It is widely used for evaluating mathematical774

understanding and reasoning. We use the main set of GSM8k, which contains 1,319 testing cases.775

MATH [25] is a comprehensive dataset featuring math problems across various topics, including776

geometry, algebra, calculus, and number theory. The dataset contains 5,000 testing questions.777

HumanEval [26] is a dataset for evaluating code generation and programming skills. It contains778

prompts and corresponding solutions for coding tasks. The dataset consists of 164 programming779

problems.780

MBPP [27] is a programming dataset. MBPP is harder to solve than HumanEval since it does not781

include a function signature for reference. It contains 500 samples for evaluation.782

We use the following prompts to help LLMs format their responses.783
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Multi-choice benchmarks
Instruction: Answer this multiple choice question. Generate your final answer by the answer
is (X).
Q: {question}
A: The answer is
Mathematical reasoning benchmarks
Instruction: Answer this question. Generate your final answer by the answer is
$\boxed{ANSWER}$.
Q: {question}
A: The answer is
Programming benchmarks
Instruction: Write a python program to complete the following code. Do not output any
example usage. Generate the final program by “The answer is: “‘python
Q: {question}
A:

784

C.2 MAD configurations785

Table 5: High-level comparison of MAD frameworks.

Role-Play Answer Generation #Agents #Rounds Post-procesisng Heterogeneous

SoM N/A Majority Voting Adjustable Fixed N/A No
MP Fixed Judger Fixed Early-stopping N/A Yes
EoT Fixed Majority Voting Adjustable Early-stopping Confidence No
ChatEval Fixed Majority Voting Adjustable Early-stopping N/A Yes
AgentVerse Dynamic Judger Adjustable Early-stopping N/A Yes

Society of Minds 3 agents debate for 2 rounds. All agents share the same prompt as follows.786

These are the solutions to the problem from other agents:
One agent’s solution: {}
One agent’s solution: {}
One agent’s solution: {}
Use these opinions carefully as additional advice, can you provide an updated answer? Make
sure to state your answer (capital multiple choice letter) at the end of the response.

787

MP The angel agent first generates a solution, and the devil agent debates against the solution and788

presents a new one. The judger agent can continue the debate for another round, or end the debate by789

picking the final solution from these two solutions. The debate can continue for 5 rounds if the judger790

has not picked the final answer.791

Angel’s prompt:
You will now think step by step and provide an answer at the end of your response.
Devil’s prompt:
You disagree with my answer. Provide your answer and reasons.
Judger’s prompt:
You, as the moderator, will evaluate both sides’ answers and determine if there is a clear
preference for an answer candidate. If so, please summarize your reasons for supporting
affirmative/negative side and give the final answer that you think is correct, and the debate
will conclude. If not, the debate will continue to the next round. Now please output your
answer in json format, with the format as follows: {"Whether there is a preference": "Yes
or No", "Supported Side": "Affirmative or Negative", "Reason": "", "debate_answer": "the
capital letter corresponding to the answer"}. Please strictly output in JSON format, do not
output irrelevant content.

792

Exchange of Thoughts In EoT, three agents with diverse persona prompts are organized to perform793

the debate. Each agent can access other agents’ response and their confidences. EoT adopts answer794
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consistency as the confidence signal, i.e., the frequency of the most frequent answer. These agents795

can debate at most 5 rounds. When all agents reach a consensus, the debate terminates.796

Here is a solution process from your friend:
{}’s solution: {} {}’s confidence in this solution is: {}
{}’s solution: {} {}’s confidence in this solution is: {}
{}’s solution: {} {}’s confidence in this solution is: {}
Based on your friend’s solution, carefully re-examine your previous answer. If your friend’s
confidence level is below 0.5, it suggests a high probability that the solution might be incorrect.
Remember, solutions with high confidence can also be wrong. Utilize your talent and critical
thinking to provide a new step-by-step solution process.
Provide the new solution directly, refrain from commenting on your friend’s approach, and
conclude by stating the answer.
Kitty’s persona prompt:
You are Kitty, a high school student admired for your attentiveness and detail-oriented nature.
Your friends often rely on you to catch details they might have missed in their work. Your
task is to carefully analyze the presented math problem, apply your attentive skills, and piece
together a detailed solution. Afterward, you’ll have the opportunity to review the solutions
provided by your friends, offering insights and suggestions. Your careful revisions will help
all of you to enhance your understanding and arrive at the most accurate solutions possible.
Ben’s persona prompt: You are Ben, a high school student with a track record of excellent
grades, particularly in mathematics. Your friends admire your diligence and often seek your
guidance in their studies. Your role is to scrutinize the problem at hand with your usual
attention to detail, drawing from your vast knowledge of math principles. After considering
your friends’ approaches, carefully construct your answer, ensuring to clarify each step
of your process. Your clear and logical explanations are valuable, as they will serve as a
benchmark for your friends to compare and refine their own solutions.
Peter’s persona prompt:
You are Peter, a high school student recognized for your unique problem-solving abilities.
Your peers often turn to you for assistance when they encounter challenging tasks, as they
appreciate your knack for devising creative solutions. Today, your challenge is to dissect
the given math problem, leveraging your unique problem-solving strategies. Once you’ve
crafted your solution, share it with your friends, Ben and Kitty, so they can see a different
perspective. Your innovative approach will not only provide an answer but also inspire Ben
and Kitty to think outside the box and possibly revise their own solutions.

797

ChatEval In ChatEval, three agents General Public, Critic, and Scientist debate one by one. Different798

persona prompts enable these agents to think in diverse style, with specific focus on critical thinking799

or scientific domain background. The debate continues for 2 rounds by default.800

General Public’s prompt:
We would like to request your answer to this question.
There are a few other referee assigned the same task, it’s your responsibility to discuss with
them and think critically before you make your final judgement.
You are now General Public, one of the referees in this task. You are interested in the story
and looking for updates on the investigation. Please think critically by yourself and note that
it’s your responsibility to answer the question.
Now it’s your time to talk, please make your talk short and clear, General Public!
Critic’s prompt:
We would like to request your answer to this question.
There are a few other referee assigned the same task, it’s your responsibility to discuss with
them and think critically before you make your final judgement.
You are now Critic, one of the referees in this task. Your job is to question others judgement
to make sure their judgement is well-considered.
Now it’s your time to talk, please make your talk short and clear, Critic!
Scientist’s prompt:
We would like to request your answer to this question.

801
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There are a few other referee assigned the same task, it’s your responsibility to discuss with
them and think critically before you make your final judgement.
You are Scientist, one of the referees in this task. You are a professional engaged in systematic
study who possesses a strong background in the scientific method, critical thinking, and
problem-solving abilities. Please help other people to answer the question.
Now it’s your time to talk, please make your talk short and clear, Scientist!

802

AgentVerse AgentVerse adopts a dynamic way to organize the debate. First, a Rold Assigner agent803

reads the question and determines what kinds of agents should be recruited to solve the question.804

After the role assignment, one solver agent and three critic agents with assigned roles will debate to805

figure out the answer. Finally, an evaluator will review the answer and determine whether another806

round is necessary for a better answer. In dealing with programming tasks, an extra executor will807

be incorporated to execute the written program and return the execution result to the evaluator for808

accurate feedback.809

Role Assigner’s prompt:
# Role Description
You are the leader of a group, now you are facing a problem:
{question}
You can recruit {cnt_critic_agents} people to solve the logic problem. What people will you
recruit?
Here are some suggestion: {advice}
Response Format Guidance
You should respond with a list of expert description. For example:
1. an electrical engineer specified in the filed of xxx.
2. an economist who is good at xxx.
3. a lawyer with a good knowledge of xxx.
...
Only respond with the description of each role. Do not include your reason.
Solver’s prompt:
Using these information, can you provide the correct solution to the problem? Explain your
reasoning and solve the problem step by step. Your final answer should be a single capital
letter, which is the lable of choice, in the form
boxedanswer, at the end of your response.
Critic’s prompt:
You are in a discussion group, aiming to collaborative solve the following logic problem:
{question}
You are {role_description}. Based on your knowledge, can you check the correctness of the
solutions given above? You should give your correct solution to the problem step by step.
When responding, you should follow the following rules:
1. Double-check the above solutions, give your critics, then generate the correct solution step
by step.
2. If the final answer in your solution is the same as the final answer in the above provided
solution, end your response with a special token "[Agree]".
3. You must highlight your final answer in the form \boxed{answer} at the end of your
response. The answer must be a single letter.
Now give your response.
Executor’s prompt:
You are an experienced program tester. Now your team is trying to solve the problem:
Complete the Python function:
{question}
The solution has been written to ‘tmp/main.py‘. Your are going to write the unit testing code
for the solution. You should respond in the following format:
Thought: your thought
Reasoning: your reasoning on the testing cases
Criticism: constructive self-criticism
File Path: the path to write your testing code

810
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Code: the testing code with explaination in docstring. make sure to write the input in the
assertion to make it appear in the unit test report, and make sure the expected answer is
correct
Command: the command to change directory and execute your testing code
Evaluator’s prompt:
Problem:
{question}
Solution:
{solution}
You are a logic problem lover. Above is a logic problem and a solution. Check whether the
solution and the deduction is correct. If the deduction is wrong, you should explain why it is
wrong, but do not give your solution. When it is correct, output a correctness of 1 and why it
is correct.
You should respond in the following format:
Correctness: (0 or 1, 0 is wrong, and 1 is correct)
Response: (explain in details why it is wrong or correct. do not provide your solution)

811

D Additional Experimental Results812

Table 6: Main results on Llama3.1:8b. We use lightred / lightblue to denote results higher/lower
than CoT.

Dataset MMLU MMLU-Pro CommensenseQA ARC-Challenge AGIEval GSM8K MATH HumanEval MBPP
SA 43.13 ± 1.04 34.27 ± 0.50 66.00 ± 0.16 81.67 ± 0.68 33.60 ± 0.75 70.40 ± 0.43 36.47 ± 1.09 54.07 ± 0.29 50.45 ± 1.75
CoT 57.47 ± 1.18 41.20 ± 1.14 71.13 ± 0.84 86.40 ± 0.99 46.73 ± 1.09 80.13 ± 1.23 40.13 ± 0.66 37.60 ± 1.52 43.71 ± 2.88
SC 64.96 ± 1.08 47.49 ± 0.08 74.43 ± 0.30 86.60 ± 1.13 42.47 ± 1.58 79.53 ± 0.68 42.25 ± 2.15 – –
SoM 53.40 ± 0.28 36.57 ± 1.27 70.93 ± 0.82 82.00 ± 0.65 37.13 ± 0.47 63.87 ± 0.93 40.20 ± 0.85 47.56 ± 2.28 45.91 ± 1.15
MP 53.33 ± 2.54 36.44 ± 2.74 46.07 ± 0.62 61.93 ± 1.39 44.50 ± 1.65 47.60 ± 2.73 10.30 ± 0.93 24.19 ± 3.67 23.09 ± 1.81
EoT 48.97 ± 0.58 36.04 ± 0.21 66.15 ± 0.61 81.60 ± 0.43 33.42 ± 0.84 61.87 ± 2.39 26.61 ± 1.53 22.36 ± 2.07 23.87 ± 0.97
ChatEval 61.81 ± 0.88 43.56 ± 1.22 68.66 ± 2.62 84.70 ± 0.51 57.87 ± 1.25 81.13 ± 0.81 39.77 ± 0.54 41.46 ± 0.00 40.73 ± 1.60
AgentVerse 13.27 ± 0.47 20.53 ± 1.23 16.33 ± 1.52 24.60 ± 0.98 50.33 ± 2.49 5.47 ± 1.31 13.30 ± 1.26 40.24 ± 2.59 32.56 ± 1.32

Table 7: Main results on Llama3.1:70B. We use lightred / lightblue to denote results higher/lower
than CoT.

Dataset MMLU MMLU-Pro CommensenseQA ARC-Challenge AGIEval GSM8K MATH HumanEval MBPP
SA 80.20 ± 2.05 46.27 ± 0.66 79.13 ± 1.05 91.67 ± 0.25 56.87 ± 1.93 69.47 ± 0.90 38.13 ± 1.09 63.41 ± 1.72 45.78 ± 2.95
CoT 82.73 ± 1.25 53.87 ± 0.90 82.40 ± 1.45 93.33 ± 0.50 58.42 ± 1.53 92.07 ± 0.90 37.13 ± 0.98 62.60 ± 1.04 49.42 ± 2.52
SC 83.73 ± 0.19 53.27 ± 1.06 81.16 ± 0.63 92.80 ± 0.59 61.07 ± 0.25 83.20 ± 0.33 49.73 ± 0.62 – –
SoM 84.60 ± 0.43 57.13 ± 1.15 81.93 ± 0.34 92.93 ± 0.52 62.22 ± 1.08 88.27 ± 0.74 48.64 ± 1.23 63.41 ± 2.28 41.37 ± 0.49
MP 81.39 ± 1.09 51.93 ± 2.29 68.55 ± 1.02 88.38 ± 0.03 61.60 ± 2.55 69.27 ± 1.05 24.60 ± 1.56 52.64 ± 1.04 32.56 ± 0.97
EoT 83.20 ± 0.28 49.66 ± 0.60 81.87 ± 0.74 92.96 ± 0.14 63.06 ± 0.46 77.60 ± 0.65 43.63 ± 2.28 55.49 ± 0.86 38.91 ± 1.68
ChatEval 80.37 ± 1.15 56.13 ± 1.00 72.82 ± 1.33 89.94 ± 0.20 68.59 ± 0.42 92.53 ± 0.19 58.73 ± 1.52 62.80 ± 0.86 44.49 ± 2.23
AgentVerse 84.80 ± 1.02 61.80 ± 0.91 76.47 ± 1.24 92.80 ± 0.28 66.73 ± 0.84 85.47 ± 0.68 45.33 ± 0.94 59.96 ± 0.76 41.89 ± 1.02

Table 8: Main results on Claude-3.5-Haiku. We use lightred / lightblue to denote results high-
er/lower than CoT.

Dataset MMLU MMLU-Pro CommensenseQA ARC-Challenge AGIEval GSM8K MATH HumanEval MBPP
SA 56.81 ± 0.15 38.38 ± 0.36 79.40 ± 0.28 87.17 ± 0.54 48.99 ± 1.31 83.13 ± 0.09 31.71 ± 2.48 66.26 ± 0.76 48.55 ± 0.62
CoT 62.00 ± 0.00 47.00 ± 1.57 79.67 ± 0.34 89.47 ± 0.38 52.00 ± 1.02 85.84 ± 0.72 30.62 ± 1.42 65.24 ± 2.59 56.16 ± 0.92
SC 63.08 ± 1.06 50.02 ± 1.47 81.27 ± 0.05 90.00 ± 0.28 53.59 ± 1.09 90.27 ± 0.46 35.09 ± 0.69 – –
SoM 57.39 ± 1.00 39.91 ± 0.47 79.40 ± 0.59 88.20 ± 0.23 51.48 ± 0.42 86.87 ± 0.73 34.31 ± 0.89 65.33 ± 1.15 58.09 ± 1.35
MP 55.68 ± 0.50 42.33 ± 1.65 55.39 ± 1.37 79.72 ± 0.74 46.54 ± 2.53 51.15 ± 2.48 12.01 ± 0.26 60.08 ± 2.61 51.84 ± 0.89
EoT 57.30 ± 0.75 39.15 ± 0.59 79.70 ± 0.35 87.41 ± 0.31 50.44 ± 0.49 87.00 ± 0.49 33.08 ± 1.93 66.33 ± 0.35 58.13 ± 1.92
ChatEval 58.40 ± 0.17 43.87 ± 0.51 70.97 ± 1.61 83.68 ± 0.25 53.00 ± 1.27 85.75 ± 0.61 30.76 ± 0.30 52.44 ± 1.00 46.69 ± 1.46
AgentVerse 62.85 ± 0.75 47.72 ± 1.63 78.27 ± 0.68 89.66 ± 0.56 56.16 ± 0.82 59.38 ± 0.69 30.73 ± 1.69 45.68 ± 8.57 43.22 ± 2.56

D.1 Enhancing current MAD frameworks with stronger single-agent inference approaches813

As discussed in Section 5, enhancing current MAD frameworks with stronger single-agent inference814

methods represents a valuable future direction. We note that while EoT, AgentVerse, and MP815

incorporate CoT-like mechanisms, SoM and ChatEval do not explicitly prompt agents to respond816

in a CoT style. Therefore, we evaluate SoM and ChatEval combined with CoT, to investigate the817

impact of stronger single-agent inference approaches on the overall performance of MAD frameworks.818
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Figure 5: Comparing scaling efficiency of MAD methods. We present performance regarding number
of tokens consumed.

Table 9: Empirical results on GPT-4o-mini combing CoT. We use lightred / lightblue to denote
results higher/lower than CoT.

Dataset MMLU MMLU-Pro CommensenseQA ARC-Challenge AGIEval GSM8K MATH HumanEval MBPP
SA 65.33 ± 0.93 58.07 ± 0.50 79.47 ± 0.25 88.27 ± 0.41 63.87 ± 1.05 91.13 ± 0.34 71.67 ± 1.31 66.67 ± 1.15 58.11 ± 0.66
CoT 80.73 ± 0.34 62.80 ± 0.99 82.87 ± 0.25 93.53 ± 0.41 66.40 ± 1.30 93.60 ± 0.82 72.87 ± 1.20 78.05 ± 1.49 62.26 ± 0.84
SC 82.13 ± 0.66 66.27 ± 1.39 83.80 ± 0.28 93.93 ± 0.25 67.07 ± 0.84 95.67 ± 0.19 73.96 ± 0.54 – –
SoM 74.73 ± 0.52 62.80 ± 1.02 80.73 ± 0.93 90.80 ± 0.43 64.33 ± 0.34 94.93 ± 0.34 75.40 ± 0.71 68.09 ± 1.25 56.94 ± 1.12
+CoT 84.13 ± 0.50 65.26 ± 1.90 83.33 ± 0.31 93.67 ± 0.23 66.84 ± 0.74 94.67 ± 0.42 75.40 ± 0.53 78.86 ± 1.27 61.22 ± 0.59
+CoT +Heter 87.27 ± 0.47 68.20 ± 0.5 84.81 ± 0.61 93.75 ± 0.45 70.03 ± 0.58 96.00 ± 0.25 74.80 ± 1.05 78.66 ± 3.05 59.92 ± 1.16
ChatEval 79.13 ± 0.90 62.20 ± 0.49 81.07 ± 0.84 93.20 ± 0.28 68.87 ± 0.94 93.60 ± 0.00 69.36 ± 1.58 71.75 ± 0.76 53.70 ± 0.55
+CoT 82.40 ± 0.40 64.13 ± 0.64 84.67 ± 0.95 93.65 ± 0.31 65.87 ± 0.81 95.40 ± 0.40 70.60 ± 1.40 77.40 ± 3.05 60.96 ± 0.22

Particularly, we explicitly prompt each agent in MAD to respond in a CoT style. Our experimental819

results are shown in Table Table 9, from which we have several key findings820

• CoT consistently improves MAD and Heter-MAD. MAD-CoT and Heter-MAD-CoT821

surpass CoT on all benchmarks except MBPP. Notably, on MMLU, SoM-CoT improves822

CoT by 3.4% and vanilla SoM by 9.4%, while Heter-SoM-CoT improves CoT by 6.54% and823

vanilla SoM by 12.54%. We can also observe obvious improvements for ChatEval, where824

ChatEval-CoT also surpasses CoT on 5 benchmarks.825

• Heter-MAD and MAD-CoT improve MAD in distinct directions. Interestingly, we826

observe that Heter-SoM-CoT only achieves approximate performances in comparison to827

SoM-CoT on mathematical reasoning and programming tasks (e.g., Heter-SoM-CoT only828

outperforms SoM-CoT on GSM8k among four benchmarks). However, Heter-SoM-CoT829

consistently outperforms SoM-CoT on all five general knowledge tasks, showing a signifi-830

cantly different trend. This observation suggests that Heter-MAD and MAD-CoT improve831

MAD from distinct perspectives, and they can work compatibly.832

Our findings provide initial insight that integrating multi-agent collaborative inference methods with833

enhanced single-agent inference approaches can be a promising future direction. Notably, while CoT834

is generally compatible, it remains unclear whether other advanced single-agent inference approaches,835

such as ReACT [30] or Reflexion [31], would achieve similar improvements, as these methods may836

alter the original behavior of single agents. We leave this for future investigation.837
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Figure 6: Comparing the behavior of inference strategies to direct prompting a single-agent. The
green bar represents the number of corrected answers, and the Fred bar represents the number of
answers erroneously reversed compared to standard single-agent prompting.

NeurIPS Paper Checklist838

The checklist is designed to encourage best practices for responsible machine learning research,839

addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove840

the checklist: The papers not including the checklist will be desk rejected. The checklist should841

follow the references and follow the (optional) supplemental material. The checklist does NOT count842

towards the page limit.843

Please read the checklist guidelines carefully for information on how to answer these questions. For844

each question in the checklist:845

• You should answer [Yes] , [No] , or [NA] .846

• [NA] means either that the question is Not Applicable for that particular paper or the847

relevant information is Not Available.848

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).849

The checklist answers are an integral part of your paper submission. They are visible to the850

reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it851

(after eventual revisions) with the final version of your paper, and its final version will be published852

with the paper.853

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.854

While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a855

proper justification is given (e.g., "error bars are not reported because it would be too computationally856

expensive" or "we were unable to find the license for the dataset we used"). In general, answering857

"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we858

acknowledge that the true answer is often more nuanced, so please just use your best judgment and859

write a justification to elaborate. All supporting evidence can appear either in the main paper or the860

supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification861

please point to the section(s) where related material for the question can be found.862

IMPORTANT, please:863

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",864

• Keep the checklist subsection headings, questions/answers and guidelines below.865
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Figure 7: Heter-MAD performance analysis. We split questions in a benchmark into four parts
each denoted as CC, CW, WC, and WW, where CC represents questions that both GPT-4o-mini and
Llama3.1-70b can solve. Similarly, WW represents questions that both models fail to solve, and CW
denotes questions that only GPT-4o-mini can solve. In each part, the filled bar denotes how many
questions are solved by Heter-MAD, while the hollow bar denotes how many questions are not solved
by Heter-MAD.

• Do not modify the questions and only use the provided macros for your answers.866

1. Claims867

Question: Do the main claims made in the abstract and introduction accurately reflect the868

paper’s contributions and scope?869

Answer: [Yes]870

Justification: Section.1 clearly states the paper’s main contributions.871

Guidelines:872

• The answer NA means that the abstract and introduction do not include the claims873

made in the paper.874

• The abstract and/or introduction should clearly state the claims made, including the875

contributions made in the paper and important assumptions and limitations. A No or876

NA answer to this question will not be perceived well by the reviewers.877

• The claims made should match theoretical and experimental results, and reflect how878

much the results can be expected to generalize to other settings.879

• It is fine to include aspirational goals as motivation as long as it is clear that these goals880

are not attained by the paper.881

2. Limitations882

Question: Does the paper discuss the limitations of the work performed by the authors?883

Answer: [Yes]884

Justification: In section 4, we have discussed the limitations of our study.885

Guidelines:886

• The answer NA means that the paper has no limitation while the answer No means that887

the paper has limitations, but those are not discussed in the paper.888

• The authors are encouraged to create a separate "Limitations" section in their paper.889
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• The paper should point out any strong assumptions and how robust the results are to890

violations of these assumptions (e.g., independence assumptions, noiseless settings,891

model well-specification, asymptotic approximations only holding locally). The authors892

should reflect on how these assumptions might be violated in practice and what the893

implications would be.894

• The authors should reflect on the scope of the claims made, e.g., if the approach was895

only tested on a few datasets or with a few runs. In general, empirical results often896

depend on implicit assumptions, which should be articulated.897

• The authors should reflect on the factors that influence the performance of the approach.898

For example, a facial recognition algorithm may perform poorly when image resolution899

is low or images are taken in low lighting. Or a speech-to-text system might not be900

used reliably to provide closed captions for online lectures because it fails to handle901

technical jargon.902

• The authors should discuss the computational efficiency of the proposed algorithms903

and how they scale with dataset size.904

• If applicable, the authors should discuss possible limitations of their approach to905

address problems of privacy and fairness.906

• While the authors might fear that complete honesty about limitations might be used by907

reviewers as grounds for rejection, a worse outcome might be that reviewers discover908

limitations that aren’t acknowledged in the paper. The authors should use their best909

judgment and recognize that individual actions in favor of transparency play an impor-910

tant role in developing norms that preserve the integrity of the community. Reviewers911

will be specifically instructed to not penalize honesty concerning limitations.912

3. Theory assumptions and proofs913

Question: For each theoretical result, does the paper provide the full set of assumptions and914

a complete (and correct) proof?915

Answer: [NA]916

Justification: In this paper we do not explicitly include theoretical analysis.917

Guidelines:918

• The answer NA means that the paper does not include theoretical results.919

• All the theorems, formulas, and proofs in the paper should be numbered and cross-920

referenced.921

• All assumptions should be clearly stated or referenced in the statement of any theorems.922

• The proofs can either appear in the main paper or the supplemental material, but if923

they appear in the supplemental material, the authors are encouraged to provide a short924

proof sketch to provide intuition.925

• Inversely, any informal proof provided in the core of the paper should be complemented926

by formal proofs provided in appendix or supplemental material.927

• Theorems and Lemmas that the proof relies upon should be properly referenced.928

4. Experimental result reproducibility929

Question: Does the paper fully disclose all the information needed to reproduce the main ex-930

perimental results of the paper to the extent that it affects the main claims and/or conclusions931

of the paper (regardless of whether the code and data are provided or not)?932

Answer: [Yes]933

Justification: We have provided implementation details in experimental setup.934

Guidelines:935

• The answer NA means that the paper does not include experiments.936

• If the paper includes experiments, a No answer to this question will not be perceived937

well by the reviewers: Making the paper reproducible is important, regardless of938

whether the code and data are provided or not.939

• If the contribution is a dataset and/or model, the authors should describe the steps taken940

to make their results reproducible or verifiable.941
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• Depending on the contribution, reproducibility can be accomplished in various ways.942

For example, if the contribution is a novel architecture, describing the architecture fully943

might suffice, or if the contribution is a specific model and empirical evaluation, it may944

be necessary to either make it possible for others to replicate the model with the same945

dataset, or provide access to the model. In general. releasing code and data is often946

one good way to accomplish this, but reproducibility can also be provided via detailed947

instructions for how to replicate the results, access to a hosted model (e.g., in the case948

of a large language model), releasing of a model checkpoint, or other means that are949

appropriate to the research performed.950

• While NeurIPS does not require releasing code, the conference does require all submis-951

sions to provide some reasonable avenue for reproducibility, which may depend on the952

nature of the contribution. For example953

(a) If the contribution is primarily a new algorithm, the paper should make it clear how954

to reproduce that algorithm.955

(b) If the contribution is primarily a new model architecture, the paper should describe956

the architecture clearly and fully.957

(c) If the contribution is a new model (e.g., a large language model), then there should958

either be a way to access this model for reproducing the results or a way to reproduce959

the model (e.g., with an open-source dataset or instructions for how to construct960

the dataset).961

(d) We recognize that reproducibility may be tricky in some cases, in which case962

authors are welcome to describe the particular way they provide for reproducibility.963

In the case of closed-source models, it may be that access to the model is limited in964

some way (e.g., to registered users), but it should be possible for other researchers965

to have some path to reproducing or verifying the results.966

5. Open access to data and code967

Question: Does the paper provide open access to the data and code, with sufficient instruc-968

tions to faithfully reproduce the main experimental results, as described in supplemental969

material?970

Answer: [Yes]971

Justification: We has provided an anonymous link to our code base.972

Guidelines:973

• The answer NA means that paper does not include experiments requiring code.974

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/975

public/guides/CodeSubmissionPolicy) for more details.976

• While we encourage the release of code and data, we understand that this might not be977

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not978

including code, unless this is central to the contribution (e.g., for a new open-source979

benchmark).980

• The instructions should contain the exact command and environment needed to run to981

reproduce the results. See the NeurIPS code and data submission guidelines (https:982

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.983

• The authors should provide instructions on data access and preparation, including how984

to access the raw data, preprocessed data, intermediate data, and generated data, etc.985

• The authors should provide scripts to reproduce all experimental results for the new986

proposed method and baselines. If only a subset of experiments are reproducible, they987

should state which ones are omitted from the script and why.988

• At submission time, to preserve anonymity, the authors should release anonymized989

versions (if applicable).990

• Providing as much information as possible in supplemental material (appended to the991

paper) is recommended, but including URLs to data and code is permitted.992

6. Experimental setting/details993

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-994

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the995

results?996
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Answer: [Yes]997

Justification: We specified implementation details in the experimental setup.998

Guidelines:999

• The answer NA means that the paper does not include experiments.1000

• The experimental setting should be presented in the core of the paper to a level of detail1001

that is necessary to appreciate the results and make sense of them.1002

• The full details can be provided either with the code, in appendix, or as supplemental1003

material.1004

7. Experiment statistical significance1005

Question: Does the paper report error bars suitably and correctly defined or other appropriate1006

information about the statistical significance of the experiments?1007

Answer: [Yes]1008

Justification: We reported standard deviation in our experiments.1009

Guidelines:1010

• The answer NA means that the paper does not include experiments.1011

• The authors should answer "Yes" if the results are accompanied by error bars, confi-1012

dence intervals, or statistical significance tests, at least for the experiments that support1013

the main claims of the paper.1014

• The factors of variability that the error bars are capturing should be clearly stated (for1015

example, train/test split, initialization, random drawing of some parameter, or overall1016

run with given experimental conditions).1017

• The method for calculating the error bars should be explained (closed form formula,1018

call to a library function, bootstrap, etc.)1019

• The assumptions made should be given (e.g., Normally distributed errors).1020

• It should be clear whether the error bar is the standard deviation or the standard error1021

of the mean.1022

• It is OK to report 1-sigma error bars, but one should state it. The authors should1023

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis1024

of Normality of errors is not verified.1025

• For asymmetric distributions, the authors should be careful not to show in tables or1026

figures symmetric error bars that would yield results that are out of range (e.g. negative1027

error rates).1028

• If error bars are reported in tables or plots, The authors should explain in the text how1029

they were calculated and reference the corresponding figures or tables in the text.1030

8. Experiments compute resources1031

Question: For each experiment, does the paper provide sufficient information on the com-1032

puter resources (type of compute workers, memory, time of execution) needed to reproduce1033

the experiments?1034

Answer: [NA]1035

Justification: Our experiments are not sensitive to computing resources.1036

Guidelines:1037

• The answer NA means that the paper does not include experiments.1038

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,1039

or cloud provider, including relevant memory and storage.1040

• The paper should provide the amount of compute required for each of the individual1041

experimental runs as well as estimate the total compute.1042

• The paper should disclose whether the full research project required more compute1043

than the experiments reported in the paper (e.g., preliminary or failed experiments that1044

didn’t make it into the paper).1045

9. Code of ethics1046
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Question: Does the research conducted in the paper conform, in every respect, with the1047

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?1048

Answer: [Yes]1049

Justification: This paper strictly conform the NeurIPS Code of Ethics.1050

Guidelines:1051

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.1052

• If the authors answer No, they should explain the special circumstances that require a1053

deviation from the Code of Ethics.1054

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-1055

eration due to laws or regulations in their jurisdiction).1056

10. Broader impacts1057

Question: Does the paper discuss both potential positive societal impacts and negative1058

societal impacts of the work performed?1059

Answer: [Yes]1060

Justification: We have discussed our impact on future MAD research.1061

Guidelines:1062

• The answer NA means that there is no societal impact of the work performed.1063

• If the authors answer NA or No, they should explain why their work has no societal1064

impact or why the paper does not address societal impact.1065

• Examples of negative societal impacts include potential malicious or unintended uses1066

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations1067

(e.g., deployment of technologies that could make decisions that unfairly impact specific1068

groups), privacy considerations, and security considerations.1069

• The conference expects that many papers will be foundational research and not tied1070

to particular applications, let alone deployments. However, if there is a direct path to1071

any negative applications, the authors should point it out. For example, it is legitimate1072

to point out that an improvement in the quality of generative models could be used to1073

generate deepfakes for disinformation. On the other hand, it is not needed to point out1074

that a generic algorithm for optimizing neural networks could enable people to train1075

models that generate Deepfakes faster.1076

• The authors should consider possible harms that could arise when the technology is1077

being used as intended and functioning correctly, harms that could arise when the1078

technology is being used as intended but gives incorrect results, and harms following1079

from (intentional or unintentional) misuse of the technology.1080

• If there are negative societal impacts, the authors could also discuss possible mitigation1081

strategies (e.g., gated release of models, providing defenses in addition to attacks,1082

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from1083

feedback over time, improving the efficiency and accessibility of ML).1084

11. Safeguards1085

Question: Does the paper describe safeguards that have been put in place for responsible1086

release of data or models that have a high risk for misuse (e.g., pretrained language models,1087

image generators, or scraped datasets)?1088

Answer: [NA]1089

Justification: We did not release new models or new datasets.1090

Guidelines:1091

• The answer NA means that the paper poses no such risks.1092

• Released models that have a high risk for misuse or dual-use should be released with1093

necessary safeguards to allow for controlled use of the model, for example by requiring1094

that users adhere to usage guidelines or restrictions to access the model or implementing1095

safety filters.1096

• Datasets that have been scraped from the Internet could pose safety risks. The authors1097

should describe how they avoided releasing unsafe images.1098
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• We recognize that providing effective safeguards is challenging, and many papers do1099

not require this, but we encourage authors to take this into account and make a best1100

faith effort.1101

12. Licenses for existing assets1102

Question: Are the creators or original owners of assets (e.g., code, data, models), used in1103

the paper, properly credited and are the license and terms of use explicitly mentioned and1104

properly respected?1105

Answer: [Yes]1106

Justification: We have added appropriate references when needed.1107

Guidelines:1108

• The answer NA means that the paper does not use existing assets.1109

• The authors should cite the original paper that produced the code package or dataset.1110

• The authors should state which version of the asset is used and, if possible, include a1111

URL.1112

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.1113

• For scraped data from a particular source (e.g., website), the copyright and terms of1114

service of that source should be provided.1115

• If assets are released, the license, copyright information, and terms of use in the1116

package should be provided. For popular datasets, paperswithcode.com/datasets1117

has curated licenses for some datasets. Their licensing guide can help determine the1118

license of a dataset.1119

• For existing datasets that are re-packaged, both the original license and the license of1120

the derived asset (if it has changed) should be provided.1121

• If this information is not available online, the authors are encouraged to reach out to1122

the asset’s creators.1123

13. New assets1124

Question: Are new assets introduced in the paper well documented and is the documentation1125

provided alongside the assets?1126

Answer: [NA]1127

Justification: We did not release new assets.1128

Guidelines:1129

• The answer NA means that the paper does not release new assets.1130

• Researchers should communicate the details of the dataset/code/model as part of their1131

submissions via structured templates. This includes details about training, license,1132

limitations, etc.1133

• The paper should discuss whether and how consent was obtained from people whose1134

asset is used.1135

• At submission time, remember to anonymize your assets (if applicable). You can either1136

create an anonymized URL or include an anonymized zip file.1137

14. Crowdsourcing and research with human subjects1138

Question: For crowdsourcing experiments and research with human subjects, does the paper1139

include the full text of instructions given to participants and screenshots, if applicable, as1140

well as details about compensation (if any)?1141

Answer: [NA]1142

Justification: Not applicable.1143

Guidelines:1144

• The answer NA means that the paper does not involve crowdsourcing nor research with1145

human subjects.1146

• Including this information in the supplemental material is fine, but if the main contribu-1147

tion of the paper involves human subjects, then as much detail as possible should be1148

included in the main paper.1149
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,1150

or other labor should be paid at least the minimum wage in the country of the data1151

collector.1152

15. Institutional review board (IRB) approvals or equivalent for research with human1153

subjects1154

Question: Does the paper describe potential risks incurred by study participants, whether1155

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)1156

approvals (or an equivalent approval/review based on the requirements of your country or1157

institution) were obtained?1158

Answer: [NA]1159

Justification: Not applicable.1160

Guidelines:1161

• The answer NA means that the paper does not involve crowdsourcing nor research with1162

human subjects.1163

• Depending on the country in which research is conducted, IRB approval (or equivalent)1164

may be required for any human subjects research. If you obtained IRB approval, you1165

should clearly state this in the paper.1166

• We recognize that the procedures for this may vary significantly between institutions1167

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the1168

guidelines for their institution.1169

• For initial submissions, do not include any information that would break anonymity (if1170

applicable), such as the institution conducting the review.1171

16. Declaration of LLM usage1172

Question: Does the paper describe the usage of LLMs if it is an important, original, or1173

non-standard component of the core methods in this research? Note that if the LLM is used1174

only for writing, editing, or formatting purposes and does not impact the core methodology,1175

scientific rigorousness, or originality of the research, declaration is not required.1176

Answer: [NA]1177

Justification: Not applicable.1178

Guidelines:1179

• The answer NA means that the core method development in this research does not1180

involve LLMs as any important, original, or non-standard components.1181

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1182

for what should or should not be described.1183
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