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Abstract001

Large language models (LLMs) have achieved002
remarkable success across diverse domains.003
However, their potential as effective language004
teachers—particularly in complex pedagogical005
scenarios like teaching Chinese as a second lan-006
guage—remains inadequately assessed. To ad-007
dress this gap, we propose the first pedagogical008
competence benchmark for LLMs, rigorously009
evaluating their performance against interna-010
tional standards for Chinese language teachers.011
Our framework spans three core dimensions:012
(1) basic knowledge, covering 32 subtopics013
across five major categories (linguistics, Chi-014
nese culture, pedagogy, etc.); (2) international015
teacher examination, based on data collected016
from international Chinese teacher certifica-017
tion exams; and (3) teaching practice evalu-018
ation, where target LLMs summarize knowl-019
edge points and design instructional content020
for a student model, followed by testing the021
student model to assess the LLM’s ability to022
distill and teach key concepts. We conduct a023
comprehensive evaluation of 13 latest multilin-024
gual and Chinese LLMs. The results reveal that025
most existing models struggle to achieve a 60%026
overall score, highlighting significant room for027
improvement. This study contributes to the de-028
velopment of AI-assisted language education029
tools capable of rivaling human teaching excel-030
lence.031

1 Introduction032

In recent years, large language models (LLMs)033

have witnessed remarkable progress. Models034

such as GPT-4 (Achiam et al., 2023), Llama035

3 (Grattafiori et al., 2024), and Qwen 3 (Yang et al.,036

2025) have demonstrated extraordinary capabilities037

in natural language processing, covering a wide038

range of tasks from text generation to complex039

question - answering systems. These advancements040

not only signify a major leap in artificial intelli-041

gence technology but also hold great potential for042

various industries, including education. Bench- 043

mark tests play a crucial role in evaluating the per- 044

formance of these LLMs. They provide a standard- 045

ized way to measure the capabilities and limitations 046

of different models, which is essential for both re- 047

searchers to improve the models and users to select 048

the most suitable ones for their specific tasks. 049

In the field of evaluating LLMs, a diverse ar- 050

ray of benchmarks has emerged, catering to dif- 051

ferent aspects of model performance. For in- 052

stance, MMLU (Hendrycks et al., 2020) and its 053

extended version MMLU Pro (Wang et al., 2024) 054

assess models’ knowledge across multiple domains. 055

GSM8K (Cobbe et al., 2021) focuses on mathemati- 056

cal reasoning, while HumanEval (Chen et al., 2021) 057

and MBPP (Austin et al., 2021) evaluate code gen- 058

eration capabilities. HellaSwag gauges models’ 059

commonsense reasoning skills. In the Chinese con- 060

text, benchmarks like C-EVAL (Huang et al., 2023) 061

and CMMLU (Li et al., 2023) have been developed 062

to specifically assess the knowledge and reasoning 063

abilities of language models in Chinese language 064

and various disciplines. 065

However, when it comes to assessing the lan- 066

guage teaching capabilities of LLMs, especially in 067

the context of teaching languages like Chinese as 068

a second language, the existing benchmarks fall 069

short. Although benchmarks like CMMLU and C - 070

Eval contain certain language - related content, they 071

have limitations. Firstly, their scopes are too broad, 072

lacking a focused assessment of language teaching 073

- specific skills. Secondly, they mainly test basic 074

knowledge rather than effectively evaluating the 075

practical teaching abilities that are crucial in real - 076

world language teaching scenarios, such as the abil- 077

ity to design appropriate teaching plans, explain 078

complex language points in an understandable way, 079

and conduct teaching evaluations. 080

To fill this gap, we propose the Chinese Lan- 081

guage Teaching Evaluation (CLTE) benchmark. 082

This benchmark is composed of three core dimen- 083

1



sions. The first dimension is basic knowledge,084

which encompasses 32 sub - topics across five085

major categories, including linguistics, Chinese086

culture, and pedagogy. It aims to assess the fun-087

damental knowledge base that a language teacher088

should possess. The second dimension is inter-089

national teacher examination. It is based on data090

collected from international Chinese teacher cer-091

tification exams, providing a more in - depth and092

comprehensive evaluation of the LLMs’ knowledge093

in the field of Chinese language teaching. The third094

dimension is teaching practice evaluation. In this095

part, the target LLMs are required to summarize096

knowledge points and design instructional content097

for a simulated student model. Then, the student098

model is tested to evaluate the LLM’s ability to099

distill key concepts and effectively teach them.100

Using the CLTE benchmark, we conducted an101

extensive evaluation of 13 of the latest multilin-102

gual and Chinese LLMs. The results highlight that103

while these models have made significant strides104

in general language processing, their performance105

in language teaching tasks reveals substantial room106

for improvement. Most models did not surpass107

an overall score of 60%, indicating that there are108

still considerable challenges to overcome in de-109

veloping LLMs with proficient language teaching110

capabilities. This situation can be attributed to111

several factors. The training data of these models112

may not comprehensively cover the multifaceted113

scenarios of language teaching, and the current114

model architectures may not be optimally designed115

to address the unique needs of second - language116

teaching, such as understanding learners’ difficul-117

ties and formulating tailored teaching strategies.118

These insights underscore the importance of fur-119

ther research and development in enhancing LLMs’120

language teaching abilities.121

Our main contributions are as follows:122

• We propose a specialized dataset for evaluat-123

ing large language models’ capabilities as Chi-124

nese language teachers, addressing the unique125

needs of language teaching assessment.126

• We introduce a novel evaluation framework127

that assesses the teaching abilities of large128

models, marking the first attempt to systemat-129

ically measure their effectiveness in language130

instruction.131

• We analyze existing large models and reveal132

significant potential for improvement in Chi-133

nese language education, particularly in prac- 134

tical teaching scenarios. 135

2 Related Work 136

The rapid advancement of large language models 137

(LLMs) has reshaped natural language processing, 138

with models like GPT series (Achiam et al., 2023; 139

Hurst et al., 2024), DeepSeek series (Guo et al., 140

2025; Liu et al., 2024), o1 (Jaech et al., 2024) , 141

Qwen (Bai et al., 2023; Yang et al., 2024; Team, 142

2024; Yang et al., 2025), InternLM (Cai et al., 143

2024), and Llama (Meta AI, 2024; Grattafiori et al., 144

2024) demonstrating unprecedented capabilities 145

in text generation, reasoning, and cross-domain 146

knowledge integration. General-purpose LLMs 147

such as GPT-4 (Achiam et al., 2023) and Llama 148

4 (Meta AI, 2024) excel in generating human- 149

like text across diverse topics, while reasoning- 150

oriented models like o1 (Jaech et al., 2024) and 151

DeepSeek-r1 (Guo et al., 2025) focus on mathemat- 152

ical reasoning, code generation, and logical infer- 153

ence. These models have demonstrated versatility 154

in various domains, from academic research to pro- 155

fessional writing, but their potential in language 156

teaching—particularly in pedagogical design and 157

learner interaction—remains underexplored due to 158

the lack of specialized evaluation frameworks. 159

Early benchmarks like GLUE (Wang et al., 160

2018) and SuperGLUE (Sarlin et al., 2020) fo- 161

cused on narrow natural language understand- 162

ing tasks, such as sentiment analysis and tex- 163

tual entailment. However, as LLMs advanced 164

to handle multi-domain knowledge and reason- 165

ing, more comprehensive benchmarks emerged. 166

MMLU (Massive Multitask Language Understand- 167

ing) (Hendrycks et al., 2020) and its professional 168

variant MMLU Pro (Wang et al., 2024) evaluate 169

models across 57+ subjects using choice ques- 170

tions, with MMLU Pro introducing 10-option 171

questions to challenge advanced reasoning. For 172

mathematical reasoning, GSM8K (Cobbe et al., 173

2021) provides 8.5K primary-level math prob- 174

lems, while MATH (Hendrycks et al., 2021)and 175

MATH-500 (Lightman et al., 2023) test college- 176

level algebra and calculus. Code generation bench- 177

marks like HumanEval (Huang et al., 2023) and 178

MBPP (Austin et al., 2021) assess functional cor- 179

rectness in Python programming, while common- 180

sense reasoning is evaluated via HellaSwag (Zellers 181

et al., 2019), ARC (Clark et al., 2018), and 182

DROP (Dua et al., 2019). Specialized benchmarks 183

like TruthfulQA (Lin et al., 2021) focus on factual 184

2



accuracy to combat model hallucinations, and com-185

petitive math benchmarks like AIME 2024/2025186

test high-level problem-solving skills. These bench-187

marks have been instrumental in identifying model188

strengths in knowledge recall and logical reasoning189

but are insufficient for evaluating teaching-related190

competencies.191

In the Chinese context, benchmarks like C-192

Eval (Huang et al., 2023) and CMMLU (Li et al.,193

2023) have emerged to address language-specific194

evaluation. C-Eval covers 52 disciplines from Chi-195

nese standardized exams, while CMMLU expands196

to 67 topics, including China-specific domains like197

teacher certification and cultural knowledge. How-198

ever, both primarily focus on theoretical knowledge199

assessment (e.g., linguistics and educational psy-200

chology) rather than teaching practice. Other Chi-201

nese benchmarks, such as MMCU (Zeng, 2023)202

(medicine and education), ACLUE (Zhang and203

Li, 2023) (ancient Chinese understanding), and204

AGIEval (Zhong et al., 2023) (cross-lingual ex-205

ams), similarly prioritize knowledge retention over206

pedagogical application. For example, CMMLU’s207

“Chinese Pedagogy” subtests assess foundational208

concepts but do not include teaching practice, such209

as designing lesson plans or analyzing learner er-210

rors. M3KE (Liu et al., 2023), while comprehen-211

sive, lacks scenarios that require models to trans-212

late knowledge into teachable content or adapt to213

diverse learner needs.214

A critical limitation across these benchmarks is215

their focus on static knowledge assessment and log-216

ical reasoning, with minimal exploration of teach-217

ing practices. Most rely on single-turn question-218

answering formats, failing to simulate the dynamic219

interactions inherent in teaching—such as curricu-220

lum design, learner-tailored instruction, or forma-221

tive assessment. For language teaching, which222

demands skills like content structuring, cultural223

adaptation, and learner feedback, existing bench-224

marks provide no framework to evaluate how mod-225

els transform knowledge into effective instructional226

materials. As CMMLU and C-Eval highlight, even227

advanced models struggle with tasks requiring ap-228

plied knowledge and pedagogical reasoning, un-229

derscoring the need for benchmarks that bridge230

theoretical knowledge and practical teaching ca-231

pabilities. The CLTE benchmark addresses this232

gap by focusing on teaching practice evaluation,233

where models must design instructional content and234

demonstrate its effectiveness—dimensions largely235

absent in current LLM assessment frameworks.236

3 CLTE Benchmark 237

3.1 Overview 238

As illustrated in Figure 1, our comprehensive eval- 239

uation framework assesses large language models’ 240

(LLMs) capabilities in Chinese language teaching 241

through three key dimensions. The Basic Knowl- 242

edge Evaluation examines foundational knowledge 243

essential for international Chinese education, ensur- 244

ing linguistic and pedagogical competence. Build- 245

ing upon this, the International Teacher Examina- 246

tion utilizes authentic teaching materials and ques- 247

tions from international teacher certification tests 248

to evaluate fundamental teaching literacy. Most in- 249

novatively, the Teaching Practice Evaluation intro- 250

duces a student-model-based approach to measure 251

instructional effectiveness: LLMs act as teachers 252

by generating educational content from teaching 253

materials and guidelines, while their performance 254

is quantified by comparing the student model’s pre- 255

and post-instruction test scores, thereby objectively 256

assessing real-world teaching outcomes. This mul- 257

tidimensional approach systematically bridges the- 258

oretical knowledge, professional standards, and 259

practical teaching efficacy in evaluating LLMs for 260

Chinese language education. 261

3.2 Benchmark Construction 262

3.2.1 Data Collection 263

Our three test tasks involve different types of data 264

sources due to their distinct evaluation purposes. 265

For the Basic Knowledge Evaluation, we primarily 266

collected foundational knowledge questions from 267

publicly available master’s entrance exam papers 268

and mock tests for Teaching Chinese to Speak- 269

ers of Other Languages (TCSOL). The Interna- 270

tional Teacher Examination utilizes real-world test 271

questions from the official International Chinese 272

Language Teacher Certification exams. As for 273

the Teaching Practice Evaluation, which assesses 274

practical teaching competence, we constructed the 275

dataset by extracting material-question pairs from 276

Chinese proficiency exam textbooks. To ensure 277

data quality, we hired a TCSOL master’s graduate 278

as an annotator, who manually gathered materials, 279

questions, and answers from open sources at a rate 280

of 100 RMB per hour. This meticulous approach 281

guarantees the relevance and accuracy of our eval- 282

uation benchmarks. 283
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Basic Knowledge Evaluation

以下是关于汉语语法知识的单项选择题，请选出正确答案并将选项填写到\boxed{}中。

The following are single-choice questions about Chinese Grammar Knowledge. Please select 
the correct answer and fill in the options in \boxed{}.

“面善心不善”是（）关系的紧缩句。

The phrase "Kind in appearance but unkind at heart" is a contracted sentence representing a ( ) 
relationship.

A. 转折 Adversative
B. 假设 Hypothetical
C. 因果 Causal
D. 让步 Concessive

Template

Question

LLM Teacher

答案是\boxed{A}。

The Answer is \boxed{A}.

International Teacher Examination

阅读以下材料并回答问题，选出唯一正确答案并将选项填写到\boxed{}中。

Read the following material and answer the question. Choose the single correct answer and 
mark your selection in \boxed{}.

# 材料： # Material:
杨经理：您早上一般几点起床?
Manager Yang: What time do you usually wake up in the morning?
袁老师：①<u>我每天五点多就起来了。</u>
Teacher Yuan: ① <u>I get up as early as five o'clock every day.</u>
...
杨经理：好嘞!
Manager Yang: Got it!

# 问题： # Question:
本课的重点语法最可能是：
The most probable key grammar focus of this lesson is:
A. 离合词 Separable verbs
B. 时量补语 Duration complements
C. 副词“已经” The adverb "already"
D. 时点表示法 Time expressions

Template

Question

LLM Teacher

答案是\boxed{D}。

The Answer is \boxed{D}.

Material

[ A ]

[ B ]

Label

Label

Teaching Practice Evaluation

阅读以下材料，依据材料结合教学提示向学生传授相关知识...
Read the following material and teach the relevant knowledge to students 
based on the material and instructional prompts...

# 材料：               # Material:
熟读下列句子，体会画线词语的意思。  
Read the following sentences carefully and understand the meaning of the 
underlined words.
① 事情过去半天了，我还在想，刚才在山路上擦身而过、<u>瞬息
</u>即逝的姑娘是谁？... 
① Half a day had passed, and I was still wondering who the girl was that I 
had brushed past on the mountain path—gone in the <u>blink of an 
eye</u>...

# 教学提示：                Teaching Guidelines:
“息”常用义项归纳举例：Common meanings of "息" with examples:
a.气息；...                a. breath; ...

同学们，今天我们学习的重点词语是“瞬息”。通过例句
我们可以看出，“瞬息”用来形容时间极短...
Class, today's key word is 'shùnxī' (瞬息). From the 
example sentences, we can see that 'shùnxī' is used to 
describe an extremely short period of time...

Template

Material

Guidelines

LLM Teacher

LLM Student

Question

[ C ]
Label

Material

答案是\boxed{D}。

The Answer is \boxed{D}.

答案是\boxed{C}。

The Answer is \boxed{C}.

Teach

The Knowledge Taught By The Teacher

Basic Knowledge Field Distribution

Figure 1: The overall framework of CLTE benchmark.

3.2.2 Annotation Process284

We begin by structuring collected professional285

exam papers and textbook materials. For non-286

formatted documents like PDFs or images, we287

leverage the state-of-the-art open-source document288

parsing framework MinerU to convert them into289

well-formatted Markdown, ensuring compatibility290

with special symbols, underlines, and other format-291

ting requirements in educational materials. To ad-292

dress inconsistencies in question-option formatting,293

we employ regex-based matching for initial organi-294

zation, followed by manual refinement. To ensure295

data accuracy, annotations are first performed and296

reviewed by Chinese International Education spe-297

cialists, after which a second reviewer—a computer298

science master’s graduate—conducts a final format299

verification. This dual-layer validation guarantees300

both content precision and structural consistency.301

3.2.3 Data Composition302

Task Number

Basic Knowledge Evaluation
- Linguistics 309
- Chinese Culture 322
- Pedagogy 157
- World Culture 188
- Cross-cultural Communication 65

International Teacher Examination
- Materials 164
- Questions 742

Teaching Practice Evaluation
- Materials 77
- Guidelines 77
- Questions 77

Table 1: Data composition of CLTE benchmark.

The dataset employed in CLTE benchmark com- 303

prises a comprehensive collection of teaching 304

guidelines, instructional materials, and assessment 305

questions designed to evaluate various aspects of 306

international Chinese language education. As illus- 307

trated in Table 1, the dataset consists of 77 teaching 308

guidelines spanning fundamental knowledge, inter- 309

national teacher competencies, and teaching prac- 310

tices, along with 241 instructional materials and 311

a total of 1,860 questions. The data is organized 312

into three distinct evaluation tasks, each targeting 313

specific dimensions of pedagogical expertise and 314

model performance. 315

Basic Knowledge Evaluation focuses on assess- 316

ing foundational knowledge in Chinese interna- 317

tional education, covering five core domains: lin- 318

guistics, Chinese culture, pedagogy, world culture, 319

and cross-cultural communication. As Figure 1 320

shown, this task includes 1,041 basic questions, 321

systematically distributed across 32 subdomains. 322

Each subdomain contains a balanced number of 323

questions, ranging from 26 to 53, ensuring a thor- 324

ough and nuanced evaluation of the model’s grasp 325

of fine-grained knowledge. 326

International Teacher Examination is con- 327

structed from authentic assessment materials used 328

in international teacher certification tests. Each 329

data instance consists of an instructional passage 330

accompanied by 2 to 10 single-choice questions. 331

Unlike the Basic Knowledge Evaluation, this task 332

requires models to analyze real-world teaching sce- 333

narios and demonstrate integrated linguistic and 334

pedagogical reasoning, thereby better reflecting 335

their practical educational capabilities. 336

This task is constructed from 77 teaching mate- 337

rials and guidelines extracted from Chinese profi- 338

ciency test instructor manuals, along with associ- 339

ated single-choice questions. The questions, ma- 340
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terials, and guidelines are interlinked, with each341

question assessing the knowledge points empha-342

sized in the guidelines. Notably, unlike the previ-343

ous tasks, the questions in this task are designed for344

students learning Chinese rather than for teacher345

evaluation, offering a distinct perspective on the346

model’s applicability in instructional settings. The347

data sample analysis of each task can be found in348

Appendix A.349

3.3 Evaluation Criteria350

To assess the model’s proficiency in tasks that eval-351

uate knowledge mastery, such as Basic Knowledge352

Evaluation and International Teacher Examination,353

we employ a knowledge-based assessment frame-354

work. This approach utilizes instruction-answer355

matching, where the model’s responses are sys-356

tematically compared against predefined templates357

to gauge its grasp of foundational and compre-358

hensive knowledge. Additionally, to evaluate the359

model’s pedagogical capabilities, we introduce an360

innovative teaching practice assessment method-361

ology. This involves analyzing the performance362

improvement of a student model before and after in-363

teraction with the target model, thereby objectively364

measuring the large language model’s effectiveness365

in language instruction. This dual-assessment strat-366

egy ensures a rigorous and multi-dimensional eval-367

uation of both knowledge retention and teaching368

aptitude.369

3.3.1 Knowledge-based Evaluation370

To enhance the alignment between predicted an-371

swers and single-choice questions, we employed372

prompt engineering to guide model generation.373

Specifically, we designed tailored instruction tem-374

plates for standard single-choice questions and375

context-based single-choice questions (see Ap-376

pendix B for details). These templates, combined377

with the provided materials and questions, were378

used to prompt the large language model to gen-379

erate responses in a structured format (denoted380

as \box{option}). The model’s output was then381

matched against the ground truth to evaluate cor-382

rectness. The final performance was quantified383

by calculating the average accuracy score across384

all questions. Instances where the model failed to385

produce a matching response were automatically386

classified as incorrect. This approach ensured sys-387

tematic and reproducible assessment of the model’s388

knowledge-based reasoning capabilities.389

3.3.2 Teaching Practice Evaluation 390

The Teaching Practice Evaluation task aims to as- 391

sess the pedagogical effectiveness of large language 392

models (LLMs) by evaluating their ability to en- 393

hance a student model’s performance through sim- 394

ulated teaching interactions. To simulate this pro- 395

cess, we select an early-stage LLM with relatively 396

weak linguistic and knowledge capabilities as the 397

student model Ms. Specifically, we employ Qwen- 398

7B-Chat (Bai et al., 2023) as Ms and evaluate its 399

baseline performance sbase on single-choice ques- 400

tions from a standardized knowledge assessment 401

framework. This initial assessment provides a refer- 402

ence point for measuring the impact of subsequent 403

instructional interventions. 404

To address the limited instruction-following 405

ability of early-stage models, we construct a 406

specialized fine-tuning dataset derived from 800 407

non-linguistic discipline-specific questions in the 408

CMMLU dataset. This dataset is used to refine 409

Ms’s output format stability, ensuring consistent 410

and structured responses during evaluation. The 411

fine-tuning process mitigates formatting inconsis- 412

tencies that could otherwise obscure the model’s 413

true knowledge retention and comprehension capa- 414

bilities. 415

The teaching efficacy of the target instructor 416

model Mt is evaluated by prompting it to generate 417

pedagogical explanations based on given materials 418

and teaching guidelines. Ms then answers the same 419

set of questions while having access to Mt’s instruc- 420

tional output, yielding an updated score sknowledge. 421

The difference between sbase and sknowledge serves 422

as a quantitative measure of Mt’s teaching effec- 423

tiveness, reflecting its ability to convey knowledge 424

and improve the student model’s performance. This 425

comparative approach isolates the impact of instruc- 426

tional quality from inherent model capabilities. 427

4 Experiments 428

4.1 Experiments Setup 429

Baselines. We selected the latest versions of clas- 430

sic Chinese models, including DeepSeek-V3 (Liu 431

et al., 2024), Qwen3-8B (Yang et al., 2025), 432

Qwen2.5-7B-Instruct (Team, 2024), InternLM3- 433

8B-Instruct (Cai et al., 2024), ChatGLM4- 434

9B-Chat (GLM et al., 2024), and Yi-1.5-9B- 435

Chat (Young et al., 2024). We also tested sev- 436

eral high-performance multilingual models, such as 437

GPT-4 (Achiam et al., 2023), GPT-4o-mini (Hurst 438

et al., 2024), GPT-3.5-Turbo (Achiam et al., 2023), 439

5



Claude-3-5-Haiku (Anthropic, 2022), and Gemini-440

2.0-Flash (Gemini et al., 2023). Additionally,441

we evaluated some reasoning-focused models, in-442

cluding DeepSeek-R1 (Guo et al., 2025), o1-443

mini (Jaech et al., 2024), and Qwen3-8B (Yang444

et al., 2025).445

Model Settings. The model’s max new tokens446

for inference is set to 4096. All other hyperparam-447

eters remain at their default values to ensure stable448

generation. For local testing, the model is deployed449

on a single NVIDIA RTX 3090 GPU.450

Fine-tuning Settings. We select Qwen-7B-451

Chat (Bai et al., 2023) as the student model and use452

LoRA for parameter adjustments. We use a single453

NVIDIA RTX 3090 GPU to fine-tune the model454

and batch size is set to 1. For LoRA, we set r = 16,455

α = 32, LoRA dropout to 0.05.456

4.2 Main Results457

The main experimental results are presented in Ta-458

ble 2. As shown, the comprehensive scores of most459

conversational AI models fail to reach the passing460

threshold of 0.6, including both smaller Chinese-461

specific chat models and larger multilingual mod-462

els. In comparison, reasoning-oriented models de-463

signed for complex problem-solving demonstrate464

relatively better performance. However, significant465

room for improvement remains, as even the top-466

performing model (DeepSeek-R1) achieves only a467

0.78 average score. These findings highlight sub-468

stantial gaps in current large language models’ ca-469

pabilities for Chinese language instruction, sug-470

gesting the need for further advancements in this471

domain. The results collectively indicate that while472

some progress has been made, existing systems473

still fall short of satisfactory performance levels for474

educational applications.475

4.3 Basic Knowledge Evaluation476

From the perspective of subtasks, the Basic Knowl-477

edge Evaluation task—designed to assess funda-478

mental knowledge mastery—shows relatively bet-479

ter performance across most models, reflecting480

their strong memorization capabilities. Specifi-481

cally, DeepSeek’s V3 and R1 versions achieved482

scores of 0.825 and 0.865, respectively. As a next-483

generation model, Qwen3-8B also demonstrates484

competitive results in Chinese language education-485

related knowledge retention. This trend highlights486

the robust knowledge retention abilities of current487

large language models.488

In Table 3, we present the performance of vari- 489

ous models across different domains in the funda- 490

mental knowledge test. DeepSeek-R1 consistently 491

achieves the best results in all domains, followed 492

by DeepSeek-V3 and Qwen3-8B. Overall, most 493

large language models demonstrate strong perfor- 494

mance in Chinese Culture, Pedagogy, and World 495

Culture, while showing relatively weaker results 496

in Linguistics and Cross-cultural Communication, 497

which provides valuable guidance for future en- 498

hancements in language teacher models. Notably, 499

the thinking version of Qwen3-8B underperforms 500

its standard conversational counterpart. Upon in- 501

spection, we found that the thoughtful Qwen3-8B 502

frequently repeats its reasoning process, leading to 503

excessively long outputs that get truncated. Since 504

it fails to generate the expected \box{} format, its 505

matching accuracy (0.783) is significantly lower 506

than that of the standard version (0.997). Results 507

for more specific field can be found in Appendix 5. 508

4.4 International Teacher Examination 509

In the more challenging and comprehensive Inter- 510

national Teacher Examination, most large language 511

models exhibited performance declines. However, 512

DeepSeek’s R1 (0.815) and V3 (0.767) maintained 513

their leading positions, ranking first and second. 514

Notably, InternLM3-8B-Instruct and o1-mini per- 515

formed better in this comprehensive teacher as- 516

sessment than in the basic knowledge test. We 517

think this may reflect their relatively stronger ca- 518

pacity for synthesizing and applying knowledge 519

across contexts. From a linguistic perspective, 520

Chinese-oriented LLMs generally outperformed 521

multilingual models in evaluating Chinese lan- 522

guage teaching expertise, highlighting their advan- 523

tage in domain-specific knowledge mastery. 524

4.5 Teaching Practice Evaluation 525

In the teaching practice evaluation, the baseline 526

performance of the student model was measured 527

at 0.556. After incorporating instructional prompts 528

from large language models (LLMs), the student 529

model’s scores improved across the board. In- 530

terestingly, unlike knowledge mastery outcomes, 531

teaching practice performance did not show a di- 532

rect correlation with model version or scale. We 533

further analyzed the average length of knowledge 534

content generated by each LLM as a "teacher," 535

with results visualized in Figure 2. Notably, o1- 536

mini achieved the best performance while also 537

producing the longest knowledge segments. In 538
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Model Type Language Model BKE ITE TPE AVG

Chat

Chinese Yi-1.5-9B-Chat 0.078 0.039 0.621 0.246
Multilingual GPT-3.5-Turbo 0.347 0.253 0.603 0.401
Chinese Qwen2.5-7B-Instruct 0.474 0.419 0.623 0.505
Chinese InternLM3-8B-Instruct 0.397 0.531 0.587 0.505
Chinese ChatGLM4-9B-Chat 0.492 0.472 0.623 0.529
Multilingual GPT-4 0.604 0.437 0.647 0.563
Multilingual Gemini-2.0-Flash 0.628 0.577 0.587 0.597
Multilingual GPT-4o-mini 0.592 0.561 0.597 0.583
Multilingual Claude-3-5-Haiku 0.632 0.588 0.590 0.603
Chinese Qwen3-8B 0.691 0.632 0.649 0.657
Chinese DeepSeek-V3 0.825 0.767 0.647 0.746

Think
Multilingual o1-mini 0.588 0.629 0.673 0.630
Chinese Qwen3-8B 0.616 0.582 0.639 0.612
Chinese DeepSeek-R1 0.865 0.815 0.660 0.780

Table 2: Main results. The result was obtained by taking the average of five experiments. BKE represents Basic
Knowledge Evaluation. ITE represents International Teacher Examination. TPE represents Teaching Practice
Evaluation. AVG represents the average result. The best results are highlighted in bold, and the second highest are
indicated by underlining.

Model Type Language Model Linguistics Chinese
Culture Pedagogy World

Culture
Cross-cultural

Communication AVG

Chat

Chinese Yi-1.5-9B-Chat 0.094 0.096 0.057 0.059 0.015 0.078
Multilingual GPT-3.5-Turbo 0.259 0.329 0.446 0.436 0.354 0.347
Chinese InternLM3-8B-Instruct 0.466 0.342 0.459 0.372 0.262 0.397
Chinese Qwen2.5-7B-Instruct 0.311 0.550 0.548 0.574 0.400 0.474
Chinese ChatGLM4-9B-Chat 0.288 0.556 0.732 0.537 0.431 0.492
Multilingual GPT-4o-mini 0.456 0.606 0.752 0.665 0.569 0.592
Multilingual GPT-4 0.476 0.640 0.688 0.686 0.600 0.604
Multilingual Gemini-2.0-Flash 0.537 0.668 0.711 0.712 0.500 0.628
Multilingual Claude-3-5-Haiku 0.505 0.637 0.790 0.707 0.615 0.632
Chinese Qwen3-8B 0.573 0.761 0.771 0.723 0.615 0.691
Chinese DeepSeek-V3 0.777 0.863 0.854 0.840 0.754 0.825

Think
Multilingual o1-mini 0.502 0.553 0.752 0.670 0.538 0.588
Chinese Qwen3-8B 0.447 0.686 0.739 0.681 0.585 0.616
Chinese DeepSeek-R1 0.864 0.876 0.866 0.856 0.831 0.865

Table 3: Different fields results in Basic Knowledge Evaluation. AVG represents the average result. The best results
are highlighted in bold, and the second highest are indicated by underlining.

contrast, DeepSeek-V3 delivered competitive re-539

sults with significantly shorter prompts. A case540

study revealed that o1-mini tended to explain text-541

book concepts through natural language descrip-542

tions, whereas DeepSeek-V3 condensed knowl-543

edge into structured, dictionary-like formats. De-544

spite these stylistic differences, both models ef-545

fectively identified and presented core educational546

content. This highlights a promising direction for547

LLMs in language teaching: adaptable knowledge548

delivery, whether through elaboration or compres-549

sion, can enhance pedagogical outcomes.550

4.6 Human Experiments 551

We also conduct comparisons with human perfor- 552

mance. Due to time and cost constraints, we ran- 553

domly select 10% of the questions from the Basic 554

Knowledge Evaluation and International Teacher 555

Examination to form a 178-question survey. This 556

survey is distributed to 25 non-specialists (non- 557

majors in international Chinese education) and 25 558

experts (master’s degree holders or above in in- 559

ternational Chinese education). To evaluate the 560

Teaching Practice Evaluation, we recruit both or- 561

dinary participants and experts to write teaching 562

materials based on 77 datasets. Their outputs are 563
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Figure 2: The average length of the knowledge taught by the teacher.

Field DeepSeek-R1 Laypeople Expert

BKE

Linguistics 0.864 0.600 0.987
Chinese
Culture 0.876 0.613 0.936

Pedagogy 0.866 0.737 0.947
World

Culture 0.856 0.654 0.962

Cross-cultural
Communication 0.831 0.667 0.954

AVG 0.865 0.6542 0.9572

ITE 0.815 0.559 0.949

TPE 0.662 0.610 0.779

Table 4: Comparison of performance between
DeepSeek-R1 and human.

then tested using a student model, and the results564

are presented in Table 4.565

The experimental results indicate that our best-566

performing model, DeepSeek-R1, outperforms non-567

specialists in both knowledge and comprehensive568

competence in Chinese language education but still569

lags behind experts. From a knowledge perspec-570

tive, current large language models (LLMs) already571

surpass most non-specialists in Chinese language572

education. Thanks to their vast knowledge base,573

they effectively summarize key teaching points,574

thereby improving instructional quality. While575

LLMs demonstrate great potential in Chinese lan-576

guage education, a noticeable gap remains com-577

pared to true professional educators.578

5 Conclusion579

This paper proposes the Chinese Language Teach-580

ing Evaluation (CLTE) benchmark, a specialized581

framework designed to assess large language mod-582

els’ (LLMs) capabilities as Chinese language teach- 583

ers, addressing critical gaps in existing evalua- 584

tion methods. The CLTE benchmark systemati- 585

cally evaluates LLMs across three core dimensions: 586

basic knowledge (covering 32 sub-topics in lin- 587

guistics, Chinese culture, and pedagogy), interna- 588

tional teacher examination (leveraging certification 589

exam data for in-depth knowledge assessment), 590

and teaching practice evaluation. For the latter, 591

LLMs must summarize knowledge points, design 592

instructional content for a simulated student model, 593

and demonstrate teaching effectiveness through stu- 594

dent performance, establishing a novel paradigm 595

for evaluating practical teaching skills. Through 596

comprehensive evaluations of 13 state-of-the-art 597

multilingual and Chinese LLMs, our results reveal 598

that while these models show promising general 599

language processing abilities, their performance 600

in language teaching remains inadequate (mostly 601

below 60% overall), highlighting substantial limita- 602

tions in pedagogical adaptation, curriculum design, 603

and learner-centered instruction. Our work makes 604

three key contributions: introducing the first dedi- 605

cated benchmark for language teaching assessment, 606

developing a practice-oriented evaluation method- 607

ology with simulated teaching scenarios, and iden- 608

tifying critical improvement areas for LLMs in edu- 609

cational applications. Although current models like 610

DeepSeek-R1 and Qwen3 exhibit remarkable po- 611

tential as language teachers, they still fall far short 612

of real human language teachers in pedagogical 613

expertise, adaptive instruction, and contextual un- 614

derstanding, underscoring the need for fundamen- 615

tal advances before achieving authentic teaching 616

competence. 617
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Limitations618

While our benchmark establishes foundational eval-619

uation criteria for AI-driven language instruction,620

two strategic directions merit future exploration.621

First, the standardized testing paradigm could be622

enriched with conversational teaching simulations623

to better capture dynamic pedagogical interactions.624

Second, expanding the student model ecosystem625

across multiple capability tiers (from novice to ad-626

vanced learners) would enable more nuanced as-627

sessment of instructional adaptability – a crucial628

next step given our preliminary findings showing629

teaching effectiveness variations across knowledge630

complexity levels. These enhancements would fur-631

ther bridge the gap between technical evaluation632

and authentic educational contexts.633
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<材料>
玛丽：中村，你看，那件白毛衣怎么样？ 
中村：挺好看的。不过，白的容易脏。这件蓝的怎么样？
玛丽：这件毛衣的颜色有点儿深，我喜欢浅颜色的。
中村：那件黄的呢？ 
玛丽：不错，挺漂亮!就买它吧。
<问题>
讲解“毛衣”一词最合适的教学方法是（）。 
A. 语素释义 
B. 直接对译 
C. 近义词释义
D. 实物/图片展示
<答案>
D

<问题>
“他在家吗？”中“在”的词性是（）。 
A. 连词 
B. 介词 
C. 动词  
D. 助词 
<答案>
C

<Question>
In the sentence "他在家吗？", the part of speech of "在" is ().
A.  Conjunction
B. Preposition
C. Verb
D. Particle
<Answer>
C

<Material>
Mary: Nakamuru, look, how about that white sweater?
Nakamura: It’s quite nice. But white gets dirty easily. How about this blue one?
Mary: The color of this sweater is a bit too dark. I prefer lighter colors.
Nakamura: What about that yellow one?
Mary: Not bad, very pretty! Let’s get that one.
<Question>
The most appropriate teaching method to explain the term "毛衣" is ().
A. Morpheme explanation
B. Direct translation
C. ynonym explanation
D. Real object/picture demonstration
<Answer>
D

<材料>
紊：由“紊”字构成的词语，《大纲》中只有“有条不紊”一词，为六级词。
熟读下列句子，说出画线词语的近义词。  
①心理危机主要表现为思维不清、意志失控、情感<u>紊乱</u>等。
②厄尔尼诺现象会不会是气候<u>紊乱</u>这一普遍现象的先导呢？尽管还无法做出回答，但这个问题不能回避。
<问题>
与下列句子中的“有条不紊”意思最接近的解释是（）。  
①即使没有险情，也应该<u>有条不紊</u>地把工作做好，消灭隐患，防止意外发生。
②他的谈话<u>有条不紊</u>、思路清晰，没有跳跃、也没有停顿，谁也无法打断这位科学家严谨的思维。  
A.在某种条件下不乱 
B.有条理，不乱
C.调节好就不会乱
<答案>
B
<教学提示>
 “紊”的意思是“杂乱”。
常用词语有“紊乱、有条不紊”等。
<教学内容>
同学们，今天我们学习的重点汉字是“紊”。常用词语包括“紊乱”和“有条不紊”。在例句中，“思维紊乱”描述思路混乱，
“气候紊乱”指气象异常，都强调无序状态；而“有条不紊”则反义表示井然有序。我们需要掌握“紊”通常用于负面描述，其否
定形式“不紊”（如“有条不紊”）具有积极含义。理解这一点可以帮助我们准确使用这些词语来描述事物的秩序状态。

<Material>
紊: Among the words formed with the character "紊" , The Outline only includes "有条不紊", which is a Level 6 vocabulary word.
Read the following sentences carefully and provide synonyms for the underlined words.
① Psychological crises mainly manifest as confused thinking, loss of self-control, and emotional disorder.
② Could the El Niño phenomenon be a precursor to the widespread issue of climate disruption? Although we still can't provide a definitive 
answer, this question cannot be ignored.
<Question>
The explanation closest in meaning to the phrase "有条不紊" in the following sentences is ().
① Even without any danger, work should be done <u>in an orderly manner</u> to eliminate hidden risks and prevent accidents.
② His speech was <u>orderly and logical</u>, with no jumps or pauses—no one could interrupt this scientist's rigorous train of thought.
A. Not chaotic under certain conditions
B. Methodical and not chaotic
C. Well-regulated and thus not chaotic
<Answer>
B
<Teaching Guidelines>
The character "紊" means "disorderly" or "chaotic."
Commonly used words containing it include "紊乱" and "有条不紊".
<Teaching content>
Classmates, the key Chinese character we are learning today is "紊" . Common words include "紊乱" and "有条不紊" . In example sentences, "
思维紊乱" describes confused thinking, and "气候紊乱" refers to abnormal weather patterns—both emphasizing a state of disorder. 
Conversely, "有条不紊" carries the opposite meaning, indicating neat and methodical organization. We need to understand that "紊" is 
typically used in negative descriptions, while its negated form "不紊" (as in "有条不紊") conveys a positive meaning. Grasping this distinction 
will help us accurately use these terms to describe the state of order in various contexts.

(a) Chinese Sample (b) English Sample

Figure 3: Samples in CLTE.
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阅读以下材料并回答问题，选出唯一正确答案并将选项
埴写到\\boxed{}中。

# 材料：
<text>   

# 问题：
<question>

以下是关于{}的单项选择题，请选出正确答案并将选项填
写到\boxed{}中。

<question>

system_prompt: 你是一名国际汉语救师。

阅读以下材料，依据材料结合教学提示向学生传授相关
知识，以{"knowledge":知识内容}的格式输出。

# 材料：
<text>   

# 教学提示
<edu prompt>

system_prompt: 你是一名正在学习汉语知识的学生。

阅读以下材料，结合教师传授的知识回答问题，选出唯
一正确答案并将选项填写到\\boxed{}中。

# 材料：
<text>   

# 教师传授的知识：
<knoledge>   

# 问题：
<question>

system_prompt: 你是一名正在学习汉语知识的学生。

阅读以下材料，选出唯一正确答案并将选项埴写到
\\boxed{}中。

# 材料：
<text>   

# 问题：
<question>

Here is a multiple-choice question about {}. Please select the correct answer 
and write the option in \boxed{}.

<question>

Read the following material and answer the question. Select the only correct 
answer and write the option in \boxed{}.

# Material：
<text>   

# Question：
<question>

System prompt: You are a teacher of Chinese as an international language.

Read the following material and, based on the content and teaching prompt, 
deliver relevant knowledge to students. Output in the format: {"knowledge": 
<knowledge content>}.

# Material：
<text>   

# Teaching Prompt：
<edu prompt>

System prompt: You are a student learning Chinese language knowledge.

Read the following material, select the only correct answer, and write the 
option in \boxed{}.

# Material：
<text>   

# Question：
<question>

System prompt: You are a student learning Chinese language knowledge.

Read the following material and, based on the knowledge taught by the 
teacher, answer the question. Select the only correct answer and write the 
option in \boxed{}.

# Material：
<text>   

# Knowledge taught by the teacher:
<knoledge>

# Question:
<question>

Task 1 Prompt Template Task 1 Prompt Template

Task 2 Prompt Template Task 2 Prompt Template

Task 3 Teacher’s Prompt Template Task 3 Teacher’s Prompt Template

Task 3 Student’s Prompt Template Task 3 Student’s Prompt Template

Task 3 Student’s Prompt Template Task 3 Student’s Prompt Template

Figure 4: Templates in CLTE.
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Figure 5: Samples in CLTE.
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