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Abstract

Large language models (LLMs) have achieved
remarkable success across diverse domains.
However, their potential as effective language
teachers—particularly in complex pedagogical
scenarios like teaching Chinese as a second lan-
guage—remains inadequately assessed. To ad-
dress this gap, we propose the first pedagogical
competence benchmark for LLMs, rigorously
evaluating their performance against interna-
tional standards for Chinese language teachers.
Our framework spans three core dimensions:
(1) basic knowledge, covering 32 subtopics
across five major categories (linguistics, Chi-
nese culture, pedagogy, etc.); (2) international
teacher examination, based on data collected
from international Chinese teacher certifica-
tion exams; and (3) teaching practice evalu-
ation, where target LLMs summarize knowl-
edge points and design instructional content
for a student model, followed by testing the
student model to assess the LLM’s ability to
distill and teach key concepts. We conduct a
comprehensive evaluation of 13 latest multilin-
gual and Chinese LLMs. The results reveal that
most existing models struggle to achieve a 60%
overall score, highlighting significant room for
improvement. This study contributes to the de-
velopment of Al-assisted language education
tools capable of rivaling human teaching excel-
lence.

1 Introduction

In recent years, large language models (LLMs)
have witnessed remarkable progress. Models
such as GPT-4 (Achiam et al., 2023), Llama
3 (Grattafiori et al., 2024), and Qwen 3 (Yang et al.,
2025) have demonstrated extraordinary capabilities
in natural language processing, covering a wide
range of tasks from text generation to complex
question - answering systems. These advancements
not only signify a major leap in artificial intelli-
gence technology but also hold great potential for

various industries, including education. Bench-
mark tests play a crucial role in evaluating the per-
formance of these LLMs. They provide a standard-
ized way to measure the capabilities and limitations
of different models, which is essential for both re-
searchers to improve the models and users to select
the most suitable ones for their specific tasks.

In the field of evaluating LLMs, a diverse ar-
ray of benchmarks has emerged, catering to dif-
ferent aspects of model performance. For in-
stance, MMLU (Hendrycks et al., 2020) and its
extended version MMLU Pro (Wang et al., 2024)
assess models’ knowledge across multiple domains.
GSMSK (Cobbe et al., 2021) focuses on mathemati-
cal reasoning, while HumanEval (Chen et al., 2021)
and MBPP (Austin et al., 2021) evaluate code gen-
eration capabilities. HellaSwag gauges models’
commonsense reasoning skills. In the Chinese con-
text, benchmarks like C-EVAL (Huang et al., 2023)
and CMMLU (Li et al., 2023) have been developed
to specifically assess the knowledge and reasoning
abilities of language models in Chinese language
and various disciplines.

However, when it comes to assessing the lan-
guage teaching capabilities of LL.Ms, especially in
the context of teaching languages like Chinese as
a second language, the existing benchmarks fall
short. Although benchmarks like CMMLU and C -
Eval contain certain language - related content, they
have limitations. Firstly, their scopes are too broad,
lacking a focused assessment of language teaching
- specific skills. Secondly, they mainly test basic
knowledge rather than effectively evaluating the
practical teaching abilities that are crucial in real -
world language teaching scenarios, such as the abil-
ity to design appropriate teaching plans, explain
complex language points in an understandable way,
and conduct teaching evaluations.

To fill this gap, we propose the Chinese Lan-
guage Teaching Evaluation (CLTE) benchmark.
This benchmark is composed of three core dimen-



sions. The first dimension is basic knowledge,
which encompasses 32 sub - topics across five
major categories, including linguistics, Chinese
culture, and pedagogy. It aims to assess the fun-
damental knowledge base that a language teacher
should possess. The second dimension is inter-
national teacher examination. It is based on data
collected from international Chinese teacher cer-
tification exams, providing a more in - depth and
comprehensive evaluation of the LLMs’ knowledge
in the field of Chinese language teaching. The third
dimension is teaching practice evaluation. In this
part, the target LLLMs are required to summarize
knowledge points and design instructional content
for a simulated student model. Then, the student
model is tested to evaluate the LLM’s ability to
distill key concepts and effectively teach them.

Using the CLTE benchmark, we conducted an
extensive evaluation of 13 of the latest multilin-
gual and Chinese LLMs. The results highlight that
while these models have made significant strides
in general language processing, their performance
in language teaching tasks reveals substantial room
for improvement. Most models did not surpass
an overall score of 60%, indicating that there are
still considerable challenges to overcome in de-
veloping LLMs with proficient language teaching
capabilities. This situation can be attributed to
several factors. The training data of these models
may not comprehensively cover the multifaceted
scenarios of language teaching, and the current
model architectures may not be optimally designed
to address the unique needs of second - language
teaching, such as understanding learners’ difficul-
ties and formulating tailored teaching strategies.
These insights underscore the importance of fur-
ther research and development in enhancing LLMs’
language teaching abilities.

Our main contributions are as follows:

* We propose a specialized dataset for evaluat-
ing large language models’ capabilities as Chi-
nese language teachers, addressing the unique
needs of language teaching assessment.

* We introduce a novel evaluation framework
that assesses the teaching abilities of large
models, marking the first attempt to systemat-
ically measure their effectiveness in language
instruction.

* We analyze existing large models and reveal
significant potential for improvement in Chi-

nese language education, particularly in prac-
tical teaching scenarios.

2 Related Work

The rapid advancement of large language models
(LLMs) has reshaped natural language processing,
with models like GPT series (Achiam et al., 2023;
Hurst et al., 2024), DeepSeek series (Guo et al.,
2025; Liu et al., 2024), ol (Jaech et al., 2024) ,
Qwen (Bai et al., 2023; Yang et al., 2024; Team,
2024; Yang et al., 2025), InternLM (Cai et al.,
2024), and Llama (Meta Al, 2024; Grattafiori et al.,
2024) demonstrating unprecedented capabilities
in text generation, reasoning, and cross-domain
knowledge integration. General-purpose LLMs
such as GPT-4 (Achiam et al., 2023) and Llama
4 (Meta Al, 2024) excel in generating human-
like text across diverse topics, while reasoning-
oriented models like o1 (Jaech et al., 2024) and
DeepSeek-r1 (Guo et al., 2025) focus on mathemat-
ical reasoning, code generation, and logical infer-
ence. These models have demonstrated versatility
in various domains, from academic research to pro-
fessional writing, but their potential in language
teaching—particularly in pedagogical design and
learner interaction—remains underexplored due to
the lack of specialized evaluation frameworks.
Early benchmarks like GLUE (Wang et al.,
2018) and SuperGLUE (Sarlin et al., 2020) fo-
cused on narrow natural language understand-
ing tasks, such as sentiment analysis and tex-
tual entailment. However, as LLMs advanced
to handle multi-domain knowledge and reason-
ing, more comprehensive benchmarks emerged.
MMLU (Massive Multitask Language Understand-
ing) (Hendrycks et al., 2020) and its professional
variant MMLU Pro (Wang et al., 2024) evaluate
models across 57+ subjects using choice ques-
tions, with MMLU Pro introducing 10-option
questions to challenge advanced reasoning. For
mathematical reasoning, GSM8K (Cobbe et al.,
2021) provides 8.5K primary-level math prob-
lems, while MATH (Hendrycks et al., 2021)and
MATH-500 (Lightman et al., 2023) test college-
level algebra and calculus. Code generation bench-
marks like HumanEval (Huang et al., 2023) and
MBPP (Austin et al., 2021) assess functional cor-
rectness in Python programming, while common-
sense reasoning is evaluated via HellaSwag (Zellers
et al.,, 2019), ARC (Clark et al., 2018), and
DROP (Dua et al., 2019). Specialized benchmarks
like Truthful QA (Lin et al., 2021) focus on factual



accuracy to combat model hallucinations, and com-
petitive math benchmarks like AIME 2024/2025
test high-level problem-solving skills. These bench-
marks have been instrumental in identifying model
strengths in knowledge recall and logical reasoning
but are insufficient for evaluating teaching-related
competencies.

In the Chinese context, benchmarks like C-
Eval (Huang et al., 2023) and CMMLU (Li et al.,
2023) have emerged to address language-specific
evaluation. C-Eval covers 52 disciplines from Chi-
nese standardized exams, while CMMLU expands
to 67 topics, including China-specific domains like
teacher certification and cultural knowledge. How-
ever, both primarily focus on theoretical knowledge
assessment (e.g., linguistics and educational psy-
chology) rather than teaching practice. Other Chi-
nese benchmarks, such as MMCU (Zeng, 2023)
(medicine and education), ACLUE (Zhang and
Li, 2023) (ancient Chinese understanding), and
AGIEval (Zhong et al., 2023) (cross-lingual ex-
ams), similarly prioritize knowledge retention over
pedagogical application. For example, CMMLU’s
“Chinese Pedagogy” subtests assess foundational
concepts but do not include teaching practice, such
as designing lesson plans or analyzing learner er-
rors. M3KE (Liu et al., 2023), while comprehen-
sive, lacks scenarios that require models to trans-
late knowledge into teachable content or adapt to
diverse learner needs.

A critical limitation across these benchmarks is
their focus on static knowledge assessment and log-
ical reasoning, with minimal exploration of teach-
ing practices. Most rely on single-turn question-
answering formats, failing to simulate the dynamic
interactions inherent in teaching—such as curricu-
lum design, learner-tailored instruction, or forma-
tive assessment. For language teaching, which
demands skills like content structuring, cultural
adaptation, and learner feedback, existing bench-
marks provide no framework to evaluate how mod-
els transform knowledge into effective instructional
materials. As CMMLU and C-Eval highlight, even
advanced models struggle with tasks requiring ap-
plied knowledge and pedagogical reasoning, un-
derscoring the need for benchmarks that bridge
theoretical knowledge and practical teaching ca-
pabilities. The CLTE benchmark addresses this
gap by focusing on teaching practice evaluation,
where models must design instructional content and
demonstrate its effectiveness—dimensions largely
absent in current LLM assessment frameworks.

3 CLTE Benchmark

3.1 Overview

As illustrated in Figure 1, our comprehensive eval-
uation framework assesses large language models’
(LLMs) capabilities in Chinese language teaching
through three key dimensions. The Basic Knowl-
edge Evaluation examines foundational knowledge
essential for international Chinese education, ensur-
ing linguistic and pedagogical competence. Build-
ing upon this, the International Teacher Examina-
tion utilizes authentic teaching materials and ques-
tions from international teacher certification tests
to evaluate fundamental teaching literacy. Most in-
novatively, the Teaching Practice Evaluation intro-
duces a student-model-based approach to measure
instructional effectiveness: LLMs act as teachers
by generating educational content from teaching
materials and guidelines, while their performance
is quantified by comparing the student model’s pre-
and post-instruction test scores, thereby objectively
assessing real-world teaching outcomes. This mul-
tidimensional approach systematically bridges the-
oretical knowledge, professional standards, and
practical teaching efficacy in evaluating LLMs for
Chinese language education.

3.2 Benchmark Construction

3.2.1 Data Collection

Our three test tasks involve different types of data
sources due to their distinct evaluation purposes.
For the Basic Knowledge Evaluation, we primarily
collected foundational knowledge questions from
publicly available master’s entrance exam papers
and mock tests for Teaching Chinese to Speak-
ers of Other Languages (TCSOL). The Interna-
tional Teacher Examination utilizes real-world test
questions from the official International Chinese
Language Teacher Certification exams. As for
the Teaching Practice Evaluation, which assesses
practical teaching competence, we constructed the
dataset by extracting material-question pairs from
Chinese proficiency exam textbooks. To ensure
data quality, we hired a TCSOL master’s graduate
as an annotator, who manually gathered materials,
questions, and answers from open sources at a rate
of 100 RMB per hour. This meticulous approach
guarantees the relevance and accuracy of our eval-
uation benchmarks.
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Figure 1: The overall framework of CLTE benchmark.

3.2.2 Annotation Process

We begin by structuring collected professional
exam papers and textbook materials. For non-
formatted documents like PDFs or images, we
leverage the state-of-the-art open-source document
parsing framework MinerU to convert them into
well-formatted Markdown, ensuring compatibility
with special symbols, underlines, and other format-
ting requirements in educational materials. To ad-
dress inconsistencies in question-option formatting,
we employ regex-based matching for initial organi-
zation, followed by manual refinement. To ensure
data accuracy, annotations are first performed and
reviewed by Chinese International Education spe-
cialists, after which a second reviewer—a computer
science master’s graduate—conducts a final format
verification. This dual-layer validation guarantees
both content precision and structural consistency.

3.2.3 Data Composition

Task Number
Basic Knowledge Evaluation

- Linguistics 309
- Chinese Culture 322
- Pedagogy 157
- World Culture 188
- Cross-cultural Communication 65
International Teacher Examination

- Materials 164
- Questions 742
Teaching Practice Evaluation

- Materials 77
- Guidelines 77
- Questions 77

Table 1: Data composition of CLTE benchmark.

The dataset employed in CLTE benchmark com-
prises a comprehensive collection of teaching
guidelines, instructional materials, and assessment
questions designed to evaluate various aspects of
international Chinese language education. As illus-
trated in Table 1, the dataset consists of 77 teaching
guidelines spanning fundamental knowledge, inter-
national teacher competencies, and teaching prac-
tices, along with 241 instructional materials and
a total of 1,860 questions. The data is organized
into three distinct evaluation tasks, each targeting
specific dimensions of pedagogical expertise and
model performance.

Basic Knowledge Evaluation focuses on assess-
ing foundational knowledge in Chinese interna-
tional education, covering five core domains: lin-
guistics, Chinese culture, pedagogy, world culture,
and cross-cultural communication. As Figure 1
shown, this task includes 1,041 basic questions,
systematically distributed across 32 subdomains.
Each subdomain contains a balanced number of
questions, ranging from 26 to 53, ensuring a thor-
ough and nuanced evaluation of the model’s grasp
of fine-grained knowledge.

International Teacher Examination is con-
structed from authentic assessment materials used
in international teacher certification tests. Each
data instance consists of an instructional passage
accompanied by 2 to 10 single-choice questions.
Unlike the Basic Knowledge Evaluation, this task
requires models to analyze real-world teaching sce-
narios and demonstrate integrated linguistic and
pedagogical reasoning, thereby better reflecting
their practical educational capabilities.

This task is constructed from 77 teaching mate-
rials and guidelines extracted from Chinese profi-
ciency test instructor manuals, along with associ-
ated single-choice questions. The questions, ma-



terials, and guidelines are interlinked, with each
question assessing the knowledge points empha-
sized in the guidelines. Notably, unlike the previ-
ous tasks, the questions in this task are designed for
students learning Chinese rather than for teacher
evaluation, offering a distinct perspective on the
model’s applicability in instructional settings. The
data sample analysis of each task can be found in
Appendix A.

3.3 Evaluation Criteria

To assess the model’s proficiency in tasks that eval-
uate knowledge mastery, such as Basic Knowledge
Evaluation and International Teacher Examination,
we employ a knowledge-based assessment frame-
work. This approach utilizes instruction-answer
matching, where the model’s responses are sys-
tematically compared against predefined templates
to gauge its grasp of foundational and compre-
hensive knowledge. Additionally, to evaluate the
model’s pedagogical capabilities, we introduce an
innovative teaching practice assessment method-
ology. This involves analyzing the performance
improvement of a student model before and after in-
teraction with the target model, thereby objectively
measuring the large language model’s effectiveness
in language instruction. This dual-assessment strat-
egy ensures a rigorous and multi-dimensional eval-
uation of both knowledge retention and teaching
aptitude.

3.3.1 Knowledge-based Evaluation

To enhance the alignment between predicted an-
swers and single-choice questions, we employed
prompt engineering to guide model generation.
Specifically, we designed tailored instruction tem-
plates for standard single-choice questions and
context-based single-choice questions (see Ap-
pendix B for details). These templates, combined
with the provided materials and questions, were
used to prompt the large language model to gen-
erate responses in a structured format (denoted
as \box{option}). The model’s output was then
matched against the ground truth to evaluate cor-
rectness. The final performance was quantified
by calculating the average accuracy score across
all questions. Instances where the model failed to
produce a matching response were automatically
classified as incorrect. This approach ensured sys-
tematic and reproducible assessment of the model’s
knowledge-based reasoning capabilities.

3.3.2 Teaching Practice Evaluation

The Teaching Practice Evaluation task aims to as-
sess the pedagogical effectiveness of large language
models (LLMs) by evaluating their ability to en-
hance a student model’s performance through sim-
ulated teaching interactions. To simulate this pro-
cess, we select an early-stage LLM with relatively
weak linguistic and knowledge capabilities as the
student model M. Specifically, we employ Qwen-
7B-Chat (Bai et al., 2023) as M, and evaluate its
baseline performance sy, On single-choice ques-
tions from a standardized knowledge assessment
framework. This initial assessment provides a refer-
ence point for measuring the impact of subsequent
instructional interventions.

To address the limited instruction-following
ability of early-stage models, we construct a
specialized fine-tuning dataset derived from 800
non-linguistic discipline-specific questions in the
CMMLU dataset. This dataset is used to refine
My’s output format stability, ensuring consistent
and structured responses during evaluation. The
fine-tuning process mitigates formatting inconsis-
tencies that could otherwise obscure the model’s
true knowledge retention and comprehension capa-
bilities.

The teaching efficacy of the target instructor
model M, is evaluated by prompting it to generate
pedagogical explanations based on given materials
and teaching guidelines. M, then answers the same
set of questions while having access to M, ’s instruc-
tional output, yielding an updated score sgnowiedge-
The difference between spqsc and Sgpowiedge SETVES
as a quantitative measure of M;’s teaching effec-
tiveness, reflecting its ability to convey knowledge
and improve the student model’s performance. This
comparative approach isolates the impact of instruc-
tional quality from inherent model capabilities.

4 Experiments

4.1 Experiments Setup

Baselines. We selected the latest versions of clas-
sic Chinese models, including DeepSeek-V3 (Liu
et al., 2024), Qwen3-8B (Yang et al., 2025),
Qwen2.5-7B-Instruct (Team, 2024), InternLM3-
8B-Instruct (Cai et al., 2024), ChatGLM4-
9B-Chat (GLM et al., 2024), and Yi-1.5-9B-
Chat (Young et al., 2024). We also tested sev-
eral high-performance multilingual models, such as
GPT-4 (Achiam et al., 2023), GPT-40-mini (Hurst
et al., 2024), GPT-3.5-Turbo (Achiam et al., 2023),



Claude-3-5-Haiku (Anthropic, 2022), and Gemini-
2.0-Flash (Gemini et al., 2023). Additionally,
we evaluated some reasoning-focused models, in-
cluding DeepSeek-R1 (Guo et al., 2025), ol-
mini (Jaech et al., 2024), and Qwen3-8B (Yang
et al., 2025).

Model Settings. The model’s max new tokens
for inference is set to 4096. All other hyperparam-
eters remain at their default values to ensure stable
generation. For local testing, the model is deployed
on a single NVIDIA RTX 3090 GPU.

Fine-tuning Settings. We select Qwen-7B-
Chat (Bai et al., 2023) as the student model and use
LoRA for parameter adjustments. We use a single
NVIDIA RTX 3090 GPU to fine-tune the model
and batch size is set to 1. For LoRA, we set r = 16,
a = 32, LoRA dropout to 0.05.

4.2 Main Results

The main experimental results are presented in Ta-
ble 2. As shown, the comprehensive scores of most
conversational Al models fail to reach the passing
threshold of 0.6, including both smaller Chinese-
specific chat models and larger multilingual mod-
els. In comparison, reasoning-oriented models de-
signed for complex problem-solving demonstrate
relatively better performance. However, significant
room for improvement remains, as even the top-
performing model (DeepSeek-R1) achieves only a
0.78 average score. These findings highlight sub-
stantial gaps in current large language models’ ca-
pabilities for Chinese language instruction, sug-
gesting the need for further advancements in this
domain. The results collectively indicate that while
some progress has been made, existing systems
still fall short of satisfactory performance levels for
educational applications.

4.3 Basic Knowledge Evaluation

From the perspective of subtasks, the Basic Knowl-
edge Evaluation task—designed to assess funda-
mental knowledge mastery—shows relatively bet-
ter performance across most models, reflecting
their strong memorization capabilities. Specifi-
cally, DeepSeek’s V3 and R1 versions achieved
scores of 0.825 and 0.865, respectively. As a next-
generation model, Qwen3-8B also demonstrates
competitive results in Chinese language education-
related knowledge retention. This trend highlights
the robust knowledge retention abilities of current
large language models.

In Table 3, we present the performance of vari-
ous models across different domains in the funda-
mental knowledge test. DeepSeek-R1 consistently
achieves the best results in all domains, followed
by DeepSeek-V3 and Qwen3-8B. Overall, most
large language models demonstrate strong perfor-
mance in Chinese Culture, Pedagogy, and World
Culture, while showing relatively weaker results
in Linguistics and Cross-cultural Communication,
which provides valuable guidance for future en-
hancements in language teacher models. Notably,
the thinking version of Qwen3-8B underperforms
its standard conversational counterpart. Upon in-
spection, we found that the thoughtful Qwen3-8B
frequently repeats its reasoning process, leading to
excessively long outputs that get truncated. Since
it fails to generate the expected \box{ } format, its
matching accuracy (0.783) is significantly lower
than that of the standard version (0.997). Results
for more specific field can be found in Appendix 5.

4.4 International Teacher Examination

In the more challenging and comprehensive Inter-
national Teacher Examination, most large language
models exhibited performance declines. However,
DeepSeek’s R1 (0.815) and V3 (0.767) maintained
their leading positions, ranking first and second.
Notably, InternLM3-8B-Instruct and o1-mini per-
formed better in this comprehensive teacher as-
sessment than in the basic knowledge test. We
think this may reflect their relatively stronger ca-
pacity for synthesizing and applying knowledge
across contexts. From a linguistic perspective,
Chinese-oriented LLMs generally outperformed
multilingual models in evaluating Chinese lan-
guage teaching expertise, highlighting their advan-
tage in domain-specific knowledge mastery.

4.5 Teaching Practice Evaluation

In the teaching practice evaluation, the baseline
performance of the student model was measured
at 0.556. After incorporating instructional prompts
from large language models (LLMs), the student
model’s scores improved across the board. In-
terestingly, unlike knowledge mastery outcomes,
teaching practice performance did not show a di-
rect correlation with model version or scale. We
further analyzed the average length of knowledge
content generated by each LLM as a "teacher,"
with results visualized in Figure 2. Notably, ol-
mini achieved the best performance while also
producing the longest knowledge segments. In



Model Type Language Model BKE ITE TPE AVG
Chinese Yi-1.5-9B-Chat 0.078 0.039 0.621 0.246
Multilingual ~ GPT-3.5-Turbo 0.347 0.253 0.603 0.401
Chinese Qwen2.5-7B-Instruct 0474 0419 0.623  0.505
Chinese InternLM3-8B-Instruct  0.397 0.531 0.587 0.505
Chinese ChatGLM4-9B-Chat 0492 0472 0.623 0.529
Chat Multilingual ~ GPT-4 0.604 0437 0.647 0.563
Multilingual ~ Gemini-2.0-Flash 0.628 0.577 0.587 0.597
Multilingual ~ GPT-40-mini 0.592 0.561 0.597 0.583
Multilingual ~ Claude-3-5-Haiku 0.632 0.588 0.590 0.603
Chinese Qwen3-8B 0.691 0.632 0.649 0.657
Chinese DeepSeek-V3 0.825 0.767 0.647 0.746
Multilingual ~ ol-mini 0.588 0.629 0.673 0.630
Think Chinese Qwen3-8B 0.616 0.582 0.639 0.612
Chinese DeepSeek-R1 0.865 0.815 0.660 0.780

Table 2: Main results. The result was obtained by taking the average of five experiments. BKE represents Basic
Knowledge Evaluation. ITE represents International Teacher Examination. TPE represents Teaching Practice
Evaluation. AVG represents the average result. The best results are highlighted in bold, and the second highest are

indicated by underlining.

Model Type Language  Model Linguistics glzlllrtl]j:g Pedagogy CVZ ?tﬂ?e Ccorrzfri:r?ilct;tri?)ln AVG
Chinese Yi-1.5-9B-Chat 0.094 0.096 0.057 0.059 0.015 0.078
Multilingual GPT-3.5-Turbo 0.259 0.329 0.446 0.436 0.354 0.347
Chinese InternLM3-8B-Instruct ~ 0.466 0.342 0.459 0.372 0.262 0.397
Chinese Qwen2.5-7B-Instruct 0.311 0.550 0.548 0.574 0.400 0.474
Chinese ChatGLM4-9B-Chat 0.288 0.556 0.732 0.537 0.431 0.492

Chat Multilingual GPT-40-mini 0.456 0.606 0.752 0.665 0.569 0.592
Multilingual GPT-4 0.476 0.640 0.688 0.686 0.600 0.604
Multilingual Gemini-2.0-Flash 0.537 0.668 0.711 0.712 0.500 0.628
Multilingual Claude-3-5-Haiku 0.505 0.637 0.790 0.707 0.615 0.632
Chinese Qwen3-8B 0.573 0.761 0.771 0.723 0.615 0.691
Chinese DeepSeek-V3 0.777 0.863 0.854 0.840 0.754 0.825
Multilingual o1-mini 0.502 0.553 0.752 0.670 0.538 0.588

Think Chinese Qwen3-8B 0.447 0.686 0.739 0.681 0.585 0.616
Chinese DeepSeek-R1 0.864 0.876 0.866 0.856 0.831 0.865

Table 3: Different fields results in Basic Knowledge Evaluation. AVG represents the average result. The best results
are highlighted in bold, and the second highest are indicated by underlining.

contrast, DeepSeek-V3 delivered competitive re-
sults with significantly shorter prompts. A case
study revealed that o1-mini tended to explain text-
book concepts through natural language descrip-
tions, whereas DeepSeek-V3 condensed knowl-
edge into structured, dictionary-like formats. De-
spite these stylistic differences, both models ef-
fectively identified and presented core educational
content. This highlights a promising direction for
LLMs in language teaching: adaptable knowledge
delivery, whether through elaboration or compres-
sion, can enhance pedagogical outcomes.

4.6 Human Experiments

We also conduct comparisons with human perfor-
mance. Due to time and cost constraints, we ran-
domly select 10% of the questions from the Basic
Knowledge Evaluation and International Teacher
Examination to form a 178-question survey. This
survey is distributed to 25 non-specialists (non-
majors in international Chinese education) and 25
experts (master’s degree holders or above in in-
ternational Chinese education). To evaluate the
Teaching Practice Evaluation, we recruit both or-
dinary participants and experts to write teaching
materials based on 77 datasets. Their outputs are
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Figure 2: The average length of the knowledge taught by the teacher.

Field DeepSeek-R1 Laypeople Expert els’ (LLMs) capabilities as Chinese language teach-
Linguistics 0.864 0.600  0.987 ers, addressing critical gaps in existing evalua-
(étlllllrtlsrsee 0.876 0613 0936 tion methods. The CLTE benchmark .systel?latlj
cally evaluates LLMs across three core dimensions:
BKE  Pedagogy 0.866 0737 0.947 basic knowledge (covering 32 sub-topics in lin-
éﬁr&i 0.856 0.654  0.962 guistics, Chinese culture, and pedagogy), interna-
C((:)I;l(iili;lcr:lilct;ltriain 0.831 0667  0.954 tional teacher ex.ammatlon (leveraging certification
exam data for in-depth knowledge assessment),
AVG 0.865 06542 09572 and teaching practice evaluation. For the latter,
ITE 0.815 0559 0949 LLMs must summarize knowledge points, design
TPE 0.662 0.610  0.779 instructional content for a simulated student model,
and demonstrate teaching effectiveness through stu-

Table 4: Comparison of performance between

DeepSeek-R1 and human.

then tested using a student model, and the results
are presented in Table 4.

The experimental results indicate that our best-
performing model, DeepSeek-R1, outperforms non-
specialists in both knowledge and comprehensive
competence in Chinese language education but still
lags behind experts. From a knowledge perspec-
tive, current large language models (LLMs) already
surpass most non-specialists in Chinese language
education. Thanks to their vast knowledge base,
they effectively summarize key teaching points,
thereby improving instructional quality. While
LLMs demonstrate great potential in Chinese lan-
guage education, a noticeable gap remains com-
pared to true professional educators.

5 Conclusion

This paper proposes the Chinese Language Teach-
ing Evaluation (CLTE) benchmark, a specialized
framework designed to assess large language mod-

dent performance, establishing a novel paradigm
for evaluating practical teaching skills. Through
comprehensive evaluations of 13 state-of-the-art
multilingual and Chinese LLMs, our results reveal
that while these models show promising general
language processing abilities, their performance
in language teaching remains inadequate (mostly
below 60% overall), highlighting substantial limita-
tions in pedagogical adaptation, curriculum design,
and learner-centered instruction. Our work makes
three key contributions: introducing the first dedi-
cated benchmark for language teaching assessment,
developing a practice-oriented evaluation method-
ology with simulated teaching scenarios, and iden-
tifying critical improvement areas for LLMs in edu-
cational applications. Although current models like
DeepSeek-R1 and Qwen3 exhibit remarkable po-
tential as language teachers, they still fall far short
of real human language teachers in pedagogical
expertise, adaptive instruction, and contextual un-
derstanding, underscoring the need for fundamen-
tal advances before achieving authentic teaching
competence.



Limitations

While our benchmark establishes foundational eval-
uation criteria for Al-driven language instruction,
two strategic directions merit future exploration.
First, the standardized testing paradigm could be
enriched with conversational teaching simulations
to better capture dynamic pedagogical interactions.
Second, expanding the student model ecosystem
across multiple capability tiers (from novice to ad-
vanced learners) would enable more nuanced as-
sessment of instructional adaptability — a crucial
next step given our preliminary findings showing
teaching effectiveness variations across knowledge
complexity levels. These enhancements would fur-
ther bridge the gap between technical evaluation
and authentic educational contexts.
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Figure 5: Samples in CLTE.
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