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Abstract
In this paper, we introduce Temporal Multiresolu-
tion Graph Neural Networks (TMGNN), the first
architecture that both learns to construct the mul-
tiscale and multiresolution graph structures and
incorporates the time-series signals to capture the
temporal changes of the dynamic graphs. We have
applied our proposed model to the task of predict-
ing future spreading of epidemic and pandemic
based on the historical time-series data collected
from the actual COVID-19 pandemic and chick-
enpox epidemic in several European countries,
and have obtained competitive results in compar-
ison to other previous state-of-the-art temporal
architectures and graph learning algorithms. We
have shown that capturing the multiscale and mul-
tiresolution structures of graphs is important to
extract either local or global information that play
a critical role in understanding the dynamic of a
global pandemic such as COVID-19 which started
from a local city and spread to the whole world.
Our work brings a promising research direction in
forecasting and mitigating future epidemics and
pandemics.

1. Introduction
Mathematical modeling and simulations of epidemic dynam-
ics play an essential role in understanding and addressing
the spreading of infectious diseases in the real world (Kattis
et al., 2016). One of the fundamental objects in epidemi-
ology is the acquaintance graph or the social network in
which each node of the graph represents an invidual per-
son and each edge represent a human-human interaction
(Keeling & Eames, 2005). Because highly contagious dis-
eases including Influenza (i.e. the flu) and COVID-19 can
be transmitted airbonne (i.e. respiratory droplets contain-
ing the virus) (Jayaweera et al., 2020), people who are in
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close contact have a higher risk of spreading the virus from
the infected people to the uninfected ones. Thus the ac-
quaintance graph is a reasonable approximation of how the
virus spreads in reality (Salath et al., 2010). It is impor-
tant to acquire knowledge from these social networks via
graph-based mathematical methods to make prediction on
how quick infectious diseases spread over the community
(Alguliyev et al., 2021); and to determine the social and
public policies accordingly (e.g. to decide which locations
should be put into quarantine, to detect which groups of
people have a high risk of being infected or need intensive
healthcare or should receive the vaccines first, and to ex-
amine whether the population achieved some level of herd
immunity, etc.). Given a tremendous amount of temporal
data collected monthly, weekly, daily and even hourly, there
arises a need of large-scale, computationally efficient, and
data-driven machine learning models that incorporate both
graph information such as human-human interactions and
time-series signals such as the status of each person includ-
ing being uninfected, infected, recovered, vaccinated, etc.
In the field of machine learning on graphs, graph neural
networks (GNNs) utilizing various ways of generalizing the
concept of convolution to graphs have been widely applied
to many learning tasks, including modeling physical systems
(Battaglia et al., 2016), finding molecular representations
to estimate quantum chemical computation (Kearnes et al.,
2016), link prediction on citation graphs (Kipf & Welling,
2017), community detection on social networks (Su et al.,
2022), etc. The most wellknown form of GNNs is message
passing neural networks (MPNNs) proposed by (Gilmer
et al., 2017), that are built based on the message passing
scheme in which each node propagates and aggregates in-
formation, encoded by vectorized messages, to and from
its adjacent nodes. MPNNs, based on the mechanism of
message exchange in a local neighborhood of nodes, are ef-
fective in capturing the local graph structures. But we argue
that the fundamental limitation of MPNNs is its lack of a
multiresolution and multiscale understanding of the graph
that is important to capture both the local and global pictures
of an epidemic or a pandemic. One example of multires-
olution and multiscale representation on the acquaintance
graph is: (i) individual people are represented as single
nodes in the graph; (ii) people living in the same city or
town form a large cluster of nodes or a supernode, and the
amount of movement of people from one city to another
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is a useful information represented in the edges between
supernodes; (iii) finally, a country is a giant supernode con-
taining several cities and towns. Previously, (Hy & Kondor,
2021a) proposed Multiresolution Graph Networks (MGN)
that constructs multiple resolutions of the input graph via
the learning to cluster algorithm in a data-driven manner. It-
eratively, MGN uses two modules of graph neural networks
on each resolution in which one module learns the graph rep-
resentation and the another one learns to coarsen the current
graph into a number of clusters that further form the graph
of the next level of resolution. An important feature of MGN
is its flexibility such that the clustering procedure is deter-
mined adaptively to the input data rather than being fixed.
This flexibility is particularly important for modeling the
temporal changes of a global pandemic such as COVID-19
that started with a few cases scattered throughout a local city
and finally spread around the globe: the model should pay
attention more to the local information in the beginning and
gradually pay more attention to the bigger picture when the
pandemic progresses. With that motivation, we introduce
the use of attention mechanism in order to select the right
resolution to make a robust prediction of the current state
of a epidemic or pandemic. Putting everything together,
we extend the existing MGN architecture to incorporate
time-series signals, that results into our newly proposed
model Temporal Multiresolution Graph Neural Networks
(TMGNN). In summary, our contributions are summarized
as follows:

• The use of coarse-grained and hierarchical graph model
(Hy & Kondor, 2021a) to capture micro to macro (i.e.
local to global) information of a pandemic/epidemic
(see Section 3.1),

• An attention mechanism to select the right resolu-
tion that consequentially predicts the current state or
progress of the pandemic/epidemic (see Section 3.2),

• Temporal architecture incorporating time-series in-
formation to make future prediction about the pan-
demic/epidemic given historical data (see Section 3.3),

• Experiments with competitive results on the two tempo-
ral datasets of COVID-19 (Panagopoulos et al., 2021)
and chickenpox (Rozemberczki et al., 2021) historical
spreading in several countries in Europe (see Section
4).

In addition, it is remarkable to note that our multiresolution
graph model is computationally efficient, because the size
of the graph drops significantly after each level of resolution.
The ideal dataset for our proposed model must be the social
network of a large number of people including information
of acquaintance and human-human interactions. However,
due to the lack of such publicly available dataset for the

purpose of pandemic modeling, we only applied our method
to two existing temporal datasets such as COVID-19 pan-
demic (Panagopoulos et al., 2021) and chickenpox epidemic
(Rozemberczki et al., 2021) in which each node of the input
graph is a geographical region and each edge represents
the connection between two neighboring regions. In some
sense, these graphs of geographical regions are indeed a
low-resolution representation of the social network such
that each region is a supernode containing all people living
there; and instead of looking at individual human-human
interactions, we look at the traffic between regions at a large
scale.

2. Related work
In the field of graph analysis, several multiresolution, mul-
tiscale and coarse-grained algorithms have been proposed
including spectral graph wavelets (Hammond et al., 2011),
diffusion wavelets (Coifman & Maggioni, 2006), graph
wavelet transform via multiresolution matrix factorization
(Hy & Kondor, 2021b), multilevel graph clustering (Dhillon
et al., 2007) (Dhillon et al., 2005), etc. In the recent era of
deep learning, graph neural networks (GNNs) as a general-
ization of the conventional convolution neural networks to
graphs have been successful and replacing the traditional
graph algorithms (Scarselli et al., 2009) (Duvenaud et al.,
2015) (Niepert et al., 2016) (Gilmer et al., 2017) (Hy et al.,
2018) (Kondor et al., 2018) (Maron et al., 2019) (Thiede
et al., 2020).

Many recent studies have applied deep learning to make
predictions about the spreading of COVID-19 pandemic.
(Chimmula & Zhang, 2020) proposed the use of time-series
based Long Short-Term Memory (LSTM) (Hochreiter &
Schmidhuber, 1997) to predict the number of confirmed
COVID-19 cases in Canada. (Kufel, 2020) applied ARIMA,
a simple autoregressive moving average where the input is
the whole time-series of the region up to before the test-
ing day; while (Mahmud, 2020) used time-series based
PROPHET model1 as the forecasting model on the same in-
put. (Kapoor et al., 2020) and (Gao et al., 2021) introduced
the use static and temporal graph neural networks, respec-
tively, on the graph of United States counties to make a
prediction for COVID-19 spreading. Others also attempted
to blend graph learning models with temporal architectures
or recurrent neural networks (Seo et al., 2018) (Pareja et al.,
2020) (Taheri & Berger-Wolf, 2019) (Yu et al., 2018) (Fritz
et al., 2022); and with reinforcement learning (Meirom et al.,
2021). (Rozemberczki et al., 2021) established a benchmark
for graph neural network architectures in combination with
time-series analysis on the dataset of chickenpox cases in
Hungary. In addition, (Panagopoulos et al., 2021) suggested
to use transfer learning in order to translate the knowledge

1https://facebook.github.io/prophet/

https://facebook.github.io/prophet/
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Figure 1. Suppose we are given a interaction network of 4 people as a square graph of 4 nodes and 4 edges. The red color denotes the
person gets infected by some virus transmitting via air and the green color denotes otherwise. In this simulation, we consider only 2 levels
of resolution: we simply cluster the input graph into 2 clusters (e.g. uninfected and infected). The top row depicts the bottom resolution,
while the bottom row depicts the top resolution. At timestep 1, only a single person (at the top right corner) is infected, the input graph is
coarsened into 2 supernodes with node labels (3, 1). At timestep 2, because the infected person had interacted with two others, the number
of infections increases to 3, and the node labels of the top resolution become (1, 3). At the final timestep, everyone gets infected by the
virus, so the coarsened graph contains a single cluster of 4 people while the another cluster is an empty one.

obtained from one country to another.

Our work is unique in the sense that none of the prior works
addressed the problem of capturing both local and global
information. Obviously, an epidemic or pandemic always
starts localized and increases the number of cases over time
as more and more people get exposed and infected. Depend-
ing on the nature of the virus, the mitigation policies, the
weather and many other factors, the speed of spreading can
be slow or fast. Each stage of the pandemic needs a dif-
ferent mitigating strategies, thus a forecasting model must
take into account both micro and macro signals to make
a robust prediction. In this paper, we propose the use of
multiresolution graph neural networks to build a hierarchy
of resolutions and the attention architecture to select the
right resolution at a particular time, that further indicates
the corresponding stage of the pandemic.

3. Method
3.1. Multiresolution Graph Networks

3.1.1. GENERAL CONSTRUCTION

Originally, Multiresolution Graph Networks (MGN) and
its generative cousin have been proposed by (Hy & Kon-
dor, 2021a). In this section, we introduce the general con-
struction of MGN. An undirected weighted graph G =

(V,E,A,Fv) with node set V and edge setE is represented
by an adjacency matrix A ∈ R∣V ∣×∣V ∣, where Aij > 0 im-
plies an edge between node vi and vj with weight Aij (e.g.,
Aij ∈ {0,1} in the case of unweighted graph); while node
features are represented by a matrix Fv ∈ R∣V ∣×dv .

Definition 3.1. A K-cluster partition of graph G is a parti-
tion of the set of nodes V intoK mutually exclusive clusters
V1, .., VK . Each cluster corresponds to an induced subgraph
Gk = G[Vk].
Definition 3.2. A coarsening of G is a graph G̃ of K nodes
defined by a K-cluster partition in which node ṽk of G̃
corresponds to the induced subgraph Gk. The weighted
adjacency matrix Ã ∈ RK×K of G̃ is

Ãkk′ =

⎧⎪⎪
⎨
⎪⎪⎩

1
2 ∑vi,vj∈Vk

Aij , if k = k′,

∑vi∈Vk,vj∈Vk′ Aij , if k ≠ k′,

where the diagonal of Ã denotes the number of edges inside
each cluster, while the off-diagonal denotes the number of
edges between two clusters.

Def. 3.3 defines the multiresolution of graph G in a bottom-
up manner in which the bottom level is the highest resolution
(e.g., G itself) while the top level is the lowest resolution
(e.g., G is coarsened into a single node). Def. 3.4 defines a
simplified version of MGN.
Definition 3.3. An L-level coarsening of a graph G is a
series of L graphs G(1), ..,G(L) in which

1. G(L) is G itself.

2. For 1 ≤ ` ≤ L−1, G(`) is a coarsening graph of G(`+1)

as defined in Def. 3.2. The number of nodes in G(`) is
equal to the number of clusters in G(`+1).

3. The top level coarsening G(1) is a graph consisting of
a single node, and the corresponding adjacency matrix
A(1) ∈ R1×1.
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Figure 2. This diagram, snapshotted at time T and T + 1 in the dynamics, depicts the general architecture of Temporal Multiresolution
Graph Neural Networks (TMGNN) with the backbone of Long Short-Term Memory (LSTM) (Hochreiter & Schmidhuber, 1997) or its
cousin, Gated Recurrent Unit (GRU) (Cho et al., 2014). The red arrows denote the attention scores for the multihead attention among
resolutions as in section 3.2. The black arrows represent the data flow.

Algorithmically, MGN works in a bottom-up manner as a
tree-like hierarchy starting from the highest resolution graph
G(L), going to the lowest resolution G(1). Iteratively, at
`-th level, MGN partitions the current graph into K clusters
by running the clustering procedure c(`). Meanwhile, the
encoder e(`) produces the node latents for this level of
resolution. Finally, the pooling network p(`) shrinks each
cluster into a single node of the next level. In terms of time
and space complexity, MGN is more efficient than existing
methods in the field because the size of the graph decreases
after each resolution.

Definition 3.4. An L-level Multiresolution Graph Network
(MGN) of a graph G consists of L−1 tuples of three network
components {(c(`),e(`),p(`))}L`=2. The `-th tuple encodes
G(`) and transforms it into a lower resolution graph G(`−1)

in the higher level. Each of these network components has a
separate set of learnable parameters (θ

(`)
c ,θ

(`)
e ,θ

(`)
p ). For

simplicity, we collectively denote the learnable parameters
as θ, and drop the superscript. The network components are
defined as follows:

1. Clustering procedure c(G(`);θ), which partitions
graph G(`) into K clusters V (`)

1 , . . . , V
(`)
K . Each clus-

ter is an induced subgraph G(`)
k of G(`) with adjacency

matrix A(`)
k .

2. Encoder e(G
(`)
k ;θ), which is a permutation-

equivariant graph neural network that takes as input
the subgraph G(`)

k , and outputs a set of node latents
Z

(`)
k represented as a matrix of size ∣V

(`)
k ∣ × dz .

3. Pooling network p(Z(`)
k ;θ), which is a permutation-

invariant neural network that takes the set of node la-
tents Z(`)

k and outputs a single cluster latent z̃(`)k ∈ dz .
The coarsening graph G(`−1) has adjacency matrix
A(`−1) built as in Def. 3.2, and the corresponding node
features Z(`−1) = ⊕k z̃

(`)
k represented as a matrix of

size K × dz .

The simplest implementation of the encoder is Message
Passing Neural Networks (MPNNs) (Gilmer et al., 2017).
The node embeddings (messages) H0 are initialized by the
input node features: H0 = Fv . Iteratively, the messages are
propagated from each node to its neighborhood, and then
transformed by a combination of linear transformations and
non-linearities, e.g.,

Ht = γ(Mt),

Mt =D
−1AHt−1Wt−1,

where γ is a element-wise non-linearity function (e.g., sig-
moid, ReLU, tanh, etc.),Dii = ∑j Aij is the diagonal matrix
of node degrees, and W s are learnale weight matrices. The
output of the encoder is set by messages of the last iteration:
Z = HT . In this case, D−1A is called the graph Laplacian
and we can replace it with the normalized graph Laplacian
I −D−1/2AD−1/2 in the message passing procedure.

The whole construction of MGN is permutation equivariant
with respect to node permutations of G. In the case of graph
property regression, we want MGN to learn to predict a real
value y ∈ R for each graph G while learning to construct
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a hierarchical structure of latents and coarsen graphs. The
total loss function is

LMGN(G,y) = ∣∣f(
L

⊕
`=1

R(Z(`)
)) − y∣∣

2

2

,

where f is a multilayer perceptron, ⊕ denotes the vector
concatenation, R is a readout function that produces a per-
mutation invariant vector of size d given the latent Z ∣V (`)∣×d

at the `-th resolution.

3.1.2. LEARNING TO CLUSTER

Definition 3.5. A clustering of n objects into k clusters is
a mapping π ∶ {1, .., n} → {1, .., k} in which π(i) = j if
the i-th object is assigned to the j-th cluster. The inverse
mapping π−1(j) = {i ∈ [1, n] ∶ π(i) = j} gives the set of
all objects assigned to the j-th cluster. The clustering is
represented by an assignment matrix Π ∈ {0,1}n×k such
that Πi,π(i) = 1.

The learnable clustering procedure c(G(`);θ) is built as
follows:

1. A graph neural network parameterized by θ encodes
graph G(`) into a first order tensor of K feature chan-
nels p̃(`) ∈ R∣V (`)∣×K .

2. The clustering assignment is determined by a row-wise
maximum pooling operation:

π(`)
(i) = arg max

k∈[1,K]

p̃
(`)
i,k (1)

that is an equivariant clustering.

A composition of an equivariant function (e.g., graph net)
and an equivariant function (e.g., maximum pooling given
in Eq. 1) is still an equivariant function with respect to the
node permutation. Thus, the learnable clustering procedure
c(G(`);θ) is permutation equivariant.

In practice, in order to make the clustering procedure dif-
ferentiable for backpropagation, we replace the maximum
pooling in Eq. 1 by sampling from a categorical distribution.
Let π(`)(i) be a categorical variable with class probabilities
p
(`)
i,1 , .., p

(`)
i,K computed as softmax from p̃

(`)
i,∶ . The Gumbel-

max trick (Gumbel, 1954)(Maddison et al., 2014)(Jang et al.,
2017) provides a simple and efficient way to draw samples
π(`)(i):

Π
(`)
i = one-hot(arg max

k∈[1,K]

[gi,k + log p
(`)
i,k ]),

where gi,1, .., gi,K are i.i.d samples drawn from
Gumbel(0,1). Given the clustering assignment ma-
trix Π(`), the coarsened adjacency matrix A(`−1) (see
Defs. 3.1 and 3.2) can be constructed as Π(`)TA(`)Π(`).

3.2. Multiresolution Attention

In this section, we introduce the self-attention mechanism
over multiple levels of resolutions. For a given hierarchy of
latents Z ≜ [Z(1), .., Z(L)]T ∈ RL×dz where L is the num-
ber of resolutions and Z(`) is the graph representation at res-
olution `-th, produced by MGN (see Def. 3.4), self-attention
transforms Z into the output sequenceX ≜ [x1, .., xL]

T in
the following two steps:

1. The input sequenceZ is projected into the query matrix
Q ≜ [q1, .., qL]

T , the key matrix K ≜ [k1, .., kL]
T ,

and the value matrix V ≜ [v1, .., vL]
T via three linear

transformations:

Q = ZW T
Q , K = ZW T

K , V = ZW T
V ,

where WQ,WK ∈ Rdk×dz and WV ∈ Rdv×dz are the
weight matrices.

2. The output sequenceX is then computed as follows

X = Attention(Q,K,V ) = softmax(
QKT

√
dk

)V ≜AV ,

(2)
where the softmax function is applied to each row of
the matrix QKT , and and A ∈ RL×L is the attention
matrix of aij attention scores. Equation (2) can be
rewritten as

xi =
L

∑
j=1

softmax(
qTi kj
√
dk

)vj ≜
L

∑
j=1

aijvj .

This self-attention is called the scaled dot-product attention
or softmax attention. Each output sequence X forms an
attention head. Let h be the number of heads and WO ∈

Rhdv×hdv be the projection matrix for the output. In multi-
head attention, multiple heads are concatenated to compute
the final output defined as follows

MultiHead({Q,K,V }
h
i=1) = Concat(X1, ..,Xh)WO.

Based on the output tensor from the multi-head attention, we
contract the dimension of this tensor corresponding to the
attention heads, that results into a long vector of L elements
in which each corresponds to a resolution. Finally, we
apply the Gumbel-softmax trick as in Sec. 3.1.2 to convert
this vector into an one-hot representation, that allows us to
select only one resolution at a particular time. This method
is equivalent to detecting the stage of the pandemic over
time, whether localized, isolated or uncontrollable.

3.3. Temporal Architecture

In this section, we put everything together to construct
our temporal architecture. Given a sequence of graphs
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(G1,G2, ..,GT ) that correspond to a sequence of times-
tamps, that can be dates or weeks depending on the dataset.
We utilize an Multiresolution Graph Networks (MGN) at
each time step t ∈ {1,2, .., T}, to obtain a sequence of rep-
resentations (Z

(1)
t , Z

(2)
t , .., Z

(L)

t ) for L resolutions of Gt.
We apply the attention mechanism as in Sec. 3.2 to select
one resolution’s representation at that time to be fed further
into a Long Short-Term Memory (LSTM) backbone (Graves
& Jaitly, 2014). We expect that the LSTM backbone can
capture the long-range temporal dependencies in timeseries
and robustly predict the spreading dynamics of the virus
based on the encoded graph representation over multiple
resolutions. Figure 2 visualizes our temporal architecture.

4. Experiments
Our implementation is done with the temporal library2 as
an extension of PyTorch Geometric (Fey & Lenssen, 2019)
(Paszke et al., 2019), and is available at https://github.
com/bachnguyenTE/temporal-mgn. We reuse the orig-
inal implementation of MGN (Hy & Kondor, 2021a)3.

4.1. Chickenpox epidemic in Hungary

Chickenpox is an infection caused by the varicella-zoster
virus (VZV). It is highly contagious to those who have not
had the disease or been vaccinated against it. Even though
vaccines against VZV infection are available (Seward et al.,
2002), only a small number of countries have national im-
munization programme (Flatt & Breuer, 2012). In Hungary,
parents are routinely recommended to have their children
vaccinated but there is no mandatory vaccination against
chickenpox. Hungarian physicians have to report each case
to the local centre of epidemiology which are then aggre-
gated and publicly presented weekly for each of the 20
counties of the country (Karsai et al., 2020). Chickenpox
Cases in Hungary is a novel spatiotemporal dataset which
can be uesd to benchmark the forecasting performance of
graph neural network architectures (Rozemberczki et al.,
2021). The dataset consists of:

• A spatial graph that describes the spatial connectivity
of the 20 counties (i.e. nodes) including 19 counties
and the capital Budapest with 61 edges (i.e. connec-
tions) between them (see Fig. 3).

• The country level timeseries, collected from the dig-
ital version of the Hungarian Epidemiological Info4

bulletin, that describe the weekly number of chicken-
pox cases reported by Hungarian general practitioners

2https://github.com/benedekrozemberczki/
pytorch_geometric_temporal

3https://github.com/HyTruongSon/MGVAE
4http://www.oek.hu/

Hungary
GConvLSTM (Seo et al., 2018) 1.221 ± 0.010
GConvGRU (Seo et al., 2018) 1.117 ± 0.002
Evolve GCN-O (Pareja et al., 2020) 1.120 ± 0.003
Evolve GCN-H (Pareja et al., 2020) 1.115 ± 0.013
DynGRAE (Taheri et al., 2019) 1.112 ± 0.010
STGCN (Yu et al., 2018) 1.118 ± 0.005
DCRNN (Li et al., 2018) 1.119 ± 0.002
TMGNN (ours) 0.990 ± 0.003

Table 1. The average test mean squared error with standard devia-
tions obtained over 40 weeks long forecasting horizons in Hungary
calculated from a 10 experimental runs with different random
seeds. The baseline results are taken from (Rozemberczki et al.,
2021). The best result is marked boldly.

from January of 2005 to January of 2015, with totally
more than 500 entries for each county without any
missingness (see Fig. 3).

In our experiment of TMGNN for this dataset, we use the
following setup. We have three levels of resolution with
the number of nodes/clusters per resolution as 20, 8 and 1.
In each resolution, we execute 4 layers of message passing
with the size of the message per node is 24. Our model
uses 8 temporal lags as the input node features. For the
attention mechanism to select one resolution at a given time,
the number of heads in the multihead attention ranges from
1 to 4. The training & testing dataset ratio is 80%/20%. We
train our model for 150 epochs by Adam optimizer (Kingma
& Ba, 2015) with the initial learning rate as 0.001. All other
setting details are similar to (Rozemberczki et al., 2021).

In table 1, we report the average mean squared error with
standard deviation for forecasting horizon of 40 weeks calcu-
lated from 10 experimental runs, in comparison with several
other temporal graph neural networks and recurrent neural
networks. Our proposed TMGNN model outperforms the
best result reported in (Rozemberczki et al., 2021) by 11%.

4.2. COVID-19 pandemic in Europe

COVID-19 is disease caused by severe acute respiratory
syndrome coronavirus 2 or SARS-Cov-2, a newly discov-
ered virus that is closely related to bat coronaviruses (Perl-
man, 2020), pangolin coronaviruses (Zhang et al., 2020)
and SARS-CoV (Sun et al., 2020). The novel virus was first
detected from an outbreak in Wuhan, China in December
2019. The World Health Organization (WHO) declared a
Public Health Emergency of International Concern on Jan-
uary 30, 2020 and a pandemic on March 11, 2020. At the
time of this article was written, the COVID-19 pandemic
was still an ongoing global pandemic. Since the early out-
break, global cooperation among doctors, medical staffs,

https://github.com/bachnguyenTE/temporal-mgn
https://github.com/bachnguyenTE/temporal-mgn
https://github.com/benedekrozemberczki/pytorch_geometric_temporal
https://github.com/benedekrozemberczki/pytorch_geometric_temporal
https://github.com/HyTruongSon/MGVAE
http://www.oek.hu/
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Figure 3. The left figure is the map of 20 counties in Hungary in 2020, taken from https://en.wikipedia.org/wiki/
Counties_of_Hungary. The middle figure is the corresponding graph in which the red node denotes Budapest, the capital
city, and other orange nodes denote the rest of 19 counties. A possible clustering into 4 spatial groups is shown by green circles. The right
figure shows the timeseries of chickenpox cases in Budapest and its surrounding county, Pest, are highly correlated. There is clearly a
pattern over the period of one year.

scientists and engineers has been facilitated through an un-
precedented amount of information and data. In the scope of
Data for Good program 5, Facebook Inc. has released many
datasets to help researchers better understand the dynamics
of COVID-19 and predict the spread of this disease (Maas,
2019). In this experiment, the dataset contains measures of
human mobility between regions of the Nomenclature of
Territorial Units for Statistics 3 (NUTS3), a geocode stan-
dard for referencing the subdivisions of member states of the
European Union (EU). The raw timeseries data, collected
and aggregated from mobile phones that have Facebook
application installed and Location History setting enabled,
includes three recordings per day (i.e., midnight, morning
and afternoon) indicating the number of people travelling
from on region to another during that period of time in
the day. We reuse the preprocessed timeseries data from
(Panagopoulos et al., 2021)6 in which three values per day
are further aggregated into a single number for represent-
ing the mobility between two regions. It has been known
that the probability that people living in a region are in-
fected by the virus increases given more people moving in
and out from that region (Colizza et al., 2006) (Soriano-
Paños et al., 2020), that suggests the use of message passing
scheme and graph neural networks can be effective in cap-
turing the amount of mobility and predicting the number of
infections in each region with high accuracies. However,
previous works exploiting graph structures of regions lacked
the ability to obtain a bigger picture over multiple regions.
Our proposal of using multiscale and multiresolution graph
networks along with an attention mechanism to robustly
choosing the right resolution addresses this limitation. Our
model can capture the local signals and aggregate into global

5https://dataforgood.facebook.com/dfg/
tools

6https://github.com/geopanag/pandemic_
tgnn

signals, and is adaptive to predict the new stage of the ongo-
ing pandemic. We support our claim by numerical results
on the historical data of several member countries of the EU
including England, France, Italy and Spain in tables 2, 3, 4
and 5, respectively. We compare our model TMGNN with
the same baselines as in (Panagopoulos et al., 2021):

• Statistical analysis including: (i) AVG, the aver-
age number of cases for the specific region; (ii)
AVG WINDOW, the average number of cases in the
past d days for the specific region (i.e. moving aver-
age); and (iii) LAST DAY, the number of cases in the
previous day is used as the prediction for the next days.

• Timeseries models without graph topology: (i) LSTM
(Chimmula & Zhang, 2020), a simple Long Short-Term
Memory architecture taking the input as the sequence
of new cases in a region for the previous week; (ii)
ARIMA (Kufel, 2020), a simple autoregressive moving
average model taking the input as the whole sequence
in the region; and (iii) PROPHET (Mahmud, 2020),
similar to ARIMA but with more types/features of the
timeseries.

• TL BASE, MPNN and MPNN+LSTM (Panagopoulos
et al., 2021): Baseline models using the conventional
message passing neural networks with LSTM for pro-
cessing timeseries.

• MGN: Furthermore, we apply the multiresolution
graph networks (Hy & Kondor, 2021a).

Our training and hyperparameter settings are similar to the
Hungarian chickenpox experiment in Sec. 4.1. We use 64
dimensional node messages, and four levels of resolution
including the bottom resolution as the input graph and then
a hierarchy of three coarsen graphs of sizes 32, 16 and 8,
respectively. We evaluate the performance of a model by

https://en.wikipedia.org/wiki/Counties_of_Hungary
https://en.wikipedia.org/wiki/Counties_of_Hungary
https://dataforgood.facebook.com/dfg/tools
https://dataforgood.facebook.com/dfg/tools
https://github.com/geopanag/pandemic_tgnn
https://github.com/geopanag/pandemic_tgnn
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England
Model 3 days 7 days 14 days
AVG 9.75 9.99 10.09
LAST DAY 7.11 7.62 8.66
AVG WINDOW 6.52 7.34 8.54
LSTM 9.11 8.97 9.10
ARIMA 13.77 14.55 15.65
PROPHET 10.58 12.25 16.24
TL BASE 9.65 12.30 13.48
MPNN 6.36 6.86 8.13
MPNN+LSTM 6.41 6.67 7.02
MGN 6.68 7.37 8.74
TMGNN (ours) 6.26 6.55 6.80

Table 2. The average error of predictions for up to next 3, 7 and
14 days in England.

comparing the prediction of the total number of cases in each
region verus ground truth from the historical data, in a test
set with the mean average error metric from (Panagopoulos
et al., 2021) defined as follows:

MAE(ŷ,y) =
1

n × d

T+d

∑
t=T+1

∑
v∈V

∣ŷ(t)v − y(t)v ∣,

where G = (V,E) denotes the graph of a country in which
V denotes the set of regions (i.e. nodes) and E denotes
the set of inter-regional connections (i.e. edges), ŷ(t)v is
the prediction of the model at time t for the v-th region
and y(t)v is the corresponding ground truth, and finally d is
the number of days that we need to predict ahead. In our
experiments, d are set to be 3 days, 7 days and 14 days and
the corresponding results are shown in three columns of
each table. We outperform all state-of-the-art methods in 6
out of 12 experiments.

5. Conclusion
For the purpose of predicting the dynamics of a pandemic
or an epidemic, we propose a novel temporal architecture
of graph neural networks that combines both graph informa-
tion of human interactions and timeseries signals of human
mobility. Our novelty comes from a mechanism to build the
multiresoluiton or multiscale representation of the graph in
a data-driven manner and using attention to select the right
resolution at a given time. This combination of ideas allows
our proposed model to be adaptive and robust in estimating
the current and future stage of the COVID-19 pandemic. We
support our claim by strong numerical results based on real
historical data. Our temporal multiresolution graph model is
promising to be applied into a larger-scale data and tackling
more challenging predictive tasks.

France
Model 3 days 7 days 14 days
AVG 8.50 8.55 8.55
LAST DAY 7.47 7.37 8.03
AVG WINDOW 6.04 6.40 7.24
LSTM 8.08 8.13 7.91
ARIMA 10.72 10.53 10.91
PROPHET 10.34 11.56 14.61
TL BASE 7.67 9.21 12.27
MPNN 6.16 5.99 6.93
MPNN+LSTM 6.39 7.21 7.36
MGN 6.65 6.61 7.66
TMGNN (ours) 6.39 7.35 7.51

Table 3. The average error of predictions for up to next 3, 7 and
14 days in France.

Italy
Model 3 days 7 days 14 days
AVG 21.38 22.23 23.09
LAST DAY 17.40 18.49 20.69
AVG WINDOW 15.17 16.81 19.45
LSTM 22.94 23.17 23.12
ARIMA 35.28 37.23 39.65
PROPHET 24.86 27.39 33.07
TL BASE 19.12 23.44 24.89
MPNN 14.39 15.47 17.88
MPNN+LSTM 15.56 16.41 17.25
MGN 15.33 16.73 19.22
TMGNN (ours) 15.09 15.62 16.38

Table 4. The average error of predictions for up to next 3, 7 and
14 days in Italy.

Spain
Model 3 days 7 days 14 days
AVG 45.10 45.87 47.63
LAST DAY 33.58 37.06 43.63
AVG WINDOW 32.19 36.06 42.79
LSTM 51.44 49.89 47.26
ARIMA 40.49 41.64 46.22
PROPHET 54.76 62.16 79.42
TL BASE 42.25 52.29 59.68
MPNN 35.83 38.51 44.25
MPNN+LSTM 33.35 34.47 35.31
MGN 38.85 43.65 52.23
TMGNN (ours) 33.13 34.12 35.04

Table 5. The average error of predictions for up to next 3, 7 and
14 days in Spain.
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