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Abstract

Large Language Models (LLMs) have become
integral to daily life, especially advancing as
intelligent assistants through on-device deploy-
ment on smartphones. However, existing LLM
evaluation benchmarks predominantly focus on
objective tasks like mathematics and coding in
English, which do not necessarily reflect the
practical use cases of on-device LLMs in real-
world mobile scenarios, especially for Chinese
users. To address these gaps, we introduce
SmartBench, the first benchmark designed to
evaluate the capabilities of on-device LLMs in
Chinese mobile contexts. We analyze function-
alities provided by representative smartphone
manufacturers and divide them into five cate-
gories: text summarization, text Q&A, infor-
mation extraction, content creation, and noti-
fication management, further detailed into 20
specific tasks. For each task, we construct high-
quality datasets comprising 50 to 200 question-
answer pairs that reflect everyday mobile inter-
actions, and we develop automated evaluation
criteria tailored for these tasks. We conduct
comprehensive evaluations of on-device LLMs
and MLLMs using SmartBench and also assess
their performance after quantized deployment
on real smartphone NPUs. Our contributions
provide a standardized framework for evalu-
ating on-device LLMs in Chinese, promoting
further development and optimization in this
critical area. Code and data will be available.

1 Introduction

Large Language Models (LLMs) have significantly
transformed everyday life in recent years by serv-
ing as intelligent, context-aware assistants (Ope-
nAl., 2024; Team et al., 2024; Anthropic, 2023;
Anil et al., 2023; Lu et al., 2024a; Jiang et al., 2024;
Abdin et al., 2024; Guo et al., 2025). To further
enhance the capabilities of LLMs in serving human
needs, various academic research and engineering
efforts have focused on deploying smaller LLMs
on edge devices, such as smartphones (Xue et al.,

2024; Yao et al., 2024; Chu et al., 2023, 2024; Lu
et al., 2024b). As companions in our daily lives,
smartphones serve as crucial platforms for people
to experience the capabilities of on-device LLMs.
The local deployment of LLMs on end-side smart-
phones eliminates the need for a network connec-
tion, which not only broadens the scope of possible
application scenarios but also enhances user pri-
vacy by keeping sensitive data processing on the
device (Qu et al., 2024; Ding et al., 2024).

The current trend in smartphone technology
shows that major manufacturers are increasingly
adopting on-device LLMs (Ashkboos et al., 2024),
integrating advanced Al capabilities into their
devices. Industry leaders such as Apple with
OpenELM (Mehta et al., 2024), HUAWEI’s Pangu
E (Zeng et al.,, 2021), Xiaomi’s MiLM (Xi-
aomiTime, 2024), and vivo’s BlueLM-3B (Lu et al.,
2024b) have demonstrated significant progress in
this domain. These on-device LLMs support vari-
ous real-time tasks (Wu et al., 2024), offering users
seamless and responsive Al-powered mobile inter-
actions (Xu et al., 2024).

However, we find that there are still notable
gaps in the comprehensive evaluations for assess-
ing the capabilities of on-device LLMs deployed
on smartphones. Traditional LLM evaluations are
typically categorized into two dimensions, i.e., 0b-
Jective tasks and subjective tasks. Objective tasks
primarily focus on the assessment of knowledge,
encompassing areas such as mathematical profi-
ciency with benchmarks like GSM8K (Cobbe et al.,
2021) and MATH (Hendrycks et al., 2021), coding
competence evaluated through HumanEval (Chen
et al., 2021), and multitask accuracy measured by
MMLU (Hendrycks et al., 2020). Subjective tasks
typically evaluate the model’s ability to generate
coherent, contextually appropriate, and human-like
responses. These tasks often consider the model’s
creativity, fluency, adaptability to nuanced instruc-
tions, and alignment with user intent. Subjective
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Table 1: We analyze the on-device LLM features currently released on mobile phones by major manufacturers,
dividing them into 5 major categories with 20 tasks. Based on this, we propose SmartBench, the first (Chinese)
benchmark for assessing the capabilities of on-device LLMs in mobile scenarios.

evaluation datasets are often derived from user-
constructed scenarios (Liu et al., 2023), curated
human-chatbot conversations (Lin et al., 2024), and
filtered interactions from platforms like Chatbot
Arena (Li et al., 2024a,b). For on-device smart-
phone applications, the evaluation predominantly
emphasizes subjective capabilities. Through our in-
vestigation, we identify the following critical gaps
in existing subjective evaluation benchmarks:

1) The scenario gap: Current benchmarks em-
phasize tasks like mathematics and coding (Li et al.,
2023; Lin et al., 2024; Li et al., 2024b), which are
rarely handled by on-device LLMs in practical ap-
plications. Instead, on-device LLMs place greater
emphasis on lightweight tasks such as text refine-
ment, and notification processing.

2) The language gap: Mobile users who speak
different languages often have varying living en-
vironments and language habits. Currently, most
evaluation protocols for subjective tasks are all in
English. As a market with over 1 billion smart-
phone users (Statista, 2025), it is crucial to have
an evaluation benchmark for LLMs deployed on
Chinese-oriented smartphones.

To tackle these gaps, in this paper, starting from
a functional investigation of on-device LLMs, we
construct SmartBench, the first (Chinese) bench-
mark for evaluating the capabilities of on-device
LLMs in mobile scenarios. Specifically, we ana-
lyze the on-device LLM functionalities provided
by Apple, HUAWEI, OPPO, vivo, Xiaomi, and
HONOR (up to December 2024), dividing them
into five categories: text summarization, text Q&A,
information extraction, content creation, and no-
tification management. Building on these func-
tionalities, we further refine the 5 categories into
20 tasks, as outlined in Tab. 1. To evaluate each
task, we construct 50 to 200 question-answer (QA)
pairs per task that reflect everyday life scenarios
by screening open-source datasets and generating
additional pairs using manual collection or LLMs,

resulting in a total of 2973 QA pairs. Evaluations
of subjective tasks are commonly conducted us-
ing the LLLM-as-a-Judge paradigm (Zheng et al.,
2023). In SmartBench, we develop detailed au-
tomated evaluation criteria for each category/task.
We further conduct comprehensive evaluations of
multiple on-device LLMs and MLLMs on Smart-
Bench and assess their performance after quantized
deployment on the NPU of real smartphones.

Our contributions are summarized as follows:

1) We investigate the on-device LLM features
offered by representative smartphone manufactur-
ers, organizing them into 5 categories comprising
20 tasks. We then introduce SmartBench, the first
Chinese benchmark designed to evaluate the ca-
pabilities of on-device LLMs in mobile scenarios,
featuring 2973 QA pairs.

2) For each task, we construct high-quality text
QA pairs tailored to mobile usage scenarios by
screening open-source datasets, manually collect-
ing data, and synthesizing data using LLMs. Addi-
tionally, we develop high-quality automated evalu-
ation methods for each category/task.

3) We evaluate the performance of representa-
tive end-side LLMs/MLLMs using SmartBench.
Additionally, we assess the accuracy of quantized
models running on real smartphone NPUs, which
offers greater practical value.

2 Related Works

2.1 Large Language Models on Edge Devices

The deployment of LLMs on edge devices has
garnered significant attention in recent years. In
the academic community, there are currently nu-
merous open-source LLMs and MLLMs, such as
Qwen2.5 3B (Yang et al., 2024b), InternVL 2.5
4B (Chen et al., 2024), and MiniCPM 3.0 4B (Hu
et al., 2024a). Most of these models have between
3B and 4B parameters, making them well-suited for
deployment on edge devices with limited computa-
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Figure 1: Overview of SmartBench, including data curation, data composition, and LLM-as-a-Judge evaluation.

tional capabilities. Besides, major smartphone man-
ufacturers have also introduced their own LLMs,
including Gemini Nano by Google, BlueLM by
vivo, Magic LM by HONOR, OpenELM by Apple,
and MiLM by Xiaomi (Wu et al., 2024). These
advancements pave the way for more efficient and
powerful Al applications on edge devices.

2.2 Benchmarks for Realworld Assistance

How to comprehensively evaluate LLMs has long
been a widely researched topic (Chang et al., 2024).
The vast majority of benchmarks are designed to
assess the knowledge capabilities of these mod-
els, including general knowledge (Hendrycks et al.,
2020; Wang et al., 2024c; Clark et al., 2018), math-
ematics and science knowledge (Cobbe et al., 2021;
Hendrycks et al., 2021; Rein et al., 2023), and cod-
ing ability (Austin et al., 2021; Chen et al., 2021),
etc. Recently, there have been new datasets intro-
duced to test the ability of models to handle real
users’ questions in the wild (Liu et al., 2023; Lin
et al., 2024). These datasets often consist of subjec-
tive questions that focus on the creativity and ability
of models to follow instructions in real-world us-
age scenarios (Li et al., 2024b,a, 2023), providing
a more direct reflection of user comfort and satis-
faction during real-world usage. SmartBench is the
first benchmark designed to evaluate the practical
functionalities of LLMs deployed on smartphones.

2.3 Chinese LLM Benchmarks

With the rapid development of Chinese LLMs (Sun
et al., 2021; Team, 2023; Guo et al., 2025), spe-
cialized evaluation benchmarks have been estab-
lished to assess their performance in understand-
ing and generating content within a Chinese con-
text. Prominent Chinese LLM benchmarks include
CMRC (Cui et al., 2019), CLUE (Xu et al., 2020),
SuperCLUE (Xu et al., 2023), and C-Eval (Huang

et al., 2023), etc. Additionally, there are datasets
like AlignBench (Liu et al., 2023) designed for
evaluating subjective tasks in Chinese. However,
SmartBench distinguishes itself by focusing specif-
ically on everyday mobile scenarios, offering a
unique perspective on the practical functionalities
of on-device LLMs in real-life smartphone usage.

2.4 LLM Agent on Smartphones

Currently, there is another type of task on mobile
phones that helps solve real-world tasks, called mo-
bile agents (Wang et al., 2024a; Zhang et al., 2023a;
Chai et al., 2024). These tasks often involve exe-
cuting multi-step commands on the phone based
on user instructions (Zhang et al., 2024). In con-
trast, Smartbench focuses on the functionality of
on-device LLMs for handling common daily tasks
in a single step, without the need for planning ac-
tion trajectories or calling external APIs.

3 SmartBench

In this section, we present a detailed description of
the proposed SmartBench benchmark, specifically
focusing on the scenario of smartphone deploy-
ment. We cover the data composition (Sec. 3.1),
data sources (Sec. 3.2), filtering criteria (Sec. 3.3),
and evaluation protocol (Sec. 3.4) used in the con-
struction of the benchmark. The overview of Smart-
Bench is illustrated in Fig. 1.

3.1 Data Composition

We divide the on-device LLM features released
by representative smartphone manufacturers into 5
categories, encompassing a total of 20 tasks.

1) Text Summarization: This category is fo-
cused on providing a concise summary of the text
in one sentence and listing key information in bul-
let points. The benefit of this function is that it
allows users to quickly grasp the main ideas and
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Figure 2: Data composition comparison between AlignBench (Liu et al., 2023), AitZ (Zhang et al., 2024) and Smart-
Bench. AlignBench (zh) is a general benchmark designed for Chinese scenarios, and AitZ (en) is a mobile agent
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Category Count | Input  Target
Text Summarization 550 | 1890 244
Content Creation 1377 | 210 143
Text Q&A 495 | 930 115
Information Extraction 362 | 682 74
Notification Management 189 | 376 101

Table 2: We present the number of QA pairs for each
category in SmartBench. For each category, we also
provide the average input (query) length and the average
target (reference answer) length of all QA pairs.

essential details without needing to read through
lengthy content. We categorize the content into
four scenarios. Document summarization primarily
targets emails, scientific knowledge, and news re-
ports. Call summarization focuses on conversations
between two people. Recording summarization
focuses on recordings that have significant back-
ground noise. Meeting summarization specifically
refers to the summarization of meetings.

2) Content Creation: This category highlights
the functionality of creating content on mobile de-
vices, enabling users to effortlessly share their cre-
ations on social media platforms such as Weibo,
WeChat Moments, and RedNote (Xiaohongshu).
With the widespread use of smartphones, mobile
content creation has become increasingly accessi-
ble and convenient. We focus on the commonly uti-
lized functions for content creation, i.e., polishing,
continuation, abbreviation, expansion, (automatic)
creation, formatting, and correction. Additionally,
on-device LLMs are employed to refine users’ mes-
sage replies; therefore, we also incorporate tests
for the instant reply functionality.

3) Text Q&A: This feature allows users to
quickly obtain information or answer questions
through simple text inputs. We categorize it into
three scenarios: Document Q&A, where a specific
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Figure 3: Example of the Message Summarization task
in SmartBench (English translated version in Fig. 13).

document is provided and questions are answered
based on it; Retrieval Q&A, where answers are
summarized based on multiple relevant retrieval
contents and questions; and Personal Q&A, where
information from synthesized personal records
(such as memos or personal notes) is used.

4) Information Extraction: This category in-
volves automatically identifying and extracting spe-
cific data from text inputs, such as names, dates,
addresses, or other relevant information. The infor-
mation extraction functionality on mobile phones
is primarily divided into three aspects: Entity Ex-
traction, which involves identifying and extracting
specific entities from text, such as names, locations,
dates, etc.; Relation Extraction, which analyzes
and extracts relationships between entities, such
as “someone works at a certain company”’; and
Event Extraction, which identifies specific events
and their related elements from text, such as time,
location, and participants. These functionalities
collectively contribute to intelligent applications,
such as automatic summarization, smart search,
and personalized recommendations.

5) Notification Management: Effective notifi-
cation management on smartphones is essential to
minimize distractions, enhance productivity, and
ensure timely access to important information. Cur-
rently, LLMs deployed on smartphones primarily

Content Creation
46%
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Figure 4: Evaluation Dimension & Scoring Standard for the text continuation task (English version in Fig. 14).

support two functions: Notification Sorting, which
organizes and prioritizes notifications based on de-
gree of urgency or chronological order; and Mes-
sage Summarization, which condenses lengthy no-
tifications or messages into concise summaries for
quick understanding. By intelligently sorting and
summarizing information, smartphones equipped
with such features can significantly improve effi-
ciency and reduce cognitive overload in our increas-
ingly connected world.

To facilitate a clear comparison between Smart-
Bench and other LLM benchmarks, we analyze
their data composition. For the Chinese bench-
mark, we compare with AlignBench (Liu et al.,
2023), while we select AitZ (Zhang et al., 2024)
for the mobile agent benchmark, as illustrated in
Fig. 2. Asshown, AlignBench serves as a more gen-
eral benchmark for evaluating Chinese LLMs, AitZ
focuses more on automated operations on mobile
devices, while SmartBench emphasizes common
on-device LLM functionalities. Additionally, we
provide the number of QA pairs for each category
in SmartBench in Tab. 2, along with the average in-
put (query) length and the average target (reference
answer) length for each category. Furthermore, to
better illustrate the essence of SmartBench for mo-
bile scenarios, we offer an example of the Message
Summarization task in Fig. 3.

3.2 Data Source

The data for SmartBench is primarily derived from
three sources. 1) We screen open-source datasets
to select QA pairs that align with smartphone ap-

plication scenarios. 2) For datasets that provide
contextual information but lack appropriate ques-
tions and answers, we utilize advanced LLMs, e.g.,
Qwen-Max (Yang et al., 2024a), Gemini Pro (Reid
et al., 2024), to generate corresponding answers for
each task. 3) For the lack of open-source data in cer-
tain categories, we employ human collection and
LLMs to generate QA pairs, followed by manual
screening and editing to curate high-quality data.

For Text Summarization, we primarily use con-
tent from open-source datasets. For document
data, we utilize the dataset from (Xu, 2019), which
comprises a substantial Chinese corpus including
content from Wikipedia, news reports, etc. For
summarizing calls, recordings, and meetings, we
draw data from AlimeetingdMUG (Zhang et al.,
2023b), LCCC (Wang et al., 2020), VCSum (Wu
et al., 2023), WenetSpeech (Zhang et al., 2022), etc.
Speech content is converted to text transcriptions
using speech-to-text converters in our benchmark,
and the reference summaries for the summarization
tasks are generated by Qwen-Max.

For Content Creation, we leverage QA pairs
from CSCD-NS (Hu et al., 2024b) for text correc-
tion. For other tasks, e.g., polishing, abbreviation,
expansion, etc, we manually collect and design ex-
amples, and then use Gemini Pro and Qwen-Max
to generate QA pairs tailored to meet the require-
ments of daily mobile usage scenarios.

For text Q&A, we select document Q&A pairs
from the CMRC (Cui et al., 2019) dataset. For
retrieval-based Q&A, the textual sources are from
DuReader 2.0 (He et al., 2017), and the answers



Category Task BlueLM-3B InternVL2.5-4B MiniCPM3-4B Qwen2.5-3B Qwen2-VL-2B
Document Summ 7.56 6.89 7.40 7.21 4.37
Text Call Summ 7.22 5.43 6.88 6.35 3.48

Summarization -

Recording Summ 7.63 6.38 7.45 7.07 4.17
Meeting Summ 7.09 6.23 6.98 6.67 3.75
Document Q&A 9.37 9.36 8.39 9.34 9.15
Text QXA "Retrieval QA 5.89 5.81 6.76 6.25 477
Personal Q&A 9.36 8.89 8.87 9.39 8.83
Text Polishing 7.55 6.17 7.53 7.42 6.19
Text Continuation 7.45 6.89 7.52 7.72 5.96
Content Text Abbreviation 8.23 7.43 8.17 8.51 7.51
Creation Text Expansion 7.44 8.04 8.74 8.07 6.04
Text Creation 6.93 6.16 6.89 6.68 5.26
Text Formatting 6.03 5.10 6.80 3.69 1.20
Instant Reply 6.70 5.90 6.28 6.44 3.14
Text Correction 3.69 2.46 3.24 2.38 1.17
Information Entity Extraction 7.82 8.13 7.58 6.35 5.00
Extraction Relation Extraction 5.55 3.58 4.15 3.54 3.04
Event Extraction 6.79 7.09 6.20 6.75 4.66
Notification =~ Message Summ 7.45 7.29 8.08 7.86 5.90
Management Noification Sorting ~ 4.78 4.19 4.85 451 2.14
AVG 7.03 6.37 6.94 6.61 4.79

Table 3: Evaluation results using GPT-4 Turbo (gpt-4-turbo-04-09) as the judge LLM. We compare BlueLM-3B,
InternVL2.5-4B, MiniCPM3-4B, Qwen2.5-3B, and Qwen2-VL-2B on the whole SmartBench with BF16 precision.
BlueLLM-3B achieves the best overall performance, with the highest average score and the most bolded metrics (10
out of 20 tasks). The scores assessed by Qwen-Max as the judge LLM are also provided in Tab. 7 in the Appendix.

are generated by Qwen-Max. For personal Q&A,
we design human examples and construct QA pairs
(e.g., memos or personal notes) using Qwen-Max.

For Information Extraction, we source textual
data for entity extraction from MSRA (Levow,
2006), OntoNotes Release 4.0 (Weischedel et al.,
2011), and Weibo (Peng and Dredze, 2016). We use
Qwen-Max to generate the corresponding answers.
For relation and event extraction, we manually col-
lect example data and generate textual information
using Gemini Pro, then produce the corresponding
answers with GPT-4 Turbo.

For Notification Management, we find that there
is currently no suitable open-source data available
for the smartphone platform. Therefore, we create
human-designed examples and then use Gemini
Pro to generate QA pairs for both notification sort-
ing and message summarization.

3.3 Data Screening

After initially collecting all the data for each task,
we implement a rigorous screening process involv-
ing six domain experts with over five years of mo-
bile Al experience. These specialists evaluate the
dataset through dual-layer verification, primarily
focusing on five core criteria: alignment with real-

world smartphone interaction scenarios, detection
of toxic or harmful information, identification of
potential privacy leakage risks, flagging of socially
controversial or polarizing topics, and comprehen-
sive assessment of instruction-following capabili-
ties of the reference answers.

3.4 Evaluation Protocol

Since subjective questions often lack an absolutely
correct answer and involve multifaceted scoring
dimensions, current subjective question evaluation
datasets always adopt the “LILM-as-a-Judge” ap-
proach for assessment (Liu et al., 2023; Zheng et al.,
2023; Li et al., 2024b). In SmartBench, we metic-
ulously design different LLM evaluation prompts
for each function category. For Content Creation,
Information Extraction, and Notification Manage-
ment, we especially design distinct scoring prompts
for each task. This targeted design makes the scor-
ing more aligned with human perceptions.

In SmartBench, each question is assigned a total
score of 10 points. For the evaluation prompt of
each task, in addition to providing reference an-
swers for each question, we also include detailed
scoring guidelines. We first outline the scoring di-
mensions; for example, in the text continuation task



Category Task BlueLM-3B Qwen2.5-3B

Precision BF16 INT4 Retention (%) BF16 INT4 Retention (%)

Document Summ 722 498 68.92 689 444 64.52

Text Summarization Call Summ 7.00  6.77 96.73 6.86  6.29 91.67

Recording Summ 7.15 6.53 91.24 694 563 81.12

Meeting Summ 6.35 5.25 76.65 6.67 4.84 72.61

Document Q&A 9.77 9.54 97.64 9.77 9.38 96.06

Text Q&A Retrieval Q&A 613 538 87.76 638  5.88 92.16

Personal Q&A 8.71 7.58 87.04 9.29 9.15 98.54

Text Polishing 7.57 7.18 94.81 754  7.07 93.34

Text Continuation 7.50 7.13 95.06 7.70 7.27 94.37

Content Creation Text Abbreviation 7.81 7.06 90.50 8.23 7.27 88.33

Text Expansion 8.18 8.12 99.28 8.47 8.41 99.31

Text Creation 6.82 6.55 96.16 6.50 6.42 98.82

Text Formatting 6.10 5.67 92.97 4.33 3.99 91.97

Instant Reply 6.55 6.30 96.18 620 594 95.84

Text Correction 2.83 2.24 78.89 1.67 1.17 70.00

) ] Entity Extraction 7.15 7.05 98.49 6.13 6.08 99.06

Information Extraction g 1 ion Extraction  5.73 5.0 87.48 464 362 78.06

Event Extraction 7.00 6.06 86.68 7.06 6.05 85.62

Notification Management Message Summ 7.92 7.80 98.48 8.00 7.88 98.50

Notification Sorting ~ 5.13 4.33 94.14 490 474 96.71

AVG 696 635 91.31 6.71 6.08 90.58

Table 4: W4A16 evaluation results with 50 questions per task using GPT-4 Turbo as the judge LLM. We deploy
BlueLLM-3B and Qwen2.5-3B on the NPU of the vivo iQOO 12 smartphone, which is equipped with the Snapdragon
8 Gen 3 SoC. The quantized models are able to maintain an average performance of around 90%.

(as in Fig. 4), we assess the answer’s coherence,
language quality, creativity, and consistency with
the original text. Next, we develop comprehensive
scoring standards for each dimension to ensure ac-
curate and consistent grading. The judge LLM first
assigns separate scores for each dimension and then
provides an overall aggregate score. Especially, for
the Text Correction task, which has clearly defined
correction answers, the evaluation criterion focuses
on the accuracy of the modifications made.

4 Experiment

In this section, a series of experiments are con-
ducted. We evaluate the performance of representa-
tive on-device LLMs and MLLMs on SmartBench
(Sec. 4.1) and conduct human tests to assess the
effectiveness of the LLM-as-a-Judge evaluation
method (Sec. 4.3). To better align with practical
on-device deployment, we also analyze the model
performance after quantized inference on the NPU
in actual smartphones (Sec. 4.2).

4.1 BF16 Precision Evaluation

In this subsection, we evaluate representative on-
device LLMs/MLLMs on SmartBench (BF16 pa-

rameter precision). We select BlueLM-3B (Lu
et al., 2024b), InternVL2.5-4B (Chen et al., 2024),
MiniCPM3-4B (Hu et al.,, 2024a), Qwen2.5-
3B (Yang et al., 2024b), and Qwen2-VL-2B (Wang
etal.,2024b). GPT-4 Turbo (gpt-4-turbo-04-09)
is utilized as the judge LLM. The results are sum-
marized in Tab. 3, where BlueLM-3B achieves the
highest average score. Additionally, we can ob-
serve the following trends from the table:

1) For common text-based tasks on mobile
devices, such as summarization and question-
answering, existing on-device models have shown
satisfactory performance. However, when dealing
with tasks that require more rigorous logical reason-
ing, such as Text Correction, Relation Extraction,
and Notification Sorting, the performance of on-
device models still lags behind. We provide several
examples in the Appendix. For instance, Fig. 7
demonstrates that all models struggle to identify
subtle typos within sentences.

2) Integrating multimodal capabilities into
MLLMs might result in a reduction of pure lan-
guage performance. Specifically, the InternVL2.5-
4B model is developed based on Qwen2.5-3B.
While InternVL2.5-4B successfully acquires multi-



Text Summarization Text Q&A  Content Creation Information Extraction  Notification Management =~ AVG
MT-Bench 0.8579 0.7983 0.6945 0.7767 0.8575 0.7970
SmartBench 0.8712 0.8267 0.7153 0.8267 0.8900 0.8260

Table 5: We compare our LLM-as-a-Judge evaluation method with MT-Bench’s evaluation method using the Pearson
correlation score with human rankings. Our evaluation method demonstrates higher consistency with humans.

modal functionalities, this enhancement leads to a
partial decline in its pure language performance.

For a more comprehensive evaluation, we
also present the scores assessed by Qwen-Max
(qwen-max-longcontext) as the judging LLM in
Tab. 7 in the Appendix. It can be observed that
although there are slight differences in the average
scores, both Qwen-Max and GPT-4 Turbo rank the
models in the same order. This demonstrates the
robustness of our LLM-as-a-Judge approach.

Remark: We evaluate MLLMs on SmartBench
because, in on-device deployment scenarios on real
smartphones, memory limitations often prevent us
from deploying both an LLM and an MLLM on the
device. Consequently, this on-device model must
simultaneously handle both pure language tasks
and multimodal tasks effectively.

4.2 INT4 Precision Evaluation on NPU

On-device LLMs are often deployed on the smart-
phone’s Neural Processing Unit (NPU) to leverage
its specialized parallel computational capabilities.
In our experiment, we deploy the BlueLM-3B and
Qwen2.5-3B models on the NPU of the vivo iQOO
12 smartphone equipped with the Snapdragon 8
Gen 3 SoC. To be specific, we quantize the models
to W4A 16 using the Qualcomm QNN SDK!. Due
to the inference speed limitations on the mobile
NPU, we select 50 questions per task for inference.

The results are shown in Tab. 4. We present
the scores for each task (BF16 and INT4) and the
capability retention of the INT4 models. For most
tasks, the quantized models retain over 80% of
their original capabilities, with an overall average
retention rate of approximately 90%. Additionally,
we provide the evaluation results using Qwen-Max
as the judge LLM in Tab. 8 in the Appendix.

4.3 Human Test

We use the LLM-as-a-Judge method to assess dif-
ferent on-device models. Therefore, it is impor-
tant to examine the consistency between the scores
given by the judge LLM and those given by hu-
mans. We carry out a human test with six human
experts in this subsection.

1https://www.qualcomm.com/developer‘/software/
neural-processing-sdk-for-ai

During the auto-evaluation process, the judge
LLM assigns a score between 0 and 10 to the output
of each model response. Considering that humans
might find it challenging to directly score subjec-
tive questions, especially tasks like text polishing,
we ask human experts to rank the outputs gener-
ated by different on-device models (i.e., BlueLM-
3B, InternVL2.5-4B, MiniCPM3-4B, Qwen2.5-3B,
and Qwen2-VL-2B) for each question. We then
use the scores from the judge LLM (Qwen-Max in
our setting) to compute model rankings for each
question. Finally, we calculate the Pearson corre-
lation between the rankings from the judge LLM
and those provided by human experts.

In SmartBench, we meticulously design evalu-
ation dimensions and scoring standards for each
task/category. To establish a baseline, we com-
pare our evaluation prompts with those used in
MT-Bench. We randomly select 20 questions for
each task, with each question containing responses
from 5 on-device models. This results in a total
of 20x20x5=2000 samples. We conduct human
ranking and calculate the Pearson correlation with
the judge LLM ranking (our prompt versus MT-
Bench prompt), and the results are shown in Tab. 5.
Our designed prompt excels in all categories.

5 Conclusion

In this paper, we present SmartBench, the first
benchmark specifically designed to evaluate the
capabilities of on-device LLMs in Chinese mo-
bile contexts. By analyzing functionalities offered
by leading smartphone manufacturers, we create
a standardized framework divided into five key
categories and 20 specific tasks, complete with
high-quality datasets and tailored evaluation crite-
ria. Our comprehensive evaluations of on-device
LLMs and MLLMs using SmartBench highlight
the strengths and weaknesses of current models in
real-world mobile scenarios. This work fills a crit-
ical gap in benchmarking tools for Chinese users,
promoting further development and optimization of
on-device LLMs in practical mobile applications.
We hope our work can contribute to the progress of
this area of research.


https://www.qualcomm.com/developer/software/neural-processing-sdk-for-ai
https://www.qualcomm.com/developer/software/neural-processing-sdk-for-ai

Limitations

In this paper, we provide SmartBench, the first
benchmark designed to evaluate the capabilities
of on-device LLMs in Chinese mobile contexts.
Our work still has some limitations: 1) With the
advancement of technology, the functions of on-
device LLMs will continually evolve. Our inves-
tigation only covers up to December 2024. We
will continue to update the dataset in line with the
release of new features. 2) We have developed
SmartBench specifically for the usage scenarios of
Chinese users. The usage habits and methods of
smartphone users may vary significantly across dif-
ferent countries. Moving forward, we will continue
to support multiple languages.
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A Appendix
A.1 Data License

Dataset Source License
nlp_chinese_corpus https://github.com/brightmart/nlp_chinese_corpus MIT License
WenetSpeech https://wenet.org.cn/WenetSpeech/ CCBY 4.0

LCCC https://github.com/thu-coai/CDial-GPT MIT License
AlimeetingdAMUG https://modelscope.cn/datasets/modelscope/AlimeetingdMUG/ CC BY 4.0
VCSum https://github.com/hahahawu/VCSum MIT License
CMRC 2018 https://ymcui.com/cmrc2018/ CCBY-SA 4.0
DuReader-2.0 https://github.com/baidu/DuReader/tree/master/DuReader-2.0 ~ Apache License 2.0
Weibo https://github.com/hltcoe/golden-horse CCBY-SA 3.0
MSRA https://tianchi.aliyun.com/dataset/144307 CCBY 4.0
OntoNotes Release 4.0  https://www.modelscope.cn/datasets/yingxi/cross_ner Apache License 2.0
CSCD-NS https://github.com/nghuyong/cscd-ns MIT License

Table 6: Data license of the open-source datasets used in SmartBench.

A.2 More Evaluation Results

Task BlueLM-3B InternVL2.5-4B MiniCPM3-4B Qwen2.5-3B Qwen2-VL-2B
Document Summ 7.20 6.98 6.95 7.09 4.74
SumnTZrﬁation Call Summ 7.27 5.97 6.94 6.58 4.12
Recording Summ 7.13 6.56 7.02 7.00 4.58
Meeting Summ 7.22 6.70 7.10 7.07 4.36
Document Q&A 8.45 8.46 7.79 8.63 8.34
Text QA Retrieval Q&A 6.14 5.95 6.83 6.33 492
Personal Q&A 8.37 8.30 8.04 8.57 8.16
Text Polishing 6.93 5.78 6.90 6.86 591
Text Continuation 7.13 6.56 7.19 7.31 5.60
Content Text Abbreviation 7.23 6.72 7.40 7.63 6.52
Creation Text Expansion 6.79 7.04 7.23 7.31 5.72
Text Creation 6.73 5.78 6.67 6.63 5.02
Text Formatting 6.35 5.93 7.03 5.25 2.93
Instant Reply 5.60 5.09 5.25 5.26 3.17
Text Correction 3.53 2.39 3.48 2.06 1.24
Information Entity Extraction 7.77 7.40 7.44 6.21 5.00
Extraction Relation Extraction 5.73 4.13 4.77 3.97 3.65
Event Extraction 7.14 7.32 6.85 7.21 5.17
Notification =~ Message Summ 6.92 6.96 7.47 7.62 5.64
Management N ication Sorting 5.38 4.63 5.56 5.21 2.93
AVG 6.75 6.23 6.70 6.49 4.89

Table 7: Evaluation results using Qwen-Max (qwen-max-longcontext) as the judge LLM with BF16 precision.

We present the scores evaluated by Qwen-Max We also include the INT4 precision inference
as the judging LLM in Tab. 7 with BF16 precision.  performance (evaluated by Qwen-Max) of BlueLM-
When compared to the GPT-4 Turbo results shown 3B and Qwen2.5-3B on the vivo iQOO 12 smart-
in Tab. 3, both Qwen-Max and GPT-4 Turbo rank  phone (50 questions per task), along with the per-
the models in the same order. This demonstrates  formance retention compared to the original BF16
the robustness of our LLM-as-a-Judge approach. models. As shown in Tab. 8.
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Category Task BlueLM-3B Qwen2.5-3B

Precision BF16 INT4 Retention (%) BF16 INT4 Retention (%)

Document Summ 6.89 5.62 81.61 6.67  4.00 60.00

Text Summarization Call Summ 6.71 5.89 87.66 6.57 543 82.61

Recording Summ 695 6.63 95.38 695 653 94.03

Meeting Summ 739 557 75.29 7.10  5.10 71.84

Document Q&A 850 8.32 97.83 8.85 877 99.13

Text Q&A Retrieval Q&A 6.19 575 92.93 631 6.13 97.03

Personal Q&A 8.06 7.16 88.80 842 826 98.08

Text Polishing 6.89 6.75 97.93 6.82  6.39 93.72

Text Continuation 717  7.07 98.60 717  7.03 98.14

Content Creation Text Abbreviation 726 7.10 97.78 7.61 7.58 99.58

Text Expansion 724 7.13 98.54 7.65 729 95.38

Text Creation 6.96 648 93.15 6.62 6.23 94.19

Text Formatting 645 6.38 98.93 534  5.00 93.55

Instant Reply 560 5.21 93.04 495 4.15 83.84

Text Correction 3.17  2.00 63.16 1.83  1.17 63.64

Entity Extraction 6.98  6.66 95.46 565 534 94.40

Information Extraction  “pejation Extraction  5.64  4.77 84.63 412 381 92.50

Event Extraction 6.90 6.10 88.32 7.32  6.80 92.83

Notification Management Message Summ 7.16  7.12 99.44 7.60  7.52 98.95

Notification Sorting  5.50  5.34 96.95 535 515 96.20

AVG 6.68 6.15 92.08 645 5.88 91.29

Table 8: Evaluation results using Qwen-Max (qwen-max-longcontext) as the judge LLM with INT4 precision.

A.3 Details of Human Annotators

In the Data Screening and Human Test stages, we
hire six domain experts with over five years of
mobile Al experience. These experts have at least
a master’s degree. We pay them a labeling fee of
$20 per hour.

A.4 More Example Cases

We provide examples of SmartBench, along with
the inference results of different models using
BF16 precision (zh). The corresponding English
translation is also provided (en). The numbers
in red represent the scores given by Qwen-Max
(gwen-max-longcontext).

14



Instant Reply

Query:

TR LA P S i A B P AT IR, GRER L A R ARG BRI BREIAE305 LA

e MEETR:

X HEIRT

R FTHBFLEDD~IGIE A

77 BRI RT

e MEREISIE~~REEREAG ! !

X7 FRMAARN

N
Reference Answer:
AT MG Z Y, FRIXH KRG !
BlueLM-3B InternVL2.5-4B
PP O, PRAEH T STk 5 SHETFE: %77 ATHHT
ke FTHBLIEDD G IS G s
MiniCPM3-4B
SRN? BEERET EL? B, KRR X7 HAEIRIILAMET
IR U ! 7 N
. PRIARRIETTRERRK G !
Qwen2.5-3B PO R S UK N

W, VIR

RpER: “Rabss” @

6 5
vl - MiniCPM3-4B's response appears to be the
Qwen2-VL-28 most reasonable and even a bit playful. Qwen2-
Fbb RN 3 VL-2B merely repeats the last sentence.

Figure 5: Instant reply case (zh).
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Instant Reply

N
Query:
Based on the historical dialogue below, help the user craft a reply that maintains their original style and
tone, sounds natural, and stays under 30 words.
Dialogue:
Them: Robbing combs
Me: Robbing Pear Blossom DD~ Hahaha
Them: Here are more bags for you
Me: Hahaha~~ I’'m coming to raid your place!!!
Them: Greetings, Young Madam
User:
Reference Answer:
Don’t think you can hide any snacks—I’m raiding them all!
BlueLM-3B InternVL2.5-4B
User: Stop messing around, give me the comb!
5 Them: Robbing combs
. Me: Robbing Pear Blossom DD~ Hahaha
MiniCPM3-4B
Young Madam? Then wouldn’t I become the Them: Here are more bags for vou
princess consort? Hahaha, I’ve already pocketed ’ & Y
11 t !
A7 you freasures 7 Me: Hahaha~~ I’'m coming to raid your place!!!
Qwen2.5-3B Them: Greetings, Young Madam
- i ins!
Welcome, Your Excellency—the raid beglns.6 User: “Welcome, Young Master” @ 5
Qwen2-VL-2B MiniCPM3-4B's response appears to be the
most reasonable and even a bit playful. Qwen2-
Greetings, Young Madam 3 VL-2B merely repeats the last sentence.

Figure 6: Instant reply case (en).
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Text Correction

Query:
RRAM IEISCAIN R -

AT DU SRR T AL A AT 5 g T ARGO T oK, WA =T 5.

FEBEAT Az

=L
BT S

IR ORI A THIE, SRA0RTIE, FIEHI505F

T E 2 RS 45 R

Reference Answer:

M IEJa A KRR T R DU B R Ia e A AT by s 60 T 7oK, BAEIT. Hihn. #6. &
sk, it R MR &R, B0, ATEAIS04

AR AT AN %

BlueLM-3B

AL 5 SR SRR T o DU BB va A f AT
D& Ae0 oK, WARIT. b &A.

InternVL2.5-4B

XA T i DU e R TG B A BT B A T AR 60
TIIR, WARIT. 155 #a. T, 4

BEBEAT, At iR bR e, | R0 o Rt GOl R S T e, M 2R 104
BAFAL0R 6, {504 Fit, I 504E
AERE: T 0 0

MiniCPM3-4B
M IEJaSCA: XA T r DU BB e A f AT
D& mAe0 ik, WARIT. b &A.
FEREST, 2E R R O R A TR,
SRR TIIE, AIERI504E

AEAE: T

0

Qwen2.5-3B
A IEJE3CAR: X BT R DU BUFAE T A6 A AT
FHRIER60 K, WHET. B5. #a.
BEBEAT, AR RGBT A R S AT I
M0, A 504
NIENE: L

0

Qwen2-VL-2B

A IEJG AR : XA T PO AR G b A AT
G Re0 Tk, WEET. P55, BE.
REBET, 4ih MR O B & TR,
BERFH104Tio0, Al #5049

0

.

LEnE: T

The living room, study, and terrace all refer to
rooms, whereas the courtyard light is an
object, which is illogical. None of the models
detected this error.

Figure 7: Text correction case (zh).
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Text Correction

Query:
The text to be corrected is as follows:

This bamboo structure, located in the northwest corner of South 4th Teaching Building, covers a
construction area of 60 square meters. It includes a living room, study, terrace, and courtyard light, all
made of eco-friendly green new material—glued laminated bamboo. The total cost exceeds 100,000 yuan,
and it has a lifespan of 50 years.

Please output the corrected result directly:

Reference Answer:

The corrected text: This bamboo structure, located in the northwest corner of South 4th Teaching Building,
covers a construction area of 60 square meters. It includes a living room, study, terrace, and courtyard, etc,
all made of eco-friendly green new material—glued laminated bamboo. The total cost exceeds 100,000

yuan, and it has a lifespan of 50 years.

Corrected content: Change “light” to “etc”.

4 3\ 4 3\
BlueLM-3B InternVL2.5-4B
The corrected text: This bamboo structure, This bamboo structure, located in the northwest
located in the northwest corner of South 4th corner of South 4th Teaching Building, covers a
Teaching Building, covers a construction area of construction area of 60 square meters. It
60 square meters. It includes a living room, includes a living room, study, terrace, and
study, terrace, and courtyard light, all made of courtyard light, all made of eco-friendly green
eco-friendly green new  material—glued new material—glued laminated bamboo. The
laminated bamboo. The total cost exceeds total cost exceeds 100,000 yuan, and it has a
100,000 yuan, and it has a lifespan of 50 years. lifespan of 50 years.
Corrected content: None. O 0
. J . J
4 3\ 4 \
MiniCPM3-4B Qwen2.5-3B
The corrected text: This bamboo structure, The corrected text: This bamboo structure,
located in the northwest corner of South 4th located in the northwest corner of South 4th
Teaching Building, covers a construction area of Teaching Building, covers a construction area of
60 square meters. It includes a living room, 60 square meters. It includes a living room,
study, terrace, and courtyard light, all made of study, terrace, and courtyard light, all made of
eco-friendly green new  material—glued eco-friendly green new  material—glued
laminated bamboo. The total cost exceeds laminated bamboo. The total cost exceeds
100,000 yuan, and it has a lifespan of 50 years. 100,000 yuan, and it has a lifespan of 50 years.
Corrected content: None. 0 Corrected content: None. 0
& J & J
4 3\
Qwen2-VL-2B
The corrected text: This bamboo structure The living room, study, and terrace all refer to
located in the northwest corner of South 4th rooms, Wh§re§s Fhe CQurtyard light is an
Teaching Building, covers a construction area of object, which is illogical. None of the models
60 square meters. It includes a living room, detected this error.
study, terrace, and courtyard light, all made of
eco-friendly green new  material—glued
laminated bamboo. The total cost exceeds
100,000 yuan, and it has a lifespan of 50 years.
Corrected content: None. O
. J

Figure 8: Text correction case (en).
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Event Extraction

p
Query:

LI SCARIRIR 25 “TRMLEE” MRi, ERIE SR AT BAhEL, 1EARYE SUAR W
AT A5 B EL

CAhHESKR] -
1R AR A N SCA W3 1 S 1A K31 S TR £ g 42 o

2ICATP R RER S TSN . MIHRAE . MIELEAE. HIPEE R, AEEGH . HIELEL. FRNLIREE.
TR PRI )\ Fh A

H&M¢%$#Eﬁﬂ%@ﬁ&?%ﬁ:@%ﬁﬁ‘MEﬂ‘ﬁﬁﬂ\%MA\%%\m%\%
Py BRALS . BHLE S itk TWEDRAS . SURPIRAS . BUAARF ). 2%t Brvide, ZELRI
KA. BER . FUFBIKN (], BEZEEE RS, F5. BTEIM. [EIIER.
ENLTT S BRITEE. JFEE. SR KA L BT R A JRAT B E L BT A, AT
Bk, FEN A FEEE RO BRI A RPN AR TR R .
4IEER, RIS ™ AL

SftﬁJHﬁ%iﬁ E TR IR B AT AT B jsond 2, a0 [ AR xR AR { R MR 14 R
" EPE2 A B ok ] AR 2 R AR

6.5 AR Je EIRFAESG], Wi A A N[ F T A R A T
U ASCAR] -

(g hRAE ) @A ERIEE e 2 220 ip ITEE (TH234) 2% 432023-10-25 13:0042 0%, i
B R B A

(ISR -
Reference Answer:

[{u%,{t{:%n: "ﬁfl‘ﬂfiﬁ%”, n)%,rén: {nﬁﬁﬂn: HJH234II, "f@‘E‘HTj‘I‘EJ": ||2023_10_25 13:00n7 vvthy/%ﬂij‘n: niﬁﬁ
GO, "R P 1]

BlueLM-3B Qwen2.5-3B
[{ TR 45" f BE R v e v 0 B T ) [{" AR 42 " i B O v R Pk ey i BE
TR, T BT[] TR Ry B B "TH234"" AT S (A T S A
g, T 2 I e T Bk || TR LA T i
I R AT Bk B ] TR BT HY R b R = M L, AT B A e, E
2 S 0 L T B R e T 2P AL, R g ST AL

L M B B By, IR ":"2023-10-25 13:00"," 1 %25 K]
3 n:n%n}}] 6

Figure 9: Event extraction case (zh).

19




Event Extraction

Query:

The following input text describes a scenario related to "airline tickets." Please extract the relevant

information based on the text content.

[Extraction Requirements]:

1.Please determine the category of each event based on the input text and extract the corresponding

attributes.

2.The text may include the following eight types of events: ticket purchase, flight rescheduling, flight
adjustment, flight delay, flight cancellation, check-in, boarding reminder, and ticket refund success.

3.The event attributes in requirement 2 may include the following: departure time, departure location,
arrival location, passenger, flight number, airport, ticket price, seat number, gate, terminal, ticket status,
payment status, arrival time, rescheduling fee, new flight, delay time, refund amount, refund fee, expected
refund time, refund processing time, order number, ticket number, e-boarding pass, check-in verification
code, check-in method, original flight, original departure time, original scheduled departure time, original
scheduled arrival time, original departure location, original arrival location, original gate, adjustment
reason, delayed flight airline, refund arrival time, customer service phone number.

4 Please note, attributes that are not mentioned in the text must not be extracted.

5.The output format must strictly follow the specified parsable JSON format, such as [ {"Event name":
"xxx", "Attributes": {"Attribute 1 name": "xxx", "Attribute 2 name": "xxx"}}], and no extra content is

allowed.

6.1f the text does not involve any of the aforementioned event categories, the output should be [{"Event

name": "No specified event", "Attributes": "None"}].

[Input Text]:

[Enjoy Your Journey] Notification: Your flight from Lhasa Gongga to Lanzhou Zhongchuan (JH234) has
been adjusted to 2023-10-25 13:00 for departure. Please stay updated with the latest news.

[Extraction Result]:

Reference Answer:

[{"Event name": "Flight Adjustment", "Attributes": {"Flight": "JH234", "Departure Time": "2023-10-25
13:00", "Departure Location": "Lhasa Gongga", "Arrival Location": "Lanzhou Zhongchuan"} }]

BlueLM-3B

{"Original Departure Time": "None", "Original
Arrival Time": "None", "Original Departure
Location": "Lhasa Gongga", "Original Scheduled
Departure Time": "None", "Original Scheduled
Arrival Location": "Lanzhou Zhongchuan",
"Original Scheduled Arrival Time": "None",
"Original Scheduled Departure Location": "Lhasa
Gongga", "Original Gate": "None", "Adjustment
Reason": "None", "Original Departure Location":
"Lhasa Gongga"}}] 3

[{"Event name": "Flight Adjustment", "Attributes":

Qwen2.5-3B
[{"Event name": "Flight Adjustment", "Attributes":
{"Flight": "JH234", "Original Scheduled Departure
Time": "None", "Original Scheduled Arrival Time"
"None", "Original Departure Location": "Lhasa
Gongga Airport", "Original Scheduled Departure

Location": "Lanzhou Zhongchuan  Airport",
"Original Scheduled Arrival Location": "None",
"Arrival  Location":  "Lanzhou Zhongchuan

Airport", "Departure Location": "Lhasa Gongga
Airport", "Departure Time": "2023-10-25 13:00",
"Adjustment Reason": "None"} }] 6

\ J

\ J

Figure 10: Event extraction case (en).
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Text Polishing

Query:

BT EREERR, Nk E R ET) L~ ~
8 €80 )5 A

Reference Answer:

THEGRAT IR R b, X LUF SCARBETIR G, AR S nidE, 5

- B SCRAEWE:

ERRFRIM GRS, R IRAY AT - BRAt R DI RENE !

BlueLM-3B

A NX IR G, FRANLEKE, ik
b R AL — NIRRT

InternVL2.5-4B
FFFE R IEER, TR R AR —E] .

MiniCPM3-4B
FER IR L, WEER SR T2 KR L,
TP H P EAF . Fok, AT
—IREIPLE, BERS St — RIS REERRYy, L
PRIGHLWE . J8EKk, Py R, AL, X
ae—RARF MR RS, B SRR
TEERY LFEITT K, BB EH R KPR .

Qwen2.5-3B
R FRWERR, T Lk R oL,

7

Qwen2-VL-2B

Pt SRR, R L) L~~

4

The refinements of BlueLM-3B are reasonable
and readable; the refinements of MiniCPM3-
4B are too long; Qwen2-VL-2B reverses the
meaning, it should be that he takes me out to

play.

Figure 11: Text polishing case (zh).
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Text Polishing

Query:

Please polish the following text while maintaining the original meaning to make it more smooth, coherent,

and natural. The text is as follows:

I also like basketball more. Next time, let him take me to play~~

Polished text:

Reference Answer:

Basketball is truly my favorite. I hope I'll have the chance to compete with him next time!

BlueLM-3B

I’m personally more interested in basketball. If
there’s a chance next time, 1I’d love for him to
take me to experience the charm of basketball.

8

InternVL2.5-4B

I also prefer basketball. Next time, let him take
me to experience it.

MiniCPM3-4B

Basketball occupies a significant place in my
hobbies, and my love for it is evident. Therefore,
I’'m really looking forward to the next
opportunity to step onto the basketball court
with him, experiencing the joys of shooting,
dribbling, and defending together. I believe this
will be an incredibly enjoyable experience, and I
look forward to sweating it out with you on the
court, enjoying the happiness that sports bring.

5

J

Qwen2.5-3B

I also prefer basketball. Next time, he can take
me to play.

.

J

Qwen2-VL-2B

I also prefer basketball. Next time, I’ll take him
to play with me~~

4

N

The refinements of BlueLM-3B are reasonable
and readable; the refinements of MiniCPM3-
4B are too long; Qwen2-VL-2B reverses the
meaning, it should be that he takes me out to

play.

Figure 12: Text polishing case (en).
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A.5 English Translation of Pictures in the Paper

Message Summarization Query
Sea on the Moon: My Ragdoll cat sheds a lot, especially during seasonal changes—it's like a walking dandelion! @ Do you

have any good solutions? Waiting online, kinda urgent!

Sea on the Moon: I've tried many types of cat food, but none seem to work well. I have to vacuum so much fur every day,
it's exhausting... @

Reference
Sea on the Moon:
Worried about the severe shedding of my Ragdoll cat and seeking solutions.

Figure 13: Translated example of the Message Summarization task in SmartBench.

L.

1.

w

Evaluation Dimensions:

Coherence: Check whether the continuation naturally connects with the preceding text, maintaining a consistent
theme and context, while avoiding abrupt shifts or the introduction of irrelevant information.

Consistency: Assess whether the continuation aligns with the style, tone, and character traits established in the
preceding text, ensuring a unified voice throughout the narrative or discussion.

Creativity: Evaluate whether the continuation demonstrates novel ideas or interesting plot developments while
maintaining coherence and consistency, rather than simply repeating existing information.

Language Quality: Analyze whether the language in the continuation is clear, fluent, and free of grammatical,
spelling, or punctuation errors. It should also use rich vocabulary and well-structured sentences to enhance readability
and appeal.

Scoring Criteria:

Compare the Al assistant's response with the reference answer, identifying any shortcomings in the Al's response and
providing further explanation.

Evaluate the Al assistant's response across the different dimensions, assigning a score of 1 to 10 for each dimension.
Based on the evaluation of each dimension, provide an overall score of 1 to 10 for the Al assistant's response.

Your scoring should be as strict as possible. In general, the higher the quality of the Al assistant's response, the higher
the score.

v"When the Al assistant's answer exhibits obvious logical gaps, severe deviation from the topic, or contains a large

amount of irrelevant information, the total score must be 1 to 2 points;

v'When the Al assistant's answer does not severely deviate from the topic but is of low quality, failing to effectively

continue the style or plot of the preceding text, the total score is 3 to 4 points;

v"When the Al assistant's answer basically meets the requirements of coherence and consistency, but performs poorly in

creativity and/or language quality, the total score can be 5 to 6 points;

v'When the Al assistant's answer quality is similar to the reference answer, performing well in all dimensions, the total

score is 7 to 8 points;

v'Only when the Al assistant's answer quality significantly surpasses the reference answer, perfectly continuing the

preceding text and excelling in creativity and language quality, can it receive 9 to 10 points.

Figure 14: Evaluation Dimension & Scoring Standard (in English) for the text continuation task.
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