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Abstract001

Despite Large Language Models’ advances,002
document-grounded generation still suffers003
from factual errors. Current evaluations over-004
simplify error analysis by applying binary005
judgements, while costly human-annotated006
datasets contain under-representative error007
distributions. To address these challenges,008
we propose a novel framework named SIS-009
Fact (Systematic, Interpretable and Scalable010
Factuality Evaluation), which integrates sys-011
tematic error typologies, synthetic data gener-012
ation pipelines, and high-quality interpretable013
annotations for comprehensive factuality eval-014
uation. Specifically, we first develop ten di-015
verse methods to synthesize six error types in016
grounded generation, including both intrinsic017
and extrinsic errors. In this way, we develop018
SIS-Fact Dataset, a high-quality document-019
grounded factuality evaluation dataset charac-020
terized by challenging errors and interpretable021
error analysis. Based on SIS-Fact Dataset, we022
introduce SIS-Fact-Evaluator, an advanced fac-023
tuality evaluation model capable of fine-grained024
analysis and correction. Our extensive experi-025
ments show that SIS-Fact-Evaluator achieves026
SOTA performance in SIS-Fact Datasetwhile027
maintaining strong generalization across exist-028
ing multiple factuality benchmarks.029

1 Introduction030

Recent breakthroughs in Large Language Mod-031

els (LLMs) have fundamentally transformed the032

paradigm of human-computer interaction (Achiam033

et al., 2023; Team, 2024; DeepSeek-AI et al., 2025).034

However, despite their impressive fluency and035

broad real-world utility, LLMs are prone to pro-036

ducing factual inaccuracies (also known as hallu-037

cinations) (Ji et al., 2023; Huang et al., 2025) in038

their outputs, posing significant risks and severely039

compromising their credibility. While factual in-040

accuracies may stem from models’ limited knowl-041

edge of the external world, they frequently occur042
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Figure 1: SIS-Fact-Evaluator outperforms frontier
models across all error types in SIS-Fact Dataset.
MiniCheck-7B (second-best) operates in binary set-
ting, unable to categorize errors. Notably, while some
competitors excel in No-Error precision, SIS-Fact-
Evaluator maintains balanced accuracy for both factual
and erroneous cases.

even in grounded generation tasks such as text sum- 043

marization (Zhang et al., 2024a; Zhu et al., 2025) 044

and question answering (Wang et al., 2024, 2025), 045

where models fail to adhere to the content and facts 046

provided in reference documents. 047

To address the aforementioned issue, several 048

efforts (e.g., entailment-based (Kryściński et al., 049

2019; Goyal and Durrett, 2021a; Maynez et al., 050

2020), question-answering-based (Wang et al., 051

2020; Durmus et al., 2020; Fabbri et al., 2022), 052

atomic-fact-based (Min et al., 2023) , and synthetic- 053

data-based (Tang et al., 2024a) methods) have been 054

developed to evaluate the factual accuracy of LLM 055

outputs. However, they treat factual consistency 056

as a binary property, that is, simply determining 057

whether generated text is true or false, thereby over- 058

looking the diversity and nuance of factual errors, 059

as well as lacking in interpretability. Recently, sev- 060
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eral studies (Pagnoni et al., 2021a; Cao and Wang,061

2021; Zhong and Litman, 2025) have emphasized062

the importance of factual error typology and at-063

tempted to overcome the mentioned pitfalls by con-064

structing datasets annotated with various types of065

errors for the training of factual evaluation models.066

However, these datasets present several notable067

limitations: (1) High annotation cost and low068

scalability: Existing datasets rely on manual la-069

beling, which is resource-intensive, challenging070

to scale, and subject to annotator disagreement,071

thereby limiting dataset size and quality. (2)072

Lack of interpretability and fine-grained anno-073

tation: They predominantly employ document- or074

sentence-level annotations without pinpointing er-075

ror locations, explaining the underlying reasoning,076

or suggesting corrections. Such label-only anno-077

tations significantly restrict interpretability, hin-078

dering both quick identification of error sources079

and revision of inaccurate content. This limita-080

tion necessitates extensive manual analysis and081

reduces the system’s applicability in critical sce-082

narios such as academic citation verification or083

news fact-checking (DeVerna et al., 2024; Thorne084

and Vlachos, 2018). (3) Oversimplification of085

errors: Most existing datasets are derived from086

relatively simple corpora (e.g., short summaries087

from CNN/DailyMail and XSum (Narayan et al.,088

2018)) and are annotated based on generations from089

weaker baseline models like BERTSum (Liu and090

Lapata, 2019) and PEGASUS (Zhang et al., 2020).091

This results in distributions dominated by obvious,092

low-level errors that fail to capture the nuanced and093

subtle error types characteristic of state-of-the-art094

LLMs, creating a misalignment with contemporary095

machine-generated error distributions.096

To bridge these gaps, we propose a novel frame-097

work called SIS-Fact, which integrates error ty-098

pologies, synthetic data generation pipelines, and099

fine-grained annotations for comprehensive factu-100

ality evaluation. Specifically, inspired by error ty-101

pology (Pagnoni et al., 2021a), we first develop di-102

verse methodologies to synthesize six error types in103

grounded generation, including both intrinsic and104

extrinsic errors. In this way, we develop SIS-Fact105

Dataset, a novel dataset characterized by longer106

summaries and challenging document contexts. En-107

riched with reference analyses, error explanations,108

and correction guidelines, SIS-Fact Dataset enables109

deeper investigation of both error sources and so-110

lutions. Notably, human evaluations further val-111

idate the high quality and validity of our dataset.112

Building upon SIS-Fact Dataset, we introduce SIS- 113

Fact-Evaluator, an advanced factuality evaluation 114

model capable of fine-grained analysis. The model 115

performs comprehensive tasks including identify- 116

ing relevant document references, detecting error 117

types, locating specific errors, and providing ac- 118

tionable corrections. Our extensive experiments 119

demonstrate that SIS-Fact-Evaluator achieves state- 120

of-the-art performance in our dataset while main- 121

taining strong generalization across diverse existing 122

benchmarks, covering factuality evaluation bench- 123

marks in summarization, QA and RAG scenarios. 124

Additionally, the structured outputs of SIS-Fact- 125

Evaluator offer fine-grained analysis and high in- 126

terpretability. 127

To sum up, we highlight our contributions as 128

follows: 129

• We propose a new framework SIS-Fact, which 130

is cost-effective, automated pipeline for gener- 131

ating factual error datasets, scalable across var- 132

ious tasks and capable of producing arbitrarily 133

large datasets. To our knowledge, our work is 134

the first to focus on high-quality benchmark 135

designed specifically for the challenges in sys- 136

tematically detecting factual inconsistencies 137

without manual annotation. 138

• We develop a systematic, fine-grained factual- 139

ity evaluation dataset that incorporates error 140

categorization and fine-grained annotations, 141

including explanations and correction instruc- 142

tions. Also, we design a model, namely SIS- 143

Fact-Evaluator, which is capable of perform- 144

ing detailed and interpretable factuality evalu- 145

ation tasks. 146

• We conduct extensive experiments on SIS- 147

Fact Dataset and other existing benchmarks 148

to show that our model has strong competi- 149

tiveness and generalization ability compared 150

with other state-of-the-art baselines. Mean- 151

while, ablation studies demonstrate efficacy 152

and indispensability for core modules. 153

2 Related Work 154

Multiple studies have investigated whether large 155

language models (LLMs) can generate factually 156

accurate content. These works broadly categorize 157

into three strands—evaluation, root cause analy- 158

sis (Massarelli et al., 2020; Lu et al., 2022; Luo 159

et al., 2023b; Liu et al., 2023a; Luo et al., 2023a), 160

and mitigation approaches (Lee et al., 2022; Dai 161
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······ Earlier this week China said that in future 
it will punish violators of intellectual property 
rights with up to seven years in jail. And on 
Tuesday, Paws Incorporated - the owner of the 
rights to Garfield the cat - won a court battle
against a publishing house that violated its ······
The European Union estimates that the global 
trade in pirated wares is worth more than 200bn 
euros a year (£140bn; $258bn), or about 5% of 
total world trade. And it is growing. Last month 
the EU said it’ll start monitoring China, Ukraine 
and Russia to ensure they are going after pirated 
goods. Other countries on the EU‘s hit list 
include Thailand, Brazil, South Korea and 
Indonesia. Any countries that aren’t making······

······ won cases in China, but recent rulings
suggest changing attitudes. China announced it 
will punish intellectual property violators with 
up to seven years in jail. The EU estimates global 
trade in pirated goods exceeds 200bn euros per 
year and plans to monitor China, Ukraine, and 
Russia for compliance, warning of potential 
WTO actions. Warnings has been given by the
EU to any countries that are not making ······

······ won cases in China, but recent rulings
suggest changing attitudes. The EU estimates 
global trade in pirated goods exceeds 200bn 
euros per year and plans to monitor China, 
Ukraine, and Russia for compliance, warning 
of potential WTO actions. In response to this, 
China announced it will punish intellectual 
property violators with up to seven years in jail.
Warnings has been given by the EU to ······

Chosen Element: The relation between
China’s announcement and the EU’s plans.
Modified Element: The causal relationship
of the two events.
Explanation: The original text suggests that 
China's announcement to punish violators is 
an independent action, while the modified text 
implies that China's announcement is a direct 
response to the EU's monitoring plans.
Wrong Information: The modified summary 
incorrectly implies that China's announcement 
to punish intellectual property violators is a 
reaction to the EU's monitoring plans, which 
is not supported by the document.

summary sentence: In response to this, China 
announced it will punish intellectual property 
violators with up to seven years in jail. 
related sentences from the document: 
[“Earlier this week China said that in future 
it will punish violators of intellectual property 
rights with up to seven years in jail.”]
supported or not: NO
reason: 
- Location: The causal relationship of the events.
- Explanation: The original text suggests that 
China's announcement to punish violators is an 
independent action, while the modified text 
implies that China's announcement is a direct 
response to the EU's monitoring plans.
- Correction: China announced it will punish 
intellectual property violators with up to seven 
years in jail. The EU estimates global trade in 
pirated goods exceeds 200bn euros per year and 
plans to monitor China, Ukraine, and Russia for 
compliance, warning of potential WTO actions.
error type: Discourse Link Error

Step 1:
Generate Summary

Step 3:
Design Error
with CoT

Step 4:
Construct Summary With Error

Instruction: Please select two events, reverse
the temporal or causal relationship between
them to make a Discourse Link Error. ······

······ monitoring China, Ukraine and Russia to 
ensure they are going after pirated goods.”]
supported or not: YES
error type: No Error

summary sentence: Warnings has been ······
······

Step 5:
Synthesize

Interpretable
Output

Document

Correct Summary Summary with Error

Model Output

Step 2:
Find Grounding

Sentences

Figure 2: Overview of the SIS-Fact pipeline. Some of the text are simplified for better demonstration.

et al., 2022; Borgeaud et al., 2022; Moiseev et al.,162

2022; Asai et al., 2023; Du et al., 2024)—while our163

research focuses on the evaluation dimension.164

Kryściński et al. (2019) first argued that factual-165

ity assessment in abstractive summarization should166

transcend overlap-based metrics like ROUGE, in-167

troducing entailment models to verify whether gen-168

erated claims are supported by the source con-169

text—a direction also explored by Maynez et al.170

(2020) and Goyal and Durrett (2021a). Early al-171

ternatives employed question-answering models to172

check context-summary consistency (Wang et al.,173

2020; Durmus et al., 2020; Fabbri et al., 2022), and174

Zha et al. (2023) and Ribeiro et al. (2022) later175

improved performance via model ensembling and176

semantic-graph representations, respectively.177

Building on these foundations, researchers have178

precisely annotated factual errors in machine-179

generated summaries to assemble datasets for quan-180

titative factuality assessment (Fabbri et al., 2021;181

Cao and Wang, 2021; Pagnoni et al., 2021b; Zhang182

et al., 2024b; Tang et al., 2024a; Zhong and Litman,183

2025). Despite their utility, these datasets exhibit184

significant limitations, as detailed in Section 1.185

3 Methodology186

In this section, we elaborate on our proposed187

framework, SIS-Fact, in five steps: Generate Sum-188

mary, Find Grounding Sentences, Design Error189

with CoT, Construct Summary With Error and Syn-190

thesize Interpretable Output. Figure 2 illustrates191

the pipeline of SIS-Fact. Specifically, we first gen- 192

erate a grounded summary dataset from a set of doc- 193

uments, with each summary sentence labeled with 194

grounding sentences from the document. Then, we 195

construct erroneous summaries based on various er- 196

ror designs, covering all error categories. With the 197

Chain-of-Thought output from the error construc- 198

tion process, we synthesize gold output, consisting 199

of sentence-by-sentence analysis, grounding sen- 200

tence extraction, and interpretable reasoning. No- 201

tably, the entire process imposes no constraints on 202

the size or type of the original document dataset. It 203

can be scaled to arbitrary large sizes by adjusting 204

the error construction position and generating new 205

summaries. Examples of the prompts for all stages 206

in the pipeline can be found at Appendix D. 207

3.1 Grounded Summary Dataset 208

Our pipeline starts with an arbitrary document 209

dataset, which can include pre-existing summaries 210

or simply the documents themselves. We base 211

our factuality evaluation system on summarization 212

tasks because, by nature, all claims in a summary 213

are expected to be grounded in the source doc- 214

ument. This inherent characteristic makes sum- 215

marization a suitable foundation. Section 5.2 216

demonstrates that our pipeline and model possess 217

strong generalizability to the evaluation of other 218

document-grounded generation tasks. 219

For clarity and to better illustrate the full process, 220

we demonstrate using a document-only dataset. To 221
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be specific, for each document in the dataset, we222

first prompt LLMs to generate summaries for the223

document. Subsequently, we apply an extract-and-224

rewrite process to ensure the grounding-based fac-225

tuality of each summary sentence: 1) LLMs are226

prompted to locate the grounding sentences from227

the source document for each sentence in these228

summaries. 2) A voting mechanism involving three229

LLMs is applied to determine whether a summary230

sentence is sufficiently supported by its grounding231

sentences. If a sentence lacks adequate support,232

it undergoes a rewriting process, and the voting233

process repeats until complete support from the234

reference is achieved. Also, the aforementioned235

process serves as the preparation for the synthetic236

model output. Ultimately, we achieve a set of sum-237

maries, each with sentence-level grounding evi-238

dences. Importantly, due to the flexibility of the239

base dataset, our pipeline can be applied to any240

document dataset, supporting the scalability of SIS-241

Fact.242

3.2 Systematic Error Data Construction with243

Category Distinction244

Previous studies have extensively explored the ty-245

pology of factual errors (Pagnoni et al., 2021a;246

Goyal and Durrett, 2021b). In our error construc-247

tion process, we follow the fine-grained error typol-248

ogy proposed by Pagnoni et al. (2021a) for text249

summarization, which also generalizes to other250

grounded generation tasks. We exclude the cate-251

gory of Grammatical Error as it is not a factual error252

and has been broadly addressed by modern LLMs.253

Table 1 summarizes the error categories and pro-254

vides examples of error construction. Thereafter,255

we detail the construction process for each error256

category.257

Semantic Frame Errors Semantic frame errors258

involve incorrect elements in semantic frames, such259

as predicate, entity, or circumstance. We adapt260

swapping methods from previous works (Kryś-261

ciński et al., 2019; Cao and Wang, 2021), prompt-262

ing LLMs to select an element (e.g., an entity) to263

swap with a congeneric element from the summary264

or source document. Additionally, we introduce265

two novel strategies to address common yet subtle266

errors in summarization tasks, which are hard to267

detect and cannot be constructed by simple swap-268

ping:269

• Modifying Predictions: This strategy ad-270

dresses errors arising from the confusion be-271

tween speculative language (e.g., predictions, 272

hypotheses) and factual statements. While 273

such errors may preserve the original predi- 274

cate, they alter the statement’s semantic cer- 275

tainty. We guide LLMs to detect these subtle 276

shifts by analyzing modal verbs (e.g., those 277

indicating attitude, speculation, permission, or 278

obligation) and predictive phrases (e.g., "pre- 279

dict" and "suppose"). 280

• Compressing Words: This strategy targets 281

errors where specific terms or parallel enti- 282

ties are oversimplified, altering their origi- 283

nal meaning. For instance, simplifying "net 284

revenue attributable to parent company" to 285

"net revenue" distorts semantics. Such error 286

are particularly difficult to detect due to their 287

lexical overlap with the source text. To en- 288

sure high-quality error construction, we im- 289

plement a two-stage verification by prompt- 290

ing models to filter out examples and omis- 291

sion of whole event-triplet. Of note, we find 292

that neither entailment-based nor atomic-fact- 293

extraction models can reliably identify these 294

errors, which proves the high-degree chal- 295

lenge of our dataset. 296

Discourse Errors Discourse errors refer to er- 297

rors beyond a single semantic frame, sometimes 298

involving inconsistencies across multiple sentences. 299

To address the complex nature of discourse er- 300

rors, we systematically investigate three repre- 301

sentative error-generation strategies that manipu- 302

late discourse-level semantic relations to introduce 303

plausibly inconsistent narratives. Specifically, 304

• Swapping Pronouns: We follow Kryściński 305

et al. (2019) to generate a co-reference error 306

by extracting pronouns and swapping it with 307

another pronoun in the same group. While 308

Kryściński et al. (2019) focuses solely on 309

gender-specific pronouns, our strategy extends 310

to all pronoun types. Meanwhile, to enhance 311

diversity, we additionally implement a two- 312

step transformation: first converting entities 313

to pronouns, then replacing these with alterna- 314

tive pronouns. This dual process intentionally 315

reduces referential specificity, thereby intro- 316

ducing controlled ambiguity. 317

• Merging Sentences: A common co-reference 318

error arises when two events involving distinct 319

yet akin subjects are erroneously conflated 320

into a single narrative within the summary. To 321

4



Categorization Method

Predicate Error (PredE) Swapping Relation, Modifying Predictions
Entity Error (EntE) Swapping Entities, Compressing Words

Circumstance Error (CircE) Swapping Circumstances
Co-Reference Error (CorefE) Swapping Pronouns, Merging Sentences
Discourse Link Error (LinkE) Reverse Logical Relationship

Extrinsic Error (OutE) Introducing Extrinsic Information

Table 1: The error constructing system of SIS-Fact, full categorization and examples are shown in Table 6

simulate this, we select two sentences with322

similar but different subjects, retain only one323

subject, and merge the sentences into one.324

• Reverse Logical Relationship: Discourse link325

error originates from inaccuracies in the dis-326

course relationship between different state-327

ments. Such error is particularly challenging328

to identify, sometimes eluding even human329

annotators’ consensus (Pagnoni et al., 2021a).330

Our strategy involves instructing LLMs to first331

recognize two events in the document that332

have a temporal or causal relationship. Then,333

we invert this relationship, and finally rewrite334

the corresponding summary sentences to re-335

flect this altered relationship.336

Extrinsic Errors Extrinsic error, also termed out-337

of-article error, indicates information not derived338

from the reference document. Such error is inher-339

ently elusive due to their subtlety and the contextual340

ambiguity they entail. Even human annotators may341

struggle to distinguish between intrinsic and extrin-342

sic errors (Tang et al., 2023). Given the difficulty343

of assessing whether all supporting information for344

a fact has been removed, we opt to prompt LLMs345

to insert extrinsic information not mentioned in346

the document into a specific sentence, rather than347

deleting sentences from the document.348

3.3 Interpretable Factuality Data349

Construction350

Our error design employs a Chain-of-Thought pro-351

cess. When applying each error construction strat-352

egy, the model must first select the target sen-353

tence(s) and specific element to modify. Next, it ap-354

plies the modification and explains how this change355

alters the sentence meaning. Finally, it reports the356

modified element, the revised sentence, and ana-357

lyzes the incorrect information introduced. This358

Chain-of-Thought approach not only improves er-359

ror construction quality by prompting step-by-step360

generation but also supplies fine-grained data for 361

interpretable analysis of synthetic model outputs. 362

Specifically, the output takes a structured, 363

sentence-by-sentence way. For each sentence, it 364

includes five components: First, the model repeats 365

the summary sentence. Second, it extracts rel- 366

evant sentence(s) from the document, utilizing 367

the grounding sentence(s) from Section 3.1. Third, 368

the model determines whether the summary sen- 369

tence is supported. If not, it provides a reason. 370

Here, we rephrase the Chain-of-Thought output to 371

prompt reasoning: identifying the error’s exact lo- 372

cation, explaining it, and correcting the sentence. 373

Finally, the model gives the sentence’s error la- 374

bel decision as "No Error" or a specific error type 375

from Section 3.2 (e.g., "Co-reference Error"). We 376

provide specific examples in Appendix B. 377

Our design brings two benefits: 1) Interpretabil- 378

ity through traceable reasoning. The inter- 379

pretability of SIS-Fact-Evaluator stems from its 380

transparent reasoning process, which mitigates 381

the black-box nature of the model, making its 382

decision-making traceable. Additionally, by sup- 383

plying grounding sentences and possible correc- 384

tions, we save time otherwise spent browsing the 385

entire document. Also, comparing correct and in- 386

correct summary sentences makes errors more ob- 387

vious. 2) Higher quality from test-time scaling. 388

The customized output structure strengthens con- 389

trol. The model focuses on specific grounding con- 390

texts and the reasoning process guiding the final 391

judgment. Thus, it can detect difficult errors need- 392

ing more logical reasoning. 393

4 The SIS-Fact Dataset 394

Based upon the SIS-Fact pipeline, we con- 395

struct SIS-Fact Dataset, which not only capable 396

for training factuality evaluators, but also a high- 397

quality, challenging benchmark for assessing the 398

error detecting, error categorizing, and explanation 399
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Figure 3: Document and summary length (words) distri-
bution of SIS-Fact Datasetwith average length (words)
comparison

generating abilities for factuality evaluators.400

4.1 Dataset Construction401

Existing summary datasets have length limitations402

and some auto-extracted summaries lack complete403

factuality. Therefore, we build our dataset start-404

ing with the document itself. Concretely, we ran-405

domly select diverse-length news and encyclopedic406

documents from the BBC News Summary (Gupta407

et al., 2022) and the DetNet Wikipedia (Xu and408

Lapata, 2019) Datasets. To ensure robust, unbi-409

ased grounded-summary generation, we use mul-410

tiple LLMs at each step. Details on data selec-411

tion and construction are in Appendix A. For each412

document-summary pair, we leverage the designed413

error-construction strategies to generate one sample414

per each error, with the original summary as "No Er-415

ror" sample, obtaining 10 samples in total. To pre-416

vent training data leakage, we split dataset based on417

document-(original)summary pairs. This ensures418

the model doesn’t encounter trained summaries dur-419

ing testing, avoiding potential memorization-based420

unfairness.421

4.2 Analysis for SIS-Fact Dataset422

SIS-Fact Dataset comprises 18, 093 sam-423

ples, with the train/validation/test set having424

15660/1192/1241 samples. Meanwhile, we report425

the distribution of the document and summary426

length for our dataset is shown in Figure 3. One427

can observe that compared with datasets with428

similar length, SIS-Fact Dataset consists of longer429

summaries. This lower compression of the docu-430

ment ensures more detail in the summary, making431

the errors more subtle. Importantly, we conduct432

Human Evaluation on a random sample of 100 in-433

stances from SIS-Fact Dataset. Human experts (all434

of whom are Ph.D. or Master students) label435

the quality of summaries, grounding sentences 436

and the validity of error constructions. Table 8 437

shows a 95% agreement on the error constructions, 438

and 78% overall full correctness (Please refer to 439

Table 8 in Appendix E). Most mistakes occur 440

in writing summaries and extracting grounding 441

sentences, confirming the vulnerabilities of LLMs 442

in grounded fact generation and evaluation. 443

5 Experiment 444

5.1 Experimental Setup 445

Baselines. In our experiments, we choose the 446

Llama-3-8B model (AI@Meta, 2024) from Meta as 447

the base model for SIS-Fact-Evaluator, and trained 448

on the training set of SIS-Fact Dataset. Further 449

training details can be found in Appendix C 450

To gauge the effectiveness of SIS-Fact- 451

Evaluator, we compare several baselines, 452

which includes open-source models—Llama- 453

3-8B-Instruct (AI@Meta, 2024) (denoted as 454

Llama-3-8B-Inst), and Qwen2.5-72B-Instruct (de- 455

noted as Qwen2.5-72B) (Team, 2024)—as well 456

as closed-source models, namely GPT-4o (Jaech 457

et al., 2024), Claude-3.7-Sonnet-20250219 (de- 458

noted as Claude-3.7) (Anthropic, 2025). Notably, 459

we conduct both zero-shot and one-shot testing on 460

these models. We intentionally limit the number 461

of demonstration examples to avoid performance 462

degradation caused by excessive prompt length 463

(see Appendix D for detailed prompts). Fur- 464

thermore, we adopt MiniCheck-7B (Tang et al., 465

2024a)—the largest model in state-of-the-art 466

binary evaluator—as our baseline for specialized 467

factuality assessment. Given MiniCheck-7B’s 468

binary (0/1) classification output, we evaluate its 469

performance through a lenient scoring scheme 470

where all error categories are uniformly mapped to 471

the 0 label. 472

Other Benchmarks. To evaluate SIS-Fact- 473

Evaluator’s out-of-distribution generalization, we 474

conduct experiments across existing multiple factu- 475

ality evaluation benchmarks, including Summariza- 476

tion Tasks: FRANK (A human-annotated bench- 477

mark aligned with our error taxonomy) (Pagnoni 478

et al., 2021a), CNN (news article with a different 479

data source) from AggreFact (Tang et al., 2023), 480

and MediaSum (Dialogue-based data with differ- 481

ent data types) from TofuEval (Tang et al., 2024b); 482

Document-Grounded Tasks: ClaimVerify (Liu 483

et al., 2023b) for search engine responses, Ex- 484

pertQA (Malaviya et al., 2024) for expert-curated 485
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Model PredE EntE CircE CorefE LinkE OutE NoE Avg(Type) Avg(Item)

GPT-4o 65.56 50.64 37.38 17.01 1.69 75.89 70.68 45.55 47.78
GPT-4o※ 68.05 54.49 29.91 19.92 11.02 82.14 83.08 49.80 52.78
Claude-3.7 46.47 58.33 26.17 7.47 8.47 38.39 36.84 31.73 32.23
Claude-3.7※ 44.40 50.64 14.95 10.37 8.47 50.00 25.19 29.15 29.01
Qwen2.5-72B 67.63 55.13 14.95 5.39 0.85 25.00 83.83 36.11 42.71
Qwen2.5-72B※ 65.15 58.97 22.43 23.65 0.85 49.11 93.98 44.88 51.25
MiniCheck-7B (79.25) (71.79) (77.57) (56.85) (47.46) (99.11) (81.95) (73.43) (73.17)

Llama-3-8B-Inst 1.24 0.64 1.87 0.00 0.00 0.00 9.77 1.93 2.58
Llama-3-8B-Inst※ 26.56 18.59 3.74 9.96 0.85 0.89 87.97 21.22 28.77
SIS-Fact-Evaluator 92.12 75.64 77.57 78.84 81.36 98.21 81.20 83.56 83.40

Table 2: Main results (%) on SIS-Fact Dataset. We display the precision of each model on the categorized setting.
Avg(Type) took average by type, and Avg(Item) took average by each data item. Best performances are marked
bold. ※ means the model is tested in one-shot settings, otherwise in zero-shot settings. Results of MiniCheck-7B is
enclosed in parentheses for it’s been tested in a looser setting (0/1 label rather than output the error type).

QA, RAGTruth (Niu et al., 2024) for retrieval-486

augmented generation scenarios. Note that we test487

in categorized settings for FRANK, and binary set-488

ting for other benchmarks as they do not have error489

categories. We will release our code and dataset490

upon paper acceptance.491

5.2 Main Results492

We report the results of different models on SIS-493

Fact Dataset in Table 2 and other benchmarks in Ta-494

ble 3, as well as demonstrate the following claims495

for SIS-Fact-Evaluator and SIS-Fact Dataset:496

SIS-Fact-Evaluator consistently outperforms all497

baselines on SIS-Fact Dataset, especially on498

complex data. As shown in Tabl 2, SIS-Fact-499

Evaluator achieves remarkable improvements of500

33.76% (error-type-averaged) and 30.62% (item-501

averaged) in terms of precision over the second-502

best performer, one-shot GPT-4o. Meanwhile, the503

performance advantage is most pronounced for504

discourse-level errors (CorefE and LinkE), where505

SIS-Fact-Evaluator outperforms baselines by up506

to 8×. This substantial gap highlights two key507

strengths: 1) Cross-frame analysis capability: Ef-508

fective handling of errors spanning multiple seman-509

tic frames; 2) Structured reasoning: Our catego-510

rized error construction and traceable reasoning511

process specifically address LLMs’ limitations in512

complex factual analysis.513

SIS-Fact-Evaluator generalizes well to other514

datasets and tasks. From Table 3, one can ob-515

serve that although only trained on document-516

summary pairs, SIS-Fact-Evaluator not only517

achieves good performance on summary-based518

factuality evaluation, but also generalizes well to519

other tasks, which justifies the universality of our 520

summarization-based generation pipeline. 521

SIS-Fact brings performance gain for base mod- 522

els. By comparing our model trained on Llama-3- 523

8B (base) with the results obtained from prompting 524

Llama-3-8B-Instruct using detailed output prompts 525

and in-context learning example (Llama-3-8B- 526

Inst※), we find that the improvement in our model’s 527

performance is not solely attributable to instruction- 528

guided chain-of-thought reasoning. Instead, it pri- 529

marily stems from the model’s ability to learn the 530

underlying nature of the errors from our carefully 531

constructed dataset, thereby enabling more accu- 532

rate reasoning in identifying factuality errors. 533

The SIS-Fact Dataset is a more challenging 534

benchmark. Comparing the results on SIS-Fact 535

Dataset and other datasets, it is evident that our 536

dataset is more challenging than existing bench- 537

marks. On other datasets, frontier models like GPT- 538

4o can achieve scores ranging from 60% to 85% 539

under the zero-shot setting (see Table 3). How- 540

ever, on our dataset, the highest score is only 541

about 50% even in in-context settings (see Ta- 542

ble 2), with scores for the most difficult error 543

types dropping below 20%. This confirms that 544

our dataset contains a higher proportion of difficult 545

instances than those constructed using a “model- 546

first-then-annotate” paradigm, establishing it as 547

a high-quality benchmark for factual consistency 548

evaluation. 549

5.3 Further Analysis on Fine-grained Test 550

Setting 551

To assess error localization capability, we con- 552

ducted fine-grained experiments analyzing model 553

7



Model
Summary-Related Tasks Generalization Task

FRANK(sys) CNN MediaSum Claim Verify ExpertQA RAGTruth

GPT-4o 71.20 68.10 71.40 69.00 59.60 84.30
Claude-3.7 51.00 48.21 63.91 45.61 22.49 65.83
Qwen2.5-72B 75.43 63.60 71.90 70.00 60.10 81.90
MiniCheck-7B (75.37) 64.70 76.30 75.40 59.40 84.10

Llama-3-8B-Inst 70.41 79.70 71.80 70.80 52.90 76.83
SIS-Fact-Evaluator 81.11 85.30 73.10 77.70 68.90 85.80

Table 3: Main results (%) on other datasets. Best performances are marked bold. Results of MiniCheck-7B on
FRANK is enclosed in parentheses for it’s been tested in a looser setting (0/1 label rather than output the error type).

Model Avg(Type) Avg(Item) PAR(Item)

GPT-4o※ 45.38 48.35 91.61
claude-3.7※ 23.99 24.42 84.18
Qwen2.5-72B※ 37.14 43.35 84.59
MiniCheck-7B (55.46) (56.89) (77.75)

Llama-3-8B-Inst※ 15.16 20.79 72.26
SIS-Fact-Evaluator 75.51 76.15 91.31

Table 4: Fine-grained results (%) and the Precision
Alignment Ratio (PAR) on SIS-Fact Dataset. ※ means
the model is tested in one-shot settings. Results of
MiniCheck-7B is enclosed in parentheses for it’s been
tested in a looser setting (0/1 label rather than output
the error type).

outputs at the sentence level. This evaluation554

requires correct error type classification, precise555

identification of error locations and no false posi-556

tives in error-free sentences. Moreover, we intro-557

duce Precision Alignment Ratio (PAR)–the ratio558

of fine-grained precision to category-only preci-559

sion. While standard evaluation only verifies error560

types, fine-grained testing demands accurate lo-561

calization. Higher PAR values indicate genuine562

error understanding rather than random guessing.563

As Table 4 shows, SIS-Fact-Evaluator and GPT-564

4o achieve the highest PAR scores, with SIS-Fact-565

Evaluator demonstrating 30% superior fine-grained566

precision. This confirms SIS-Fact-Evaluator’s per-567

formance stems from authentic comprehension568

rather than coincidental accuracy.569

5.4 Ablation Study570

Our dataset and model outputs consist of three key571

components: detailed error reasoning, grounding572

sentence extraction, and a sentence-by-sentence573

summary analysis. Table 5 presents an ablation574

study on these components. The results stress each575

component’s importance in our model design. Our576

Index Reason Ground Sent Avg(Type) Avg(Item)

RGS ✓ ✓ ✓ 83.56 83.4
GS - ✓ ✓ 72.6 73.57
RS ✓ - ✓ 63.08 68.65
RG ✓ ✓ - 55.26 59.23
R ✓ - - 28.3 29.81
G - ✓ - 49.05 48.83
S - - ✓ 16.52 20.47

raw - - - 19.37 26.75

Table 5: Result (%) for ablation study. "Reason" means
outputting synthesized error explanation an correction,
"Ground" means outputting grounding document sen-
tences, "Sent" means outputting sentence-by-sentence.

full model (SIS-Fact-Evaluator-RGS), which in- 577

tegrates error reasoning (R), grounding sentence 578

extraction (G), and sentence-by-sentence analysis 579

(S), achieves the best performance. Meanwhile, re- 580

moving any single component results in a notable 581

performance drop, indicating each plays a signifi- 582

cant role. 583

6 Conclusion 584

In this paper, we propose a new framework termed 585

SIS-Fact, which integrates error typologies, syn- 586

thetic data generation pipelines, and fine-grained 587

annotations for comprehensive factuality evalua- 588

tion. To be specific, we first develop diverse meth- 589

ods to synthesize six error types in grounded gen- 590

eration, including both intrinsic and extrinsic er- 591

rors. In this way, we construct SIS-Fact Dataset, a 592

novel dataset characterized by longer summaries 593

and challenging document contexts. Building upon 594

SIS-Fact Dataset, we develop SIS-Fact-Evaluator, 595

an advanced factuality evaluation model capable of 596

fine-grained analysis. Also, we conduct extensive 597

experiments to verify the superiority of SIS-Fact 598

Dataset and SIS-Fact-Evaluator. 599
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Limitations600

Our pipeline’s effectiveness is constrained by in-601

herent limitations in LLM capabilities. While we602

employ sentence-level verification, the models still603

generate document-unsupported summaries. Ad-604

ditionally, they struggle to differentiate between605

factual incompleteness and legitimate information606

simplification, particularly affecting error construc-607

tion quality for more complex cases.608
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A Construction Details for SIS-Fact982

Dataset983

A.1 Detailed Categorization and Error984

construction Examples985

Full catagorization and examples for each error986

construction methods is shown in Table 6.987

A.2 Document Dataset Selection988

Due to the limitations of existing summary datasets989

in terms of length (news datasets being relatively990

short, and academic paper dataset being excessively991

long), combined with challenges that some auto- 992

matically extracted summaries lack complete sup- 993

port from the document, we opted to construct 994

our dataset beginning with the document itself, 995

which also streamlines the extraction of reference 996

information and proves the broad usability of our 997

method. 998

Initially, we randomly selected documents from 999

the BBC News Summary Dataset (Gupta et al., 1000

2022) and the DetNet Wikipedia Dataset (Xu and 1001

Lapata, 2019). These datasets offer a diverse range 1002

of documents covering news and encyclopedic con- 1003

tent, classified by domain, with a varied length 1004

distribution. We ensured diversity by choosing doc- 1005

uments from different domains and lengths. 1006

The BBC News Summary Dataset (Gupta et al., 1007

2022) consists of extractive summaries, so we did 1008

not use the original summaries. This data set cat- 1009

egorizes news articles into five distinct categories: 1010

business, entertainment, politics, sports, and tech- 1011

nology. The DetNet Wikipedia Dataset (Xu and 1012

Lapata, 2019) is designed for domain detection, 1013

with Wikipedia data labeled for seven domains: 1014

“Business and Commerce” (BUS), “Government 1015

and Politics” (GOV), “Physical and Mental Health” 1016

(HEA), “Law and Order” (LAW), “Lifestyle” (LIF), 1017

“Military” (MIL), and “General Purpose” (GEN). 1018

For the BBC News Summary Dataset, we selected 1019

150 documents from each category. For the Det- 1020

Net Wikipedia Dataset, we extracted 100 docu- 1021

ments from each domain. The document length in 1022

both datasets highly varies. To ensure the models 1023

have a certain degree of robustness, but also effi- 1024

cient while training, we filtered documents to have 1025

lengths within the range of 300 to 1000 words. 1026

A.3 Summary and Reference Generation 1027

In order to ensure robustness and unbiased results, 1028

multiple models were used at each step of the gen- 1029

eration of the Grounded Summary Dataset instead 1030

of relying on a single model. We prompted the 1031

language models (LLMs) to control the summary 1032

length within the range of [100,min(doc_len/3 + 1033

10, 200)] words. To address potential biases where 1034

a single model might favor its own generated text, 1035

and to avoid issues where training exclusively with 1036

one model’s outputs might cause out-of-domain 1037

problems for texts generated by other models, we 1038

utilized two different sets of LLMs at each step 1039

of our pipeline. In addition, the models used for 1040

generation and evaluation were different. Usage of 1041

LLMs are outlined in Table 7. 1042
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Categorization Method Example

Intrinsic
Errors

Semantic
Frame
Errors

Predicate Er-
ror (PredE)

Swapping Re-
lation Mask-
ing

Its impact on theaters is now emerg-
ing.

Its absence from theaters is now re-
ceding.

Modifying
Predictions

Despite it all, 2023 should still reach
the $9 billion in domestic gross hoped
for this year.

Despite it all, 2023 reached the $9
billion in domestic gross hoped for
this year.

Entity Error
(EntE)

Swapping En-
tities

Her last stage role was in My Fair
Lady.

Her last stage role was in Bless This
House.

Compressing
Words

In France and Italy, he wrote his last
work.

In France, he wrote his last work.

Circumstance
Error (CircE)

Swapping Cir-
cumstances

The shooting left 10 students and 2
teachers dead.

The shooting left 2 students and 10
teachers dead.

Discourse
Errors

Co-reference
Error (CorefE)

Swapping Pro-
nouns

Gonzales was also indicted.

She was also indicted.

Merging Sen-
tences

The charges were first reported by the
San Antonio Express-News. District
Attorney Christina Mitchell did not
return requests for comment.

The charges were first reported by the
San Antonio Express-News, who did
not return requests for comment.

Discourse
Link Error
(LinkE)

Reverse Log-
ical Relation-
ship

The six-month Hollywood labor dis-
ruption has finally ended. Immedi-
ately following the settlement, Disney
announced delays in its upcoming re-
lease schedule.

After the announcement of the delays
in Disney’s upcoming release sched-
ule, the six-month Hollywood labor
disruption has finally ended.

Extrinsic Errors (OutE)
Introducing
Extrinsic In-
formation

Robert escaped to Visegrád disguised
as a civilian, aided by Nicholas, son of
Radoslav, who defended him against
five attackers.

Robert escaped to Visegrád disguised
as a civilian, aided by Nicholas, son
of Radoslav, a renowned swordsman
known for his exceptional skill in bat-
tle, who defended him against five at-
tackers.

Table 6: Categories of the error data. The blue part is the selected text for modification, and the red part is the
modified text.
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Task LLM Set 1 LLM Set 2

Summarization GPT-4o DeepSeek-R1
Reference extraction Claude-3.7-Sonnet GPT-4o

Support determination (Claude-3.7-Sonnet, Qwen-2.5, Gemini-1.5) (GPT-4o, Qwen-2.5, Gemini-2.0)
Rewriting Claude-3.7-Sonnet GPT-4o

Error data construction GPT-4o Claude-3.7-Sonnet

Table 7: Usage of LLMs in dataset construction

B Data Structure Example1043

See Figure 41044

C Training Details of SIS-Fact-Evaluator1045

We fine-tune Llama-3-8B-Base for 3 epochs on the1046

train set of SIS-Fact Dataset, using a batch size1047

of 32 and the Adam optimizer. The learning rate1048

follows a cosine-decay from 1e− 5 to 1e− 6, and1049

we set the warm-up fraction to 0.1.1050

D Prompts1051

Figure 5, Figure 6, Figure 7 and Figure 8 are the1052

prompts in the SIS-Fact pipeline. Figure 9 are the1053

prompt used for the LLM baselines in our experi-1054

ment.1055

E Human Evaluation1056

Label Proportion(%)

No Problem 78
Flaws in Summary 11

Incomplete Grounding 6
False Negative Error 3
Wrong Error Type 1

Wrong Error Reasoning 1

Table 8: Human evaluation results on a sample of 100
instances from our dataset.
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[
{

"summary sentence": "The column in Piazza Santa Maria Maggiore in Rome, crowned with a statue of the Virgin in 1614, 
set a precedent for many European columns.",
"related sentence(s) from the document": [

"The column in Piazza Santa Maria Maggiore in Rome was one of the first.",
"Within decades it served as a model for many columns in Italy and other European countries."

],
"supported or not": "YES",
"reason": "The summary sentence faithfully reflects the related sentences.",
"error type": "No Error"
},
{
"summary sentence": "The first Marian column north of the Alps was Munich's Mariensäule in 1714, inspiring similar 
structures in Prague and Vienna.",
"related sentence(s) from the document": [

"The first column of this type north of the Alps was the Mariensäule built in Munich in 1638 to celebrate the sparing 
of the city from both the invading Swedish army and the plague.",
"It inspired for example Marian columns in Prague and Vienna, but many others also followed very quickly."

],
"supported or not": "NO",
"reason": "This sentence is not supported by the related sentence(s).\n- Location: '1714'.\n- Explanation: The year of the 
construction of Munich's Mariensäule was changed from 1638 to 1714, falsely altering the historical timeline.\n-
Correction: The first Marian column north of the Alps was Munich's Mariensäule in 1638, inspiring similar structures in 
Prague and Vienna.",
"error type": "Circumstance Error"

},
{

"summary sentence": "The Prague column, built post-Thirty Years' War, was destroyed in 1918 due to its association with 
Habsburg rule.",
"related sentence(s) from the document": [

"The Prague column was built in Old Town Square (Staroměstské náměstí) shortly after the Thirty Years' War in 
thanksgiving to the Virgin Mary Immaculate for helping in the fight with the Swedes.",
"Unfortunately, many Czechs later connected its placement and erection with the hegemony of the Habsburgs in their 
country, and after declaring the independence of Czechoslovakia in 1918 a crowd of people pulled this old monument 
down and destroyed it in an excess of revolutionary fervor."

],
"supported or not": "YES",
"reason": "All content in the summary sentence is accurately derived from the related sentences.",
"error type": "No Error"

}
]

Figure 4: An example of the data in SIS-Fact Dataset, the data is truncated due to space limitations.

I'll provide you with a document. Your task is to write a short summary for this document according to 
the following requirements:
1. The length of the summary should be within <WORD_CONSTRAIN> words.
2. Every sentence in the summary should be directly supported by the content of the document.
3. For each event, make sure every important entity such as person, location and time is kept in the 
summary, especially entities that occurs in parallel.
4. When doing simplification, make sure each complex event or idea remains true to the original meaning. 
Avoid over-simplification that leads to in-consistency with the origin document.

Document:<Document>

Directly output the summary without any extra words.

Figure 5: Prompt for writing summaries.
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Here is a document with a corresponding summary. Your task is to analyze the summary sentence by 
sentence. For each sentence in the summary, provide the exact sentences from the document that supports 
the summary sentence. If the summary comes from multiple sentences, report all sentences.
You should ensure that sentences are considered as individual units based on punctuation. Specifically:
- Treat each sentence as ending at a period (.), question mark (?), or exclamation mark (!), even if 
multiple sentences are enclosed within quotation marks.
- Do not truncate any sentence. If a portion of a sentence is extracted (e.g., ending at a comma, semicolon, 
or any punctuation other than ., ?, !), you must include the rest of the sentence so that the entire sentence 
is fully reproduced.

You should only respond in format as described below. Do not return anything else. START YOUR 
RESPONSE WITH '['
Return the result as a Python list of dictionaries, where each dictionary has the following keys:
"summary sentence": The sentence from the summary.
"sentences from the document": A Python list of the exact supporting sentences from the document. 
Ensure that the sentences are in the same order as they appear in the original document. Each sentence 
should be reported fully, without any omission.

Figure 6: Prompt for locating the grounding sentences.

Here are some pieces from the SOURCE_DESCRIPTION, and a summary sentence of it. Your task is to:
1. Compare the summary with the document and determine whether if the summary is fully supported by 
the content in the document. Specifically, verify if all key points made in the summary are traceable back 
to the sentence in the document. State whether the summary is fully supported with 'YES' or 'NO'.
2. If the answer is 'NO', revise the summary to align it fully with the document. Make sure the fluency 
and grammar correctness of the revised sentence, and ensure it accurately reflects the information.

You should only respond in format as described below. Do not return anything else. START YOUR 
RESPONSE WITH '['
Return the result as a Python list of dictionaries, where each dictionary has the following keys:
"summary sentence": The sentence from the summary.
"sentences from the document": A Python list of the exact supporting sentences from the document. 
Ensure that the sentences are in the same order as they appear in the original document. Each sentence 
should be reported fully, without any omission.

Figure 7: Prompt for determining whether a summary sentence is sufficiently supported by its grounding sentences.
The purple part is only used in the LLM for re-writing.
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Here is a document with a summary. Please create a fake summary based on the origin summary by the 
following steps:
Instruction: 
1. Analyze the document and identify sentences that contain future predictions (e.g., those using modal 
verbs like 'will,' 'might,' or phrases like 'predict,' 'suppose'). 
2. Select a sentence where the prediction is the main clause, not just a subordinate clause, and modifying 
the prediction into a factual statement will result in the most significant change in meaning. You can 
modify this sentence so that the prediction is completely transformed into a factual statement about an 
event that has already occurred. Ensure the modified sentence is grammatically correct and fully removes 
any speculative language.
3. Based on the changed sentence, modify some part of the summary to include the fake information in 
the changed sentence, so the summary cannot be fully supported by the origin document.
Make sure the new summary should not be fully supported by the document, and not change any other 
part in the summary besides those associated with the modification.

You should only respond in format as described below. Do not return anything else. START YOUR 
RESPONSE WITH ‘{{‘.
Return the result as a Python dictionary with the following keys:
Format:
- "original text in summary": The original sentence containing the prediction from the document.
- "chosen element": The chosen prediction or future-oriented statement in the original text.
- "modification explanation": Description of the modification.
- "modified element": The new factual statement replacing the prediction.
- "modified text": The sentence after the modification, now a factual statement.
- "explanation": A clear explanation of how the meaning of the original text has been altered.
- "full text of modified summary": The full text of the modified summary.
- "wrong information": Point out the specific wrong information introduced in the summary after the 
modification.
Replace any line breaks in the values with '\n' so that the dictionary can be parsed using eval().

Figure 8: Prompt for generating SIS-Fact Dataset. The colored part is construction-method specific.
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**Task:**
Evaluate the given summary by comparing it with the original document and identify any errors. These 
errors may include incorrect information, over-simplifications, misrepresentations, or other discrepancies. 
The possible types of errors to consider are as follows: Predicate Error, Entity Error, Circumstance Error, 
Co-reference Error, Discourse Link Error, Extrinsic Error.

**Instructions:**
You are provided with the full text of the original document and a summary that may contain errors. You 
should analyze the summary sentence by sentence and returning the results in the following Python list 
format:
Each item in the list should correspond to a summary sentence and be represented as a Python dictionary 
with the following keys:
- "summary sentence": The summary sentence.
- "related sentence(s) from the document": A list of sentences from the original document that support the 
summary sentence, if the summary sentence is fully supported. If the summary sentence contains an error, 
list the sentences needed to point out the error.
- "supported or not": "YES" if the summary sentence is fully supported by the related sentences, 
otherwise "NO".
- "reason": A brief analysis explaining whether the summary sentence is supported or not. If the summary 
sentence is not supported, specify where the error occurs, explain the incorrect information conveyed in 
the summary, and provide a corrected version of the sentence.
- "error type": The type of error found (choose from the types listed above), or "No Error" if the 

sentence is fully supported.

Document: <Document>
Summary: <Summary>

Figure 9: Prompt for evaluating LLM baseline.
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