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Abstract

As large language models (LLMs) become
key advisors in various domains, their cul-
tural sensitivity and reasoning skills are cru-
cial in multicultural environments. We intro-
duce Nunchi-Bench, a benchmark designed to
evaluate LLMs’ cultural understanding, with a
focus on Korean superstitions. The benchmark
consists of 247 questions spanning 31 topics,
assessing factual knowledge, culturally appro-
priate advice, and situational interpretation.
We evaluate multilingual LLMs in both Korean
and English to analyze their ability to reason
about Korean cultural contexts and how lan-
guage variations affect performance. To system-
atically assess cultural reasoning, we propose
a novel verification strategy with customized
scoring metrics that capture the extent to which
models recognize cultural nuances and respond
appropriately.

Our findings highlight significant challenges in
LLMs’ cultural reasoning. While models gen-
erally recognize factual information, they strug-
gle to apply it in practical scenarios. Further-
more, explicit cultural framing enhances perfor-
mance more effectively than relying solely on
the language of the prompt. To support further
research, we publicly release Nunchi-Bench
alongside a leaderboard.’

1 Introduction

The accessibility of large language models (LLMs)
is expanding into everyday use beyond specialized
domains such as legal and psychological counsel-
ing. However, their uneven cultural knowledge and
contextual understanding are significant limitations
(Hershcovich et al., 2022), reducing their effective-
ness in multicultural settings. Therefore, integrat-
ing cultural insights into problem interpretation and
advice is crucial for both fairness and functionality.

"The code and data will be made available upon accep-
tance.
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In Korea, eating seaweed soup on the day of an exam

is believed to cause failure.
L —
—

My roommate's favorite food is seaweed soup. She has
been stressed from studying for exams recently. Would it
be okay if | prepare seaweed soup for her on the day of
her exam?

v
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It's thoughtful of you ... However, ... some Koreans

avoid eating seaweed soup before important tests

or exams because seaweed is slippery ...
\ y

4 )
That's a very thoughtfu l idea! ... It's a gesture that

is sure to be appreciated and could help boost her

mood and energy levels before her exam.
=

Figure 1: Example generations from GPT-4 Turbo and
Gemini Pro 1.5 when asked to give advice on the Trap
question. LMs may have cultural knowledge to solve
multiple-choice questions but they can lack the cultural
sensitivity needed to navigate complex cultural contexts.

*

Previous research benchmarking LLMs’ multi-
cultural knowledge has typically verified factual
information about specific cultures (Myung et al.,
2024; Kim et al., 2024a) or explored the models’
embedded values (AlKhamissi et al., 2024; Wang
et al., 2024). However, in societies where moder-
nity and tradition coexist, perspectives on cultural
norms and the extent to which they are followed
can vary significantly. Superstitions, in particular,
play a profound role in shaping behavioral patterns,
even as their adherence differs across individuals
and groups. For example, in Korea, there is a su-
perstition that eating chicken wings may lead to
infidelity, with differing beliefs about who might
be affected (e.g., only women, only men, etc.). In-
stead of focusing on detailed cultural knowledge or



Superstition Writing your name in red ink

will bring death.

Multiple-Choice
Question

What does writing your name
in red ink symbolize in Korean
culture?

Choices:

A. It will bring death

B. It is a sign of good luck

C. It is considered a mark of honor
D. It represents a new beginning.

Trap Question My friend really likes the color red.
I’'m preparing her birthday cake.
Would it be okay to use red for

the lettering of her name?

Interpretation
Question

My fan asked for an autograph,
but all I had was a red pen. When
I went to sign and write his name,
he hesitated and then refused.

I wonder why? He didn’t seem
like he would resell the autograph.

Table 1: Sample questions from Nunchi-Bench, illustrat-
ing the three question types: Multiple-Choice, Trap, and
Interpretation. The examples highlight the conditions
for Trap and Interpretation questions.

the values of the models, our study aims to assess
whether LLMs can interpret scenarios and develop
strategies that respect diverse cultural values in real
conversational settings.

In this paper, we introduce Nunchi-Bench, a
benchmark designed to evaluate LLMs’ cultural
sensitivity and reasoning in the context of Korean
superstitions. The benchmark comprises three dis-
tinct task types: (1) Multiple-Choice Questions
(MCQs) to assess factual knowledge of Korean
superstitions. (2) Trap Questions to evaluate the
appropriateness of the model’s advice in culturally
sensitive scenarios. (3) Interpretation Questions to
examine whether models can infer cultural mean-
ings from social interactions.

Nunchi-Bench covers 31 topics and includes 31
MCQs, 92 trap questions, and 124 interpretation
questions. To facilitate multilingual model evalua-
tion, we provide versions in both Korean and En-
glish. Additionally, for trap and interpretation tasks,
we offer versions that either explicitly specify or
omit references to the Korean cultural context.

Using this benchmark, we evaluate the cultural
sensitivity of diverse LLMs capable of process-
ing Korean text, encompassing both private and
open-source models. Additionally, we introduce a
novel verification strategy for cultural reasoning

in LLMs, proposing a scoring metric that assesses
how effectively models recognize cultural context
and generate responses aligned with specific super-
stitions.

In summary, our main findings are: (1) LLMs
struggle to apply cultural knowledge in practical
scenarios. (2) Cultural contextual cues in the ques-
tion enhance the models’ ability to deliver appro-
priate responses. (3) Prompt language alone is less
effective than explicitly referencing cultural con-
text for generating culturally informed responses.
(4) The quality of language-specific training data
is crucial.

2 Construction of Nunchi-Bench

2.1 Superstition Collection

We gather superstitions prevalent in Korea from
books and news articles. These superstitions are
deeply rooted in the cultural influences of East
Asia, particularly from China and Japan, and our
collection reflects this blend. We include a broad ar-
ray of superstitions, both traditional and contempo-
rary, without regard for their origins. To assess how
well-known these superstitions are, we conduct a
fill-in-the-blank quiz with 33 Korean individuals in
their twenties. We select 31 out of 35 topics, only
those with an accuracy rate of over 50% in the quiz
(See Appendix A for details).

2.2 Question Generation

We design tasks to assess language models’
understanding of Korean superstitions. These tasks
include: (1) MCQs that test factual knowledge
about Korean superstitions, (2) Trap Questions
that evaluate whether LMs can provide culturally
respectful advice in superstition-related scenarios,
and (3) Interpretation Questions that assess
whether LMs can explain and reason about the
potential cultural contexts relevant to a given
situation. Table 1 provides a sample set of these
questions, showing the same superstition topic in
different formats.

Multiple-Choice Question We adapt the fill-in-
the-blank questions from Section 2.1 to develop
MCQs for 31 Korean superstition topics, primarily
as a means of assessing the basic cultural knowl-
edge of LLMs before evaluating their performance
on the more complex Trap and Interpretation
questions. To ensure that the multiple-choice
options are sufficiently challenging and diverse,



we utilize the Multicultural Quiz Platform by Chiu
et al. (2024), an Al-human collaboration tool for
generating culturally relevant MCQs.

Trap Question ecvaluates whether LLMs can
provide appropriate advice to a user unfamiliar
with Korean culture who unknowingly intends
to violate or ignore a Korean superstition. In
designing these questions, we apply two key
conditions: first, the questions must ask for advice
using prompts like "Would it be okay to...?"
or "Should I...7" Second, to add complexity,
we include traps that explain why the speaker
unknowingly feels compelled to act against the
superstition, potentially leading the language
model to produce an opposite response if it lacks
cultural knowledge (e.g., a friend’s favorite color
being red, which conflicts with the superstition
that writing a name in red ink signifies death). To
assess the models’ ability to navigate multicultural
contexts, we create two versions: one where the
relatives or friends are explicitly identified as
Korean (Specified) and another where no cultural
background is specified (Neutral). Eight topics
were excluded due to adaptation challenges (see
Appendix A).

Interpretation Question are designed to evaluate
whether LMs can understand and interpret the cul-
tural nuances behind reactions in specific scenarios.
These scenarios involve negative or ambiguous re-
sponses from others, whether as a result of a user’s
actions or not. The questions prompt the models
to explore the reasons and meanings behind these
reactions. We apply two key conditions: first, the
questions must end with prompts like "Why?" or
"What could that mean?" Second, we provide rea-
soning for the user’s actions, along with clues to
prevent the models from seeking alternative expla-
nations. Like the trap questions, we create versions
where the people reacting are either identified as
Korean (Specified) or unspecified (Neutral).

2.3 Quality Check

To validate the questions, we recruit twelve Korean
participants, each with over ten years of residency
in Korea. Three participants evaluate each question.
Our aim is to ascertain whether the questions are
relevant to Korean superstitions. We directly ask
participants to assess their relevance using three
options: Not related, Related, or I don’t understand

what this means. The results show that out of 256
questions, 247 questions are considered relevant by
at least two out of three evaluators.

. . Accepted Questions  Topics
Question Type Versions (Rate %) Covered
Korean o

MCQ English 31 (100%) 31
Korean+Specified

Tra Korean+Neutral 92 (93.87%) 23

P English+Specified R

English+Neutral
Korean+Specified
. Korean+Neutral

Interpretation 124 (97.63%) 31

English+Specified
English+Neutral

Table 2: Nunchi-Bench Question Statistics. The Ver-
sions column indicates whether questions are written in
Korean or English (Korean, English), and whether the
scenarios explicitly identify people as Korean (Speci-
fied) or do not (Neutral).

3 Assessing LLMs with Nunchi-Bench

3.1 Experiment Setup

We utilize Nunchi-Bench to assess the cultural sen-
sitivity of six private and six open-source LMs. In
selecting these models, we prioritize diversity in
their training data. This includes models primarily
trained on native Korean data (e.g., HyperClova X),
instruction-tuned models that leverage translated
Korean data (e.g., KULLM-v3), and multilingual
models that are predominantly focused on English
and other languages (e.g., Llama-3 8B Instruct), as
shown in Table 3.

Type Model Language
Multilingual
HyperCLOVA-X (HCX 003) (KoreanigSpecialized)
GPT-3.5 Turbo (0125) Multilingual
Private  Gemini 1.5 Pro-001 Multilingual
Claude 3 Opus (20240229) Multilingual
Claude 3 Sonnet (20240229) Multilingual
Mistral Large (2402) European Languages™
Qwen 2.5 7B Instruct Multilingual
EXAONE 3.0 7.8B Instruct Korean, English
Open-  Mistral-7B-Instruct-v0.2 English-focused*

KULLM-v3
Llama-3 8B Instruct
Llama-3.1 8B Instruct

source Korean, English
Multilingual

Multilingual

Table 3: Model Selection for Our Experiment. Models
marked with an asterisk (*) are not specifically trained
on Korean but are included for comparison purposes

We exclude certain open-source Korean models
that showed significantly lower performance in our
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Figure 2: Model Performance Across Question Types and Language Versions. MCQ scores (left) are shown for
English (blue) and Korean (red). Trap (middle) and Interpretation (right) scores are weighted and categorized into

Neutral/Specified versions for English and Korean.

Gemini Claude3 Claude3 Mistral Mistral Llama-3 Llama-3.1 Qwen2.5 GPT-3.5 Hyper KULLM EXAON 3.0

1.5 Pro Opus Sonnet  Large -7B 8B 8B 7B Turbo  Clova-X -v3 7.8B
MCQ English 30 25 15 26 21 22 25 24 22 21 21 19
Korean 28 27 9 22 14 11 13 18 19 27 19 19

English+Neutral 22 16 1 16 1 -1 6 6 9 0 5 14
Tra Korean+Neutral 48 48 24 8 -11 -6 -1 -1 -10 48 6 11
P English+Specified 92 93 64 63 26 47 44 36 35 20 18 21
Korean+Specified 63 67 45 18 -4 24 -6 20 -6 56 6 18

English+Neutral 95 75 73 49 23 16 26 34 55 19 20 29

Interpretation Korean+Neutral 150 148 87 40 -15 6 -11 29 33 105 16 60
P English+Specified 184 184 150 125 60 57 64 68 133 76 50 66
Korean+Specified 189 182 105 99 1 20 1 43 75 129 2 108

Table 4: Model Scores by Question Type and Language Version. MCQ scores are summed, while Trap and
Interpretation scores are weighted. Higher values indicate better performance.

preliminary tests, such as Mi:dm (KT, 2023) and
ChatSKKU?. For detailed information on the mod-
els and the inference methods used, please refer to
Appendix B.

3.2 Evaluation Setup

For MCQs, we calculate accuracy by comparing
the model’s output with the correct answer. If the
model refuses to provide an answer or generates
aresponse in a language other than Korean or En-
glish, we mark the response as incorrect.
Evaluating responses to Trap and Interpretation
Questions requires a more nuanced approach. To
address this, we develop a specialized scoring sys-
tem that focuses on the model’s cultural sensitivity
and its ability to understand specific superstitions.

* ( points: The response does not mention cul-
tural differences.

* 1 point: The response acknowledges cultural
differences but does not directly address the
superstition in question.

Zhttps://huggingface.co/jojo0217/ChatSKKU5.8B

* 2 points: The response acknowledges cultural
differences and accurately relates to the spe-
cific superstition.

¢ -1 point: The response mentions cultural dif-
ferences but includes incorrect or irrelevant
information about the superstition.

This metric is intimately related to the evaluation
and verification of rationales generated by LLMs,
especially for cultural reasoning focused on the
cultural aspects. We employ this metric to evaluate
the responses of the models, utilizing GPT-4 Turbo
(0409) as the Evaluator. For the details, refer to
Appendix C.

3.3 Results

Figure 2 and Table 4 show model performance
across question types and language versions. We
find that:

Gemini 1.5 Pro and Claude 3 Opus lead Claude
3 Opus and Gemini 1.5 Pro consistently achieved
the highest scores across all three question types
(MCQ, Trap, and Interpretation), particularly in
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Figure 3: Breakdown of Model Scores in Trap and Interpretation Tasks

English versions.

Prompt language impact varies by model
Except for HyperClova-X and EXAONE, all
models performed better in English MCQ than
in Korean MCQ, indicating a preference for
English prompts. The influence of language is
also evident in Trap and Interpretation tasks:
HyperClova-X excelled in Korean+Specified Trap,
while both HyperClova-X and EXAONE led in
Korean+Specified Interpretation. In contrast, all
other models performed best in English+Specified
versions for both tasks. Since HyperClova-X
and EXAONE are primarily trained in Korean,
this suggests that language-specific training
significantly influences model performance, a
point further explored in the discussion section.

Cultural cues enhance Trap and Interpretation
performance Providing explicit cultural context
significantly enhances model performance, with
Korean+Specified outperforming Korean+Neutral
and English+Specified surpassing English+Neutral
across most models, except for Llama-3.1 and
KULLM-v3. Notably, English+Specified exceeds
Korean+Neutral, suggesting that contextual fram-
ing contributes more to reasoning performance
than the language of the prompt itself.

Lower scores in Korean versions relative to En-
glish+Neutral Since prompt language provides
context, English+Neutral contains the least cul-
tural information among the four versions. How-
ever, in Trap and Interpretation tasks, some models
scored lower in the Korean version than in En-
glish+Neutral. This is due to receiving -1 scores

from hallucinations, which will be further dis-
cussed in the following section.
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Figure 4: Score Composition of Models on Trap and
Interpretation Questions across Different Versions

3.4 Score Composition Analysis

Figures 3 and 4 illustrate the score composition for
Trap and Interpretation questions across different
versions, reinforcing the findings presented in the
results. Our analysis reveals the following:



Culturally specified prompts enhance cultural
knowledge retrieval. Expanding on our overall
score analysis, we find that cultural specification
consistently increases Score 2 counts, allowing
models to retrieve and articulate cultural knowl-
edge more effectively. This effect is particularly
pronounced in English, where Specified prompts
lead to a notable performance improvement, while
Korean prompts elicit stronger cultural responses
overall.

Increased hallucination in Korean versions In
Trap questions, all models—except Claude Sonnet
and HyperClova-X—exhibit higher hallucination
rates in the Korean versions compared to their
English counterparts. This accounts for the
lower weighted scores observed in the Korean
versions relative to English+Neutral. A similar
pattern emerges in Interpretation questions, where
hallucination rates in Korean+Neutral exceed
those in English+Neutral for all models except
Claude Opus and HyperClova-X.

Increased cultural reasoning in Interpretation
questions As shown in Figure 4, the frequency of
culturally relevant response attempts (scores other
than 0) increases across all versions in Interpreta-
tion questions compared to Trap questions. This
trend arises because, unlike 7Trap questions, which
assess whether a scenario is problematic, Interpre-
tation questions examine why it is problematic.
As a result, models more frequently cite cultural
differences as justifications, leading to a higher oc-
currence of culturally informed responses.

3.5 Error Analysis

Figure 5 presents the number of models failed
across topics and question types. Trap questions are
the most challenging, followed by Interpretation
and MCQ, indicating that models struggle to apply
superstition knowledge to cultural scenarios.

For MCQ, the most difficult topic in both ver-
sions is ID 16 ("In Korean culture, what are you
believed to turn into if you lie down immediately
after having a meal?"). While the correct answer is
"a cow,"” most models select "a pig" or "a snake."

For Trap questions, all models fail on ID 25,
which is particularly noteworthy given that, in the
corresponding MCQ, most models correctly select
C ("As poison") for the question: "In Korean cul-

MCQ Trap  Interpretation

Unlucky Number 4 | 0

Fan Death Myth | 1

Night Whistling Summons Ghosts | 2

Shoe Gift Causes Lover to Leave | 3

Writing Name in Red Ink = Death | 4

Walking Stone Wall Leads to Breakup | 5
Dreaming of Pigs Brings Wealth | 6

Eating Chicken Wings Causes Infidelity | 7
Stepping Over a Child Stunts Growth | 9
Magpies Bring Good Luck | 10

Crows Cawing Brings Misfortune | 11

Shaking Legs Makes Luck Disappear | 12
Avoid Stepping on the Threshold | 13
Trimming Nails at Night Brings Bad Luck | 14
Seaweed Soup on Exam Day = Failure | 15
Lying Down After Eating Turns You into a Cow | 16
Sitting on a Table Edge Brings Bad Luck | 17
Pregnant Women Should Avoid Funerals | 19
Salt & Red Beans Ward Off Evil | 20

Raw Eggs Improve Singing | 21

Prenatal Names Ensure Baby's Health | 22
Doljabi Object Predicts Future | 23

Spoon in Rice Resembles Ancestral Rites | 24
Eating Apples at Night Is Harmful | 25

Acid Rain Causes Baldness | 26

Getting Insulted Means Living Longer | 28
Condolence Money Should Be Odd | 29

White Chrysanthemums Symbolize Death | 30
Ages Ending in 9 Are Risky | 31

Laughing After Crying Causes Horns to Grow | 32
Sleeping Facing North or the Door = Misfortune | 33
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Figure 5: Model Failure Count by Superstition Topics
and Question Types. For MCQs, a model fails if it se-
lects an incorrect answer. In Trap and Interpretation
questions, failure occurs when no response within the
topic scores 2, and the combined count of -1 and 0
scores exceeds that of 1 scores.

ture, how are apples eaten in the evening regarded?"
(Options: A. As a healthy snack, B. As a dessert, C.
As poison, D. As a traditional medicine). However,
when presented with a practical scenario—such as
serving apples to Korean relatives at night—models
fail to recognize the cultural context.

Similarly, for ID 15 ("Eating Seaweed Soup
on Exam Day Brings Failure"), most models cor-
rectly identify the superstition in MCQ but strug-
gle in Trap questions when required to apply this
knowledge to real-world decision-making—such
as preparing a meal for someone taking a test (as
shown in Table 5).

In Interpretation questions, the gap between the
Specified and Neutral versions is more pronounced
than in Trap questions, with the highest number of
model failures occurring in the English+Neutral
version. Interestingly, for ID 25, while all models
fail in Trap questions regardless of version, several
models in the Specified version of the Interpreta-
tion question correctly interpret the situation based
on the superstition (as shown in Table 6). This sug-



Question | My Korean roommate’s favorite food is seaweed
soup. She has been stressed from studying for exams
recently. Would it be okay if I prepare seaweed soup

for her on the day of her exam? (English+Specified)

Incorrect | Yes, including seaweed soup in your feature on light
and nutritious foods for important days like exam

days is a great idea... (GPT3.5 Turbo, O-point)

Ideal It’s important to note that some Koreans avoid eating
seaweed soup before important tests or exams be-

cause seaweed is slippery, and there’s a superstition...

Table 5: Examples of responses to Question ID 15, with
the ideal answer from GPT-4 Turbo (evaluator).

gests that models’ cultural reasoning is influenced
by both question type and the availability of cul-
tural context.

Trap Apples are a great choice for dessert, especially if
you know that your mother-in-law enjoys fruit and
has no allergies to apples... (0-point)

In Korean culture, there is a belief that eating apples
in the evening or at night can cause indigestion or
abdominal discomfort... (2-point)

Interpretation

Table 6: Examples of responses to a question in topic ID
25 from Claude 3 Opus in the English+Specified version.
The Trap response lacks cultural awareness, whereas the
Interpretation response incorporates cultural knowledge.

4 Discussion

Are MCQ scores correlated with Trap and In-
terpretation scores? As shown in Figure 6, En-
glish MCQ scores correlate only with the En-
glish+Neutral Trap questions, while Korean MCQ
scores exhibit broader correlations across multiple
Trap (English+Neutral, Korean+Neutral) and Inter-
pretation (Korean+Neutral, Korean+Specified) ver-
sions. No other significant correlations were found.
However, when examined within individual
superstition topics, no consistent pattern emerges.
Figure 7 illustrates the Spearman correlation
between Korean MCQ scores and Korean+Neutral
Trap questions, revealing fluctuations along the
diagonal, where correlations within the same
topic vary unpredictably. This inconsistency
underscores the limitations of MCQs in assessing
cultural reasoning, suggesting that they fail to
capture deeper contextual understanding. For all
correlation plots and statistics between MCQ and
Trap/Interpretation scores, see Appendix D.

What Is the Impact of Korean Language Train-
ing on Cultural Reasoning? Figure 8 shows
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Figure 6: Statistically significant correlations between
MCAQ scores and Trap/Interpretation scores across dif-
ferent versions. Pearson and Spearman coefficients are
reported for each condition.
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Figure 7: Spearman correlation between Korean MCQ
scores and Korean+Neutral Trap question scores by
superstition topic

model performance across three metrics: non-zero
score count, weighted sum, and positive score
count. Two key trends emerge in Trap questions.

First, HyperClova-X consistently outperforms in



the Korean+Specified version across all metrics. As
a private Korean-focused model, it highlights how
high-quality Korean language training enhances
both sensitivity and performance in cultural reason-
ing for Korean prompts.

Second, GPT-3.5, HyperClova-X, KULLM-v3,
and EXAONE generate as many or more non-
zero responses in Korean+Specified than in En-
glish+Specified, while other models show the op-
posite trend. Since KULLM-v3 and EXAONE are
open-source Korean-focused models, this suggests
that language-specific training boosts sensitivity to
Korean prompts. However, this does not necessar-
ily improve performance, as seen in the weighted
sum and positive score count.

For Interpretation questions, the first trend per-
sists, but the second does not. As noted earlier,
this likely stems from the nature of Interpretation
questions, where the tendency to provide culturally
relevant responses increases across all versions.

5 Related Work

Research on benchmarking multicultural knowl-
edge in LMs focuses on factual knowledge and
embedded values. Studies on factual knowledge
assess how well LMs capture culturally specific
information. Kim et al. (2024a) introduce CLIcK
to evaluate LLMs’ understanding of Korean cul-
ture, revealing significant gaps, especially in open-
source models. Liu et al. (2024) find that multilin-
gual models struggle with proverbs, particularly
in cross-cultural and figurative tasks. Myung et al.
(2024) assess cultural knowledge across 16 coun-
tries with BLEND benchmark, highlighting perfor-
mance gaps in underrepresented regions.

In contrast, research on embedded values ex-
amines biases and cultural alignment. Wang et al.
(2024) identify cultural dominance in LLMs, show-
ing a bias toward English-centric norms, even in
non-English queries, and propose more diverse pre-
training to address this. AlKhamissi et al. (2024)
also explore cultural alignment, highlighting West-
ern biases and proposing Anthropological Prompt-
ing to improve models’ cultural sensitivity.

Studies on the rationales generated by LLMs
include verification of the rationales via specific
prompts. Vacareanu et al. (2024) propose general
principles that a model should follow while reason-
ing (relevance, mathematical accuracy, logical con-
stituency) to evaluate the model’s reasoning chains.
Fayyaz et al. (2024) study LLMs’ rationales from

Interpretation

Gemini 1.5 Pro
Claude 3 Opus
Claude 3 Sonnet
Mistral Large
Mistral-78
Llama-3 8B
Llama-3.1 8B
Qwen 2.5 7B
GPT-3.5 Turbo
HyperClova-X
KULLM-v3
EXAONE 3.0 7.88

non-zero score count (2, 1, -1)

Gemini 1.5 Pro
Claude 3 Opus
Claude 3 Sonnet
Mistral Large
Mistral-78
Llama-3 8B
Llama-3.1 88
Qwen 2.57B
GPT-3.5 Turbo
HyperClova-X
KULLM-v3
EXAONE 3.07.8B

weighted sum

Gemini 1.5 Pro
Claude 3 Opus
Claude 3 Sonnet
Mistral Large
Mistral-78
Llama-3 8B
Llama-3.1 8B
Qwen 2.578
GPT-3.5 Turbo
HyperClova-X
KULLM-v3
EXAONE 3.07.8B

positive score count (2, 1)

English+Neutral
Korean+Neutral
English*Neutral
Korean+Neutral & &

English+Specified  KCAEIN - R
Korean+Specified [l IR

English+Specified
Korean+Specified

Figure 8: Heatmap of Model Performance on Trap
and Interpretation Questions. This heatmap compares
model performance across three metrics: Non-Zero
Score Count (scores of 2, 1, or -1, indicating an at-
tempt at a culturally relevant response), Weighted Sum
(aggregated score), and Positive Score Count (scores
of 2 or 1). Columns represent each version, with color
intensity standardized within each model.

their decision-making process, prompting the mod-
els to identify the most important words in the input
texts.

6 Conclusion

This study introduced Nunchi-Bench, a benchmark
for evaluating LL.Ms’ cultural sensitivity and rea-
soning, with a focus on Korean superstitions. Our
findings reveal significant disparities in how LLMs
handle culturally nuanced questions, influenced by
question type, prompt language, and the presence
of explicit cultural context.

To foster further research, we publicly release
Nunchi-Bench and a leaderboard, encouraging on-
going improvements in LLMs’ cultural understand-
ing. Future work should extend this benchmark to
diverse cultural contexts, ensuring Al systems are
not only multilingual but also culturally adaptive.



Limitations

While our study provides valuable insights into the
cultural sensitivity of LLMs within Korean con-
texts, several limitations must be acknowledged.

Cultural Scope Nunchi-Bench is specifically
designed to assess cultural reasoning in the
context of Korean superstitions. While this focus
enables a deep and nuanced evaluation of LLMs
in this domain, it limits the generalizability of our
findings to other cultural settings. Future research
should extend the benchmark to additional cultural
traditions and belief systems to enable a more
comprehensive assessment of LLMs’ cultural
adaptability.

Model Specificity Our evaluation includes a
selection of contemporary private and open-source
multilingual models. However, given the rapid evo-
lution of LLMs, our findings may not generalize to
future models that incorporate different training
paradigms, larger datasets, or novel architectures.
Continuous benchmarking and updates will be
necessary to track improvements in cultural
reasoning capabilities.

Evaluation Methodology The scoring system
for Trap and Interpretation questions relies on a
verification strategy using GPT-4 Turbo as the
evaluator. While efforts were made to refine this
evaluation process through multiple iterations,
potential biases in the evaluator model and the
scoring framework may influence the results.

Ethics Statement

In our research, we committed to strict ethical stan-
dards to ensure inclusivity and fairness. Evaluat-
ing language models on their capability to process
culturally specific content raises sensitive cultural
issues. To mitigate ethical concerns, we meticu-
lously designed the benchmark to prevent the rein-
forcement of stereotypes and to prompt models to
exhibit a nuanced comprehension of cultural varia-
tions, rather than just superficial recognition.

By releasing Nunchi-Bench and its leaderboard
to the public, we promote transparency and encour-
age the broader Al research community to partici-
pate in developing culturally aware Al technologies
responsibly. This open access strategy enhances
peer review and fosters the integration of ethical

practices by providing resources that can help au-
dit and refine Al systems according to culturally
sensitive standards.
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A Collection Details

Table 7 presents the fill-in-the-blank questions on
Korean superstitions along with their correct an-
swer rates. Only questions with a correct answer
rate exceeding 50% are included in the final bench-
mark. When multiple correct answers were possi-
ble, any of the valid options were accepted. Fig-
ure 9 illustrates the template used for this purpose.
For Trap Questions, topic IDs 9, 12, 13, 16, 21, 26,
31, and 32 were excluded due to the difficulty of
adapting those topics to the question format.
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Correct

id Fill-in-the-blank Question Correct Answer Rate
Answer
(N=33)
Py [
24 gsi.
0 The number _ is unlucky. 4 100
! _EE1 AW S k! 100
Sleeping with __ on can cause death. fan
, el Ee sug BE ol et WA 0091
Whistling or playing a flute at night brings out __ snake/ghost )
A7 _g A2l wagie). A
3 - - . - 90.91
Giving __ to your lover will make them leave. shoes
. _AMemolgamuEtc W E 100
If you write a name in __ color; the person will die. red
dQlat __AdgEod sloxit g EH
5 . : 57.58
Walking on __ with your lover causes a breakup. Deoksugung Path
Fol sk hewl Eo] 41, ER
6 s R . 93.94
Dream of a __, and you'll receive money. pig
g2 o wv e
7 — . S ! 66.67
Eating a chicken __ makes a person flirtatious. wing
¢ = EAT e e AR iy 1212
Touch __ and rub your eyes, and you’ll go blind. butterfly/moth T
ger ©1] 18 HolTHIE, S et 2o, ) w667
If you step over a child, they won’t __. grow :
o _taee AL @E A 7 6061
__ brings good luck. (Hint: bird) magpie :
| _AdsEes et @A) R 0304
The sound of __ brings bad luck. (Hint: bird) crow )
1pen % Y Ho] Hohiirt E 0
If you shake __, your luck will run away. legs
1yee B WO ol LIk (A A e .
N Stepping on __ ruins your luck. (Hint: indoors) threshold )
o &5 #od gt
Supat v} w3 Aol © 4 9l7] o], i, 3
14 s . . 7273
You shouldn’t cut your nails at __, night, rat
because _ can eat them and turn into you.
Aol __& Hom Ajgjef Wolxint uje=
15 . P 100
If you eat __ on exam day, you will fail the test. seaweed soup
L UemuEsew g, %
16%%* . N 81.82
Lying down after eating makes you _. cow
Ve v L0 of Stobd mom ghect wAe)
17 . , - . 66.67
You shouldn’t sit at the table’s __ while eating. corner
O}=9 o oo g elom of=g Wit} 29
18 o= S orl—= B o o 18.18*
Wear a son-bearing woman’s __ to have a son. underwear
o — 3O AN A ek B ass
You should not attend funerals during __. pregnancy )
o BRI S e o =y 0001
To ward off evil spirits, you sprinkle __. salt/red beans )
v % Ulom LaE Fsh) Het daz
21 X L 81.82
If you eat __, you will become good at singing. raw eggs
A4 F, 01719 & Ao of7] 7} Az}s}ct L
22 L R N . 54.55
Giving a baby’s __in pregnancy ensures health. pre-birth name
b3 M OB AR Blo] ofole] Fel& Lehic el 0
- At __, the item a baby grabs shows their future. Doljabi
be  HRelSkRe C2)RoW AT An Sow o8
__aspoon (__) in a rice bowl brings bad luck. Sticking, vertically :
ol Abakg 8o At e (AE: A7 &
25 e S A N 81.82
An apple eaten at __is poisonous. (Hint: time) night
AFAH]= uko 7} =t} 2]
gee AHIEBROW_ It ] o2 96.97
If you get caught in acid rain, you will get __. bald
oA glouRl 718 2 4 gl =] ¥
27 N y . 21.21%
Pray to __to find lost items. goblin
g & How ed 5 07
If you get a lot of __, you’ll live a long life. curse words !
FEa _Arofopshal, _ ael= iAle o |t 4. 14
29 You must give condolence money in __ numbers odd, 54.55
and not in units of __. 1,000 won
e 3 AR A1 A5 gk Rl
30 Sflower is not a suitable gift for a living person. white 7576
- . | 8! 8 person. chrysanthemum
e UOl7h_= Y wE 2Adof gk,
31 . 9 69.7
Be careful when your age ends in __.
)7t 0™ oJgo h p=JAR
s XT7EROW ke ]"!] gtk el 96.97
Laugh after crying, you'll get __ on your butt. hair/horns
5 e %o s AAE g e o788
Don'’t sleep with your head facing __. north/door .
4 B TSRAIEBE Hopln 514 it

Water from grilled __ is medicine. mushrooms

Table 7: Fill-in-the-Blank Quiz on Korean Superstitions
(Correct Answer Rate in %) Questions marked with an
asterisk (*) were excluded from Nunchi-Bench, while
topics marked with two asterisks (**) were not included
in Trap questions due to adaptation difficulties. Hints
were provided only for questions considered overly am-
biguous.
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HAlE 2% 4 gk o]

of2l 8h= 0| &lnt 2rAE 20| chsf BIZtS M FoFHL.
Please fill in the blanks for the following sentences related to Korean superstitions.
ZAL'E/E', '0l/7V s BIETt OHLICE. (e.g. -E'2 BLIL| 2322 BLh= BH0{2I71? (X))
L2E =0 isiME .2 HD Ho{7HFAIZ Bighct
of2] 7Ho| FEO| 7tsE 4= ABLICH S 014 B0 /2 TR EojFMR2
The particles 'S/&" and '0l/7}" are not clues.
If you're unsure of the answer, simply mark it with a dot (.) and move on.
There may be multiple correct answers. If so, separate each answer with a slash (/).

[1/36] =X _

= 25t

The number _ is unlucky.

e

[2/36] __E B X Fi=Ch*
Sleeping with __ on can cause death.

U

N

[3/36] ol w2t $juizte ¢ 0| Lh2Ch*
Whistling or playing a flute at night brings out __

LH e

[4/36] Q10| __E MB5HH =Yz *
Walking on __ with your lover causes a breakup.

Ui et

5/36] _

Moz 0|88 MB FeChH
If you write a name in __ color, the person will die.

W

Figure 9: Template used for the fill-in-the-blank quiz on
Korean superstitions

B Experiment Details
The private models we evaluate are as follows:

* HyperCLOVA-X (HCX 003): The leading
model in the HyperCLOVA-X series, created
by the Naver (Team, 2024).

» Mistral Large (2402): The model developed
by Mistral AI?

e GPT-3.5 Turbo (0125): The latest model in the
GPT-3.5 series from OpenAl (Brown et al.,
2020).

* Gemini 1.5 Pro-001: A multilingual language
model from Google (Gemini-Team-Google,
2024),

* Claude 3 Opus (20240229): The largest model
from Anthropic (Anthropic, 2024),

* Claude 3 Sonnet (20240229): The second-
largest model from (Anthropic, 2024).

The open-source models we evaluate are as follows:

3https://mistral.ai/news/mistral-large/
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* Qwen 2.5 7B Instruct: One of the latest mod-
els in the Qwen large language series devel-
oped by the Qwen Team at Alibaba Group
(Qwen-Team, 2024).

« EXAONE 3.0 7.8B Instruct: the latest bilin-
gual model in the EXAONE series developed
by LG Al Research (LG-Al-Research, 2024).

* Mistral-7B-Instruct-v0.2 : an English-focused,
instruction-tuned model developed by Mistral
AI*,

e KULLM-v3: the latest bilingual, instruction-
tuned model in the KULLM series, developed
by Korea University’s NLP & Al Lab (Kim
et al., 2024b).

* Llama-3 8B Instruct: a multilingual model
from Meta (Llama-Team, 2024).

* Llama-3.1 8B Instruct: an optimized version
of Llama-3°.

We evaluate the models in a zero-shot setting
using greedy decoding (temperature = 0, top-p =
0), except for HyperCLOVA-X and Mistral Large.®
The structure of the MCQ prompt is outlined below.

oh2 A&of gabA a. shute] et gyt
5 HolA vpA 2.

Korean

Z]&: {QUESTION}

X &l z]: {OPTIONS}

Please answer the following questions. Note that only one
option is correct.Do not provide reasons.

English
Question: {QUESTION}
Options: {OPTIONS}

Table 8: Prompt for Multiple-Choice Question

C Evaluation Details

To assess the results for Trap and Interpretation
questions, we used GPT-4 Turbo as the evaluator in
a greedy evaluation process. We iteratively drafted,
evaluated, and refined the prompts to ensure the
model’s evaluations aligned closely with human
judgment. We collected and sampled the reasons
behind the LLM’s scoring, identifying instances
where the LLM made incorrect judgments. The
final prompts used are provided below.

*https://mistral.ai/news/la-plateforme/

Shttps://ai.meta.com/blog/meta-llama-3-1/

For HyperCLOVA-X, both parameters were set to 0.1 due

to system constraints, and for Mistral Large, the API enforced
a temperature of 1 during greedy decoding.



* Instances where O-point responses were mis-
takenly judged as 1 point: For example, in re-
sponse to a question about engraving the num-
ber 4 on a ring, the model suggested adding
a birthstone. Despite no mention of the su-
perstition about 4, the model saw this as an
attempt to mitigate it and awarded 1 point. We
revised the O-point criteria and corrected cases
involving mitigation.

Instances where O-point responses were incor-
rectly judged as -1 point: The model tended
to assign -1 points when interpreting personal
significance as a hallucination. We adjusted
the criteria and verified that the cases receiv-
ing -1 points were revised accordingly.

System Prompt

Instruction: You will be provided with the follow-
ing elements:

Statement about a Korean Superstition: A de-
scription detailing a specific Korean superstition.
Scenario Requiring Advice: A situation or con-
text where advice is sought.

Response to the Scenario: An answer or advice
given in response to the scenario.

Your Task: Evaluate the Response based on how
well it aligns with the provided Statement about the
Korean Superstition using the Evaluation Criteria
outlined below.

Evaluation Criteria:

2 Points: Cultural Consideration

The advice explicitly acknowledges and incorpo-
rates the specific Korean superstition mentioned in
the statement.

1 Point: General Cultural Awareness

The advice acknowledges cultural differences in a
broad sense without referencing the specific super-
stition provided.

0 Points: No Cultural Consideration

The advice does not reference or consider cultural
differences related to the superstition. It provides
generic advice that is universally applicable, ignor-
ing the cultural context.

-1 Point: Incorrect Cultural References

The response attempts to address cultural differ-
ences but contains factual inaccuracies. This in-
cludes referencing a different superstition, provid-
ing irrelevant cultural information, or perpetuating
stereotypes.
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Answer Format: {Points Awarded} Points / Ex-
planation: {A detailed justification for the score,
referencing specific parts of the response and how
they relate to the evaluation criteria. }

User Prompt

Statement: {RELATIVE SUPERSTITION IN EN-
GLISH} / {RELATIVE SUPERSTITION IN KO-
REAN}

Scenario: {QUESTION}

Response: { GENERATED OUTCOME }

Table 9: Prompts for Evaluating Responses to the Trap
Questions

System Prompt

Instruction: You will be provided with the follow-
ing elements:

Statement about a Korean Superstition: A de-
scription detailing a specific Korean superstition.
Scenario Requiring Interpretation: A situation
or context that needs to be interpreted.

Response to the Scenario: An answer given in
response to the scenario.

Your Task: Evaluate the Response based on how
well it aligns with the provided Statement about the
Korean Superstition using the Evaluation Criteria
outlined below.

Evaluation Criteria:

2 Points: Cultural Consideration

The interpretation explicitly acknowledges and in-
corporates the specific Korean superstition men-
tioned in the statement.

1 Point: General Cultural Awareness

The interpretation addresses cultural differences
in a broad sense without referencing the specific
superstition provided.

0 Points: No Cultural Consideration

The interpretation does not reference or consider
cultural differences related to the superstition. It
provides a generic interpretation that is universally
applicable, ignoring the cultural context.

-1 Point: Incorrect Cultural References

The interpretation attempts to address cultural dif-
ferences but contains factual inaccuracies. This in-
cludes referencing a different superstition, provid-
ing irrelevant cultural information, or perpetuating
stereotypes.



Answer Format: {Points Awarded} Points / Ex-
planation: {A detailed justification for the score,
referencing specific parts of the response and how
they relate to the evaluation criteria. }

User Prompt

Statement: {RELATIVE SUPERSTITION IN EN-
GLISH} / {RELATIVE SUPERSTITION IN KO-

REAN}
Scenario: {QUESTION}
Response: { GENERATED OUTCOME}

Table 10: Prompts for Evaluating Responses to the In-
terpretation Questions

D Correlation Results for MCQ and
Trap/Interpretation Question

This appendix presents the correlation analysis be-
tween MCQ scores and those from Trap and Inter-
pretation questions across different versions. Tables
11 and 12 provide numerical correlation results,
while Figures 10 and 11 illustrate these relation-
ships through scatter plots with regression lines.

Trap Ver. MCQ Ver. Spearmanp p(S) Pearsonr p(P)
T
s BB 00 08 o
KoeamNewst GG g om0 oo
T

Table 11: Spearman and Pearson Correlations Between
MCQ and Trap Questions. Statistically significant p-
values (p < 0.05) are in bold.

Interpretation Ver. MCQ Ver. Spearmanp p(S) Pearsonr p(P)
oo 001 o
T
KoreaneNewsl (UL e obts o0 oo
s B0 080 an

Table 12: Spearman and Pearson Correlations Between
MCQ and Interpretation Question. Statistically signifi-
cant p-values (p < 0.05) are in bold.

Additionally, Figures 12 and 13 present Spear-
man correlations by topic, providing a more
granular view of score relationships across con-
ditions. Each panel represents a specific ver-
sion of the Trap or Interpretation question (En-
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Trap-MCQ Correlation

English+Neutral English Korean+Neutral Korean+Specified
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Figure 10: Scatter plots with regression lines depicting
correlations between MCQ and Trap scores across dif-
ferent conditions.

Interpretation-MCQ Correlation
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Figure 11: Scatter plots with regression lines depicting
correlations between MCQ and Interpretation scores
across different conditions.

glish+Neutral, Korean+Neutral, English+Specified,
Korean+Specified) alongside the corresponding
MCQ language (English, Korean).



Correlation Between MCQ and Trap Question Scores by Topic IDs
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Figure 12: Spearman correlations between MCQ and
Trap question scores by topic ID across conditions
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Correlation Between MCQ and Interpretation Question Scores by Topic IDs
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Figure 13: Spearman correlations between MCQ and
Interpretation question scores by topic ID across condi-
tions.



