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ABSTRACT

Graph convolutional networks (GCNs) and their variants have achieved great suc-
cess in dealing with graph-structured data. Nevertheless, it is well known that
deep GCNss suffer from the over-smoothing problem, where node representations
tend to be indistinguishable as more layers are stacked up. The theoretical re-
search to date on deep GCNs has focused primarily on expressive power rather
than trainability, an optimization perspective. Compared to expressivity, train-
ability attempts to address a more fundamental question: Given a sufficiently ex-
pressive space of models, can we successfully find a good solution via gradient
descent-based optimizers? This work fills this gap by exploiting the Graph Neural
Tangent Kernel (GNTK), which governs the optimization trajectory under gradi-
ent descent for wide GCNs. We formulate the asymptotic behaviors of GNTK
in the large depth, which enables us to reveal the dropping trainability of wide
and deep GCNs at an exponential rate in the optimization process. Additionally,
we extend our theoretical framework to analyze residual connection-based tech-
niques, which are found to be merely able to mitigate the exponential decay of
trainability mildly. Inspired by our theoretical insights on trainability, we propose
Critical DropEdge, a connectivity-aware and graph-adaptive sampling method, to
alleviate the exponential decay problem more fundamentally. Experimental eval-
uation consistently confirms using our proposed method can achieve better results
compared to relevant counterparts with both infinite-width and finite-width.

1 INTRODUCTION

Recently, Graph Neural Networks (GNNs) have shown incredible abilities to learn node or graph
representations and achieved superior performance on various downstream tasks, such as node clas-
sification ( s ; s s ), graph classifica-
tion ( ; ; , ) and link prediction (

), etc. However most GNNs (e.g., GCNS) achieve their best only with a shallow depth, e.g., 2
or 3 layers, and their performance on those tasks would promptly degrade as the number of layers
grows. Towards this phenomenon, research attempts have been made to deepen understanding of
current GNN architectures and their expressive power. ( ) showed that GCN is a special
form of Laplacian smoothing, which mixes node representations with nearby neighbors. This mech-
anism potentially poses the risk of over-smoothing as more layers are stacked together, where node
representations tend to be indistinguishable from each other. ( ) investigated

*Equal Contribution.
"Work partially performed while at The University of Sydney



Published as a conference paper at ICLR 2022

the expressive power of GNNs using the asymptotic behaviors as the layer goes to infinity. They
proved that under certain conditions, the expressive power of GCN is determined by the topological
information of the underlying graph inherent in the graph spectra.

Nevertheless, it remains elusive how to theoretically understand why deep GCNs fail to optimize.
Existing theoretical investigation ( ; , ) on GNNs focus mainly
on expressivity, which measures the complexity of functions that can be represented by a neural
network. Exploring expressivity is theoretically convenient, but the corresponding conditions may
be violated during the gradient training process, thereby leading to inconsistencies between theo-
retical conclusions and empirical results of trained networks ( , ). Compared to
expressivity, trainability addresses a more difficult but fundamental perspective of neural networks:
How effectively a neural network can be optimized via gradient descent. The advantage of investi-
gating trainability is that we can directly determine whether GNNSs can be successfully trained under
certain conditions, and to what extent. We are therefore inspired to raise two important questions:

* Can we theoretically characterize the trainability of graph neural networks with respect to depth,
thus understanding why deep GCNs fail to generalize?

* Can we further design an algorithm to facilitate deeper GCNs, benefiting from our theoretical
investigation?

Our answers are yes to both questions. We resort to the infinitely-wide multi-layer GCN to de-
rive our solution. The research on infinitely-wide networks can be traced back to the seminal work
of ( ), which showed that single hidden layer networks with random weights at initializa-
tion (without training) are Gaussian Processes (GPs) in the infinite width limit. Later, the connection
between GPs and multi-layer infinitely-wide networks with Gaussian initialization ( ;

, ) and orthogonal weights ( , ) was reported. Recent
trends in Neural Tangent Kernel (NTK) have led to a proliferation of studies on the optimization and
generalization of infinitely (ultra)-wide networks. In particular, ( ) made a ground-
breaking discovery that gradient descent training in the infinite width limit can be captured by an
NTK. ( ) formulated Graph Neural Tangent Kernel (GNTK) for infinitely-wide GNNs
and shed light on theoretical guarantees for GNNs. Prior to the discovery of GNTK, there was lit-
tle understanding of the non-convexity of GNNs, which is analytically intractable. In the learning
regime of GCN governed by GNTK, the optimization becomes an almost convex problem, making
GNTK a promising perspective to study the trainability of deep GCNs.

In this work, we leverage the GNTK techniques of infinitely-wide networks to investigate whether
ultra-wide GCNss are trainable in the large depth. In particular, we formulate the large-depth asymp-
totic behavior of the GNTK, illuminated by innovative works on deep networks (

, ), through which we can analyze the optimization properties of deep GCNs. Spemf—
ically, we make the following contributions:

* To our best knowledge, we are the first to investigate the trainability of deep GCNs through GNTK.
We prove that all entries of a GNTK matrix regarding a pair of graphs converge exponentially to
the same value, making the GNTK matrix singular in the large depth. We thus establish a corollary
that the trainability of ultra-wide GCNs exponentially collapses on node classification tasks.

* We apply our theoretical analysis to the residual connection-based techniques for GCNs. Our
theory shows that residual connection can, to some extent, slow down the exponential decay rate
of trainability, but lack the ability to fundamentally solve the problem. This result enables to better
understand why and to what extent recent residual connection-based methods work.

* Our theoretical framework provides insights to guide the development of deep GCNs. We further
propose an edge-based sampling method, named Critical DropEdge, to effectively mitigate the
exponential decay of trainability. This graph-adaptive and connectivity-aware method is easy
to implement in both finitely-wide and infinitely-wide GNNs. Our experiments show using the
proposed method can outperform competitors in the large depth.

2 BACKGROUND AND PRELIMINARIES

We first review the results of infinitely-wide neural networks at initialization. We then review NTK,
making a connection to trainability. Finally, we introduce GCNs along with our setup and notation.

2
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2.1 INFINITELY-WIDE NETWORKS AT INITIALIZATION

We begin by considering a fully-connected network of depth L with width m; in each layer. The
weight and bias in the [-th layer are denoted by W) e R"™>™i-1 and p) € R™ . Letting the

pre-activations be given by h,(;l), information propagation in this network is governed by,

h,gl) Uw qu W(l)h(l 1) b(l) (1)

3

where ¢ : R — R is the activation functlon, oy and oy, define the variance scale of the weights
and biases, respectively. Given the parameterization that weights and biases are randomly generated

by i.i.d. normal distribution, i.e., Wl(jl), bgl) N (0, 1), the pre-activations are Gaussian distributed
in the infinite width limit as my, ms, ..., m;_1 — oo. This results from the central limit theorem
(CLT). Consider a dataset X € R"*4 of size n = | X|, the covariance matrix of Gaussian process
kernel (GPK) regarding infinitely-wide network is defined by ¥ (z, z’) = E[hgl) (x)h (l)( N]. Ac-
cording to the signal propagation (1), the covariance matrix or GPK with respect to layer can be
described by a recursion relation, £ (z, 2) = 62y, xr(0 s-1y [0(h(2))d(h(2'))] + of.

The mean-field theory is a paradigm that studies the limiting behavior of GPK, which is a mea-
sure of expressivity for networks ( , , ). In particular, ex-
pressivity describes to what extent two different 1nputs can be distinguished. The property of
evolution for expressivity X()(x,2’) is determined by how fast it converges to its fixed point
Y (x,2') = limy_eo X (x,2). It is shown that in almost the entire parameter space spanned
by hyper-parameters o, and o, the evolution exhibits a dramatic convergence rate formulated by
an exponential function except for a critical line known as the edge of chaos ( , ;

, ). Consequently, an infinitely-wide network loses its expressivity exponen-
tially in most cases while retaining the expressivity at the edge of chaos. Given this reason, we focus
on the edge of chaos in this work. In particular, we set the value of hyper-parameters to satisfy,
o2, [ D.[¢'(v/q"2)]* = 1, where ¢* is the fixed point of diagonal entries in the covariance matrix,

and f Dz = \/% f dze—3%" is the measure for a normal distribution. For the ReLU activation, edge

of chaos requires 02 = 2 and o7 = 0.

2.2 NEURAL TANGENT KERNEL AND TRAINABILITY

Most studies on infinitely-wide networks through mean-field theory ( , ;

s ) have focused solely on initialization without training. ( ) took
a step further by considering infinitely-wide networks trained with gradient descent. Let 7 be
the learning rate, and £ be the loss function. The dynamics of gradient flow for parameters

0 = vec({Wi(;), pi}) € R(Zimilmi—a+1)x1 the vector of all parameters, is given by,

00
5% —nVoL = —nVofi(X) Vi) L (2)
Then, the dynamics of output functions f(X) = vec(f(x).ecx) € R"™2*! follow,
Of (X 00
M) 9002 = 00X, X)9 00 G
where the NTK at time ¢ is defined as,
0:(X, X) = Vo fi(X)Vofi(X)T € Rrmexnme 4)
In a general case, the NTK varies with the training time, thus providing no substantial insights into
the convergence property of neural networks. Interestingly, as shown by ( ), the

NTK converges to an explicit limiting kernel and does not change during training in the infinite-
width limit. This leads to a simple but profound result in the case of mean squared error (MSE) loss,
L = 1| fe(X) — Y||3, where Y is the label associated with the input X,

fi(X) = (I = e719= 2Ny 4 710 (XN1 £y (X) 5)

where O, is the limiting kernel. This is the solution to an ordinary differential equation. As the
training time ¢ tends to infinity, the output function fits the label very well, i.e., foo(X) = Y. As
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proved by Lemma 1 in ( ), the network is trainable only if ©, (X, X) is non-
singular. Quantitatively, the condition number K = Apax/Amin can be a measure of trainability as
confirmed by ( ).

2.3 GRAPH CONVOLUTIONAL NETWORKS

We define an undirected graph as G = (V, £), where V is a set of nodes and & is a set of edges. We
denote the number of nodes in graph G by n = |V|. The nodes are associated with a node feature
matrix X € R™*4, and the corresponding labels are Y € R™** with d and k being the dimension
of node features and number of classes, respectively. In this work, we develop our theory towards
understanding the trainability of GCNs on node classification tasks.

GCNes iteratively update node features through aggregating and transforming the representations of
their neighbors. Figure 3 in Appendix A illustrates an overview of the information propagation
in a general GCN. We define a propagation unit to be the combination of a R-layer multi-layer
perceptron (MLP) and one aggregation operation. We use subscript (r) to denote the layer index
of MLP in each propagation unit and superscript (1) to indicate the index of aggregation operation,
which is also the index of the propagation unit. L is the total number of propagation units. To be
specific, the node representation propagation in GCNs through an MLP follows the expression,

1 _
WO W) = > k() (6)
(0) (R)
|N(U)| +1 UGN(u)Uu
D () = Oy, (l)
where hEg; = W((g R™Mxmi-1 " and bgr) € R™ are the learnable weights and biases, respec-

tively, ¢ is the activation function, A/ (u) is the neighborhood of node u, and A (u) U u is the union
of node u and its neighbors. Equation (6) reveals the node feature aggregation operation among its
neighborhood according to a GCN variant ( s ). Equation (7) is a standard non-
linear transformation with NTK-parameterization ( s ), where m is the width, i.e.,
number of neurons in each layer, o, and o}, define the variance scale of the weights and biases. For
the activation function, we focus on both ReLU and Tanh, which are denoted as ¢(z) = max{0, z}
and ¢(x) = tanh(z), respectively. Without loss of generality, our theoretical framework can handle
other common activation functions, whereas the GNTK work ( s ) only adopted ReL.U.

3 AGGREGATION PROVABLY LEADS TO EXPONENTIAL TRAINABILITY LOSS
3.1 GNTK FORMULATION

Based on the definition of NTK (4), we recursively formulate the propagation of GNTK in the
infinite-width limit. As information propagation in a GCN is built on two operations: aggregation (6)
and non-linear transformation (7), the corresponding formulas of GNTK are expressed as follows,

0) _ 1 1 U=1) () o
o0 ) = N, 2 2 Pw ) ®

veEN (u)Uu v’ €N (u/)Uu’

Of,) (s ') = Oy w/ V5 (s w') + 20 (1) ©)

The two equations above correspond to the aggregation operation and MLP transformation, respec-
tively. To compute the GNTK with respect to the depth, the key step is to obtain the covariance

matrix ZEQ)(U, u') = E[hgg( )hgl))( ")]. According to the CLT, node representation hElT)) (u) is a
Gaussian distribution in the infinite-width limit. Applying this result to equations (6) and (7), the
resultant covariance matrix is composed of two parts,

) 1 1 -1
B ) = W W1 2 2o T ) (0

u)Uu v’ €N (u/)Unu’

S ) =B (osw ) 00 + )
R (1
S ) =B (s, ) 0G0 +0f
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The first equation (10) results from the aggregation operation. Meanwhile, the second equation
(11) corresponds to the R-times non-linear transformations, where £, ., takes the expectation with

respect to a centered Gaussian process of covariance igifl) € R?*2 for previous MLP layer across

u,u’, and QS denotes the derivative of ¢.

3.2 TRAINABILITY IN THE LARGE DEPTH

We aim to characterize the behavior of GNTK matrix @g?) (@) € R™*™ as the depth tends to infinity.
From the GNTK formulation, both aggregation (8) and transformation (9) contribute simultaneously
to the final limiting result. We derive our theorem on the asymptotic behavior of infinitely-wide GCN
in the large depth limit, which is given as follows:

Theorem 1 (Convergence rate of GNTK). If transition matrix A(G) € R™X"* is irreducible and
aperiodic, with a stationary distribution vector 7(G) € R™ <1 ywhere @)EQ)(G) = A(G)égllg)l)(G)
and égi))(G) € R""*1 s the result of being vectorized. Then, there exist constants 0 < o < 1 and

C > 0, and constant vectors U,0 € R™ 1 depending on the number of MLP iterations R, such
that |O(1) (u,u') — #(G)T (RI7 + )| < Cal.

The proof sketch follows a divide-and-conquer manner. In particular, we first analyze the network
with only aggregation and prove that A(G) is a Markov transition matrix. Then, we formulate the
behavior of MLP in the large depth based on ( ). Finally, we derive the final result
by considering the two operations. We leave the complete proof in Appendix B.

In Theorem 1, we rigorously characterize the convergence properties of GNTK in the large depth
limit. As the depth goes to infinity, all entries in the GNTK converge to a unique quantity at an
exponential rate. We thus have @glr)) (GQ) ~ 7(Q)T (RID)1,,xn as | — oo, where 1,5, is an (n X n)-

dimensional matrix whose entries are one. The exponential convergence rate of @E%(G) implies
that the trainability of infinitely-wide GCNs degenerates dramatically, as stated below.

Corollary 1 (Trainability of ultra-wide GCNs). Consider a GCN of the form (6) and (7), with
depth 1, number of non-linear transformations r, an MSE loss, and a Lipchitz activation, trained
with gradient descent on a node classification task. Then, the output function follows, fi(X) =

) (1)

e_"g(r)(G)th(X) + (I - e_"@w)(G)t)Y. Then, @E%(G) is singular when | — oo. Moreover, there
exists a constant C' > 0 such that for all t > 0, || f(X) = Y| > C.

We leave proof in Appendix C. According to the above corollary, as [ — oo, the GNTK matrix
would become a singular matrix. This would lead to a discrepancy between output f;(X) and label
Y, which means GNTK loses the ability to fit the label. Therefore, an ultra-wide GCN with a large
depth cannot be trained successfully on node classification tasks.

4 TOWARDS DEEPENING GRAPH NEURAL NETWORKS
4.1 THEORETICAL ANALYSIS ON RESIDUAL CONNECTION

We have so far characterized the trainability of vanilla GCNs through the GNTK and showed that
the trainability of ultra-wide GCNs drops at an exponential rate. Recently, considerable efforts have
been made to deepen GCNs, among which residual connection-based techniques are widely applied
to resolve the over-smoothing problem ( , ). We now apply our theoretical framework to
analyze to what extent residual connection techniques could alleviate the trainability loss problem.

We first consider residual connection in aggregation, in which the propagation of the GNTK can be
formulated as, = = -
6W(@) = (1 -0)AG)O1(G) +661D(@q), (12)

where 0 < § < 1. Taking equation (12) as a new aggregation process, then (:)(l)(G) =

A(G)BE-1(@), where A(G) = (1 — 8).A(G) + 61. We prove that A(G) is also a transition
matrix with a greater second largest eigenvalue compared to the original matrix A(G).
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Theorem 2 (Convergence rate of residual connection in aggregation). Consider a GNTK of non-
linear transformation (9) and residual connection (12). Then with a stationary vector %(G) for
A(G), there exist constants 0<a<land C > 0, and constant vectors U and v’ depending on
R, such that |@(l) (u,u') — 7(@)T (RIT+ ¥")| < C&'. Furthermore, we denote the second largest

eigenvalue of A(G) and .A( ) as Ao and A2, respectively. Then, A2 > o

The detailed proof of Theorem 2 and the relationship between convergence rate and the second
largest eigvenvalue can be found in Appendix D.1. This theorem implies that a residual connection
in aggregation can slow down the convergence rate, which is consistent with empirical observations
that residual connection can help deepen GCNs.

Then, we consider residual connection only applied on non-linear transformation (MLP). In this
case, the recursive equation for the corresponding GNTK can be expressed as,

O (w,u') =00 (u,u) (B (u,w) + 1) + B (u, ) (13)
This formula is similar to the vanilla GNTK in the infinite-width limit. Only an additional residual
term appears according to residual connection. It turns out that this term may not help slow down
the convergence rate for non-linear transformation.

Theorem 3 (Convergence rate of GNTK with residual connection between transformations). Con-
sider a GNTK of the form (8) and (13). If A(QG) is irreducible and aperiodic, with a stationary
distribution @(QG), then there exist constants 0 < o < 1 and C > 0, and constant vectors ¥ and ¥’

(u u') — 7(G)T (RI(1 + “’) Rlg+ )| < Cal.

depending on R, such that,

(r)

Note that « in Theorem 3 is the same as in Theorem 1. The proof of Theorem 3 can be found
in Appendix D.2. Theorem 3 demonstrates that adding residual connection in MLP can not even
reduce the convergence rate of trainability. Finally, we consider residual connection applied to both
aggregation and non-linear transformation simultaneously:

Corollary 2 (Convergence rate of GNTK with residual connection in aggregation and transforma-
tion). Consider a GNTK of the form (12) and (13). If A(G) is irreducible and aperiodic, with a
stationary distribution 7(Q), there exist constants 0 < & < 1 and C > 0, and constant vectors

0_2
7,7 € R"*L depending on R, such that ‘@( 5w, u ") — (G)T(Rl(l + Z) Bl + 17’)’ < Cal.

4.2 A NEW SAMPLING METHOD: CRITICAL DROPEDGE

Residual connection is designed from a layer-wise perspective, but it has limited abilities to miti-
gate the exponential decay of trainability. To better resolve this problem, we need to look deeper
into the root cause of the problem — the transition matrix corresponding to the aggregation opera-
tion. A necessary condition for matrix .4(G) to be a probability transition matrix is that graph G
is connected. Thus, breaking the connectivity condition is a promising way of better solving the
exponential decay problem. One such method is to perform edge sampling guided by the critical
percolation theory ( , ; , ) in random graphs.

On a finite complete graph of n nodes, there exist E; = n(n — 1)/2 edges between all pairs of
nodes. A random graph G is achieved by randomly and uniformly preserving some edges from the
complete graph with an edge probability as p = | | , where | E| is the number of edges preserved
in the random graph. In this way, the critical percolatlon can be realized in the random graph with
a critical edge probability p. = 1/(n — 1) ( , ). In the thermodynamic limit of
n — o0, the critical random graph exhibits critical connectivity: the probability that there exists a
path from a fixed point to another point within a certain distance decreases polynomially.
Proposition 1 (Critical connectivity in random graph ( , ). Suppose a random
graph G has n nodes with a constant edge probability p. (1) If p < p, then almost every random
graph is such that its largest component' is of size O(logn); (2) If p > p., the random graph has a
giant component of size (1 — o, + 0o(1))n, where oy, < 1; (3) If p = p,, then the maximal size of a
component of almost every graph has order n*/®.

'In graph theory, a component of an undirected graph is an induced subgraph in which any two nodes are
connected to each other by paths.
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Figure 1: Convergence rate of GNKT. (a)-(c) Entries of the normalized (residual connection) GNTK
as a function of the depth, defined as Rl + r. All entries tend to have the same value as the
depth grows. (d)-(f) The element (entry)-wise distance of the normalized (residual connection)
GNTK as a function of the depth. The convergence rate can be bounded by an exponential function
y = exp(—0.15z) for vanilla and residual MLP GNTK, whereas the convergence rate of residual
aggregation is bounded by y = exp(—0.11x).

The proposition above implies that the information transforms in the critical random graph at a poly-
nomial rate rather than an exponential rate. This inspires us to solve the problem of exponentially
dropping trainability through designing a graph-dependent and connectivity-aware sampling algo-
rithm called Critical DropEdge. In particular, given a graph G, we randomly drop some edges and
preserve the number of edges as E,. = E; - p. = n/2, to approximate the critical graph. Unlike
DropEdge ( , ) that randomly removes a certain number of edges from the input

graph, our method fixes the edge preserving percentage as p = E,./|E| = % It is worth noting
that DropEdge may choose the edge probability as p < p. where information can only be passed
to a distance of O(logn) in the graph, or p > p. where the exponential decay of trainability may
occur. A further discussion of the relationship between Proposition | and the trainability of the

corresponding GNTK can be found in Appendix E.

5 EXPERIMENTS

In this section, we empirically verify our theoretical results and validate the proposed Critical
DropEdge method on node classification tasks. Details of four real-world graph datasets used for
node classification are summarized in Table 3 in Appendix F.1.

5.1 CONVERGENCE RESULTS OF GNTKS

Theorems 1-3 provide theoretical convergence rates for (residual) GNTK. We show the correspond-
ing numerical verification in Figure 1. We select a graph randomly from a bioinformatics dataset
(i.e., MUTAG), which consists of 18 nodes and 21 edges. We generate a GNTK of the graph using
the implementation of ( ), with ReLU activation, R = 3, and L = 300. Figure 1(a)-
(c) show that all entries of normalized GNTKs converge to an identical value as the depth goes
larger. Figure 1(d)-(f) further indicates that the convergence rate of GNTK is exponential, as re-
flected by our theorems. By comparing convergence rates, we conclude that the residual connection
in aggregation can slow down the convergence rate, which is consistent with Theorem 2.

5.2 TRAINABILITY OF WIDE GCNS

We further examine whether ultra-wide GCNs can be trained successfully for node classification.
We conduct experiments on a GCN ( , ), where we apply a width of 1,000 at
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each hidden layer and the depth ranging from 2 to 29. Figure 2 shows the training and test accuracy
on Cora, Citesser and Pubmed after 300 training epochs. These results show a dramatic drop in
both training and test accuracy as the depth grows, confirming that wide GCNs lose trainability
significantly in the large depth on node classification, as revealed by Corollary 1.

5.3 PERFORMANCE OF CRITICAL DROPEDGE
Node Classification

We apply Critical DropEdge (referred to as C-
DropEdge) to finitely-wide and infinitely-wide
GNNs on semi-supervised node classification. The ~  “~------- Cora

—— Citeseer

implementation details are given in Appendix F.2. g 0.6 Pubmed
For finitely-wide GNNs, we consider three back- &‘5 0.4
bones: GCN, JKNet, and IncepGCN (
, ). For DropEdge, we use the hyper- 02\
parameters reported in ( ) to obtain 0.0
the results. For C-DropEdge, we perform a random "0 10 20 30
hyper-parameter search and fix the edge preserving Depth
rate as p(G) = % In addition, we compare with  Figure 2: Training and test accuracy w.r.t.
DGN ( , ), a normalization-based model depth. Solid and dashed lines are train
baseline, which uses GCN ( , ) and test accuracy respectively.
and GAT ( , ) as backbones.

Table 1 summarizes node classification performance of finitely-wide GNNs with 4/8/16/32 layers
on three citation networks (Cora, Citesser, Pubmed) and one co-author network (Physics). In par-
ticular, we report the best performance across different backbones for DropEdge, C-DropEdge and
DGN, and leave separate results with different backbones in Appendix G.2. The reported results are
the mean and standard deviation over 10 times. As can be seen, C-DropEdge consistently outper-
forms GCN, DGN, and DropEdge, especially when the model is deep. Besides, C-DropEdge can
achieve smaller error variances, demonstrating stronger robustness than DropEdge.

For infinitely-wide GCNs, we consider two backbones: GCN ( s ) and JKNet
( , ). The corresponding results can be found in Appendix G.1.

Comparison to DropEdge. DropEdge and C-DropEdge differ largely in their hyper-parameter
search space. To ensure good performance, DropEdge needs to exhaustively search for the most
appropriate edge preserving percentage — one of the most significant hyper-parameters — that has a
crucial influence on the final performance. In contrast, C-DropEdge has a fixed and graph-dependent
edge preserving rate, which implies its hyper-parameter space is much smaller than that of DropE-
dge. To verify if C-DropEdge can achieve the results close to optimal, we conduct experiments with
various edge preserving rates, and present the results in Table 2. We conclude that, from both theo-
retical and empirical perspectives, the edge preserving percentage set by C-DropEdge is reasonable
and effective, achieving the results close to optimal.

6 RELATED WORK

Neural Tangent Kernel. NTKSs are used to describe the dynamics of infinitely-wide networks
during gradient descent training. In the infinite-width limit, NTK converges to an explicit limit-
ing kernel; besides, it stays constant durlng training, pr0V1d1ng a convergence guarantee for over-
parameterized networks (

; , ). Besides, NTK has been applled to various archltectures and brought a

wealth of results, such as orthogonal initialization ( ), convolutions (

), SVM ( , ), attention ( , ). As for graph networks, GNTK helps
us understand how GNNs learn a class of smooth functions on graphs ( , ) and how
they extrapolate differently from multi-layer perceptron ( , ).

Deep Graph Neural Networks. Since deep GNNs suffer from the over-smoothing problem, a
large and growing body of literature has made efforts in deepening GNNSs. There is a line of methods
that resort to residual connection to retain their feature expressivity in deep layers. ( )
use skip connection along with node representations from different neighborhood ranges to preserve
the locality of node representations. ( ) derive a personalized propagation of
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Table 1: Comparison results of test accuracy (%) between C-DropEdge, GCN, DropEdge, and DGN.

Datasets Methods 4-layer 8-layer 16-layer 32-layer
GCN 79.8+1.1 73.2+£27 363+13.8 20.1+24
Cora DropEdge 82.2+0.7 82.0+09 8224+0.7 821+£0.5
DGN 82.0+£09 80.2+08 77.7£1.0 73.0+08
C-DropEdge 82.5+0.7 823+0.6 824+0.8 82.6+09
GCN 61.2+£3.0 50.2+5.7 308+22 21.7£3.0
Citeseer DropEdge 70.2+1.0 70.8+11 70.7+1.0 70.2+£0.8
DGN 69.0£09 665+1.1 629+1.2 63.2£09
C-DropEdge 70.8+0.6 709+09 71.0+1.0 70.7£0.9
GCN 77.4£0.7 57.2+£84 39.5£10.3 36.3+84
Pubmed Dropedge 77.6+14 773+£13 76.7+£13 772+1.3
DGN 782+1.0 T778+12 77.24+13 Tr0+£1.1
C-DropEdge 78.0+£04 779£10 77.2+10 77.8+1.0
GCN 90.2+£09 835+22 416+6.2 288+94
Phvsics Dropedge 91.6+0.8 91.5+£0.7 91.24+0.5 91.3+£0.8
¥ DGN 922+1.0 86.4+0.7 834+0.6 83.2+0.8
C-DropEdge 91.9+0.7 91.7+£0.6 92.0+04 91.6=£0.6

Table 2: Comparison results of test accuracy at various edge preserving rates. Critical preserving
percentage for each dataset is marked in bold. The three best results per model are shaded in blue .

Cora Citeseer Pubmed
Percentage GCN-8 JKNet-4  Percentage GCN-4 IncepGCN-4 Percentage  JKNet-16  IncepGCN-32
0.05 58.2+19.6 82.0£0.6 0.15 68.8+1.2 70.1+£0.7 0.01 76.1+1.8 75.5+1.9
0.10 69.6+14.4 82.1+£0.6 0.20 68.8+1.1 70.6+0.9 0.05 76.2+1.5 76.1+1.3
0.15 69.7+£12.5 82.2+0.6 0.25 68.7+£0.8 70.5+0.9 0.10 76.0+14 76.8+1.3
0.20 75.4+£4.0 825£0.7 0.30 68.9+0.8 70.5+0.9 0.15 76.9+0.9 7T70+14
0.25 T73+25 825£0.7 0.35 69.0+0.8 70.8+0.6 0.22 76.9+0.9 77.8+0.9
0.30 772+£27 822+11 0.40 68.9+0.9 70.5+£0.4 0.25 76.9+1.1 75.8+2.5
0.35 772+£28 81.7+£0.38 0.45 68.4+1.7 70.1+£0.7 0.30 76.8+1.1 771+1.2
0.40 74.9+57 81.4+0.6 0.50 68.1+£0.9 70.24+0.8 0.35 76.4+1.2 77.6+£1.3
0.45 75.5+6.4 81.7+0.7 0.55 68.0+1.0 70.3+£0.7 0.40 76.3+1.3 7T76+1.1

neural predictions (PPNP) based on personalrzed Pagerank. Other similar works usrng residual
connection can also be seen in (
). Another line of approaches tackle the issue via regularlzatlon mechamsms such as node/edge

dropping (

) 5

normalization ( ,
series of latest works ( ,
) explore the underlying reasons for performance degradatron towards mrtrgatron solutions.

bl

), batch normalization (

), and group normahzatron (

)

7 CONCLUSION AND DISCUSSION

k)

s

s ), pair
). Recently, a

In this work, we have characterized the asymptotic behavior of GNTK to measure the trainability
of wide GCNs in the large depth. We prove that the trainability drops at an exponential rate due
to the aggregation operation. Furthermore, we apply our theoretical framework to investigate to
what extent residual connection-based techniques help deepen GCNs. We demonstrate that these
techniques can merely slow down the decay rate, but are unable to solve the exponential decay
problem in essence. To overcome the trainability loss problem, we further propose Critical DropE-
dge illuminated by our theoretical framework. The experimental results confirm that our method
can mitigate the trainability problem of deep GCNs. Future research directions include designing a
critical node-centric method so as to make better use of node information.
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A APPENDIX: A GENERAL GCN ARCHITECTURE

GCNes iteratively update node features through aggregating and transforming the representation of
their neighbors. Figure 3 illustrates an overview of information propagation in a general GCN
considered in this work.

Propagation Unit Propagation Unit

~N———— e — — —

Figure 3: Overview of the information propagation in a general GCN.

B APPENDIX: PROOFS FOR THEOREM 1

B.1 CONVERGENCE OF AGGREGATION GNTK

In Theorem 1 we demonstrate that matrix A(G) is a transition matrix, we first prove this proposition.
To this end, we block the non-linear transformation by setting # = 0. Then, the propagation of
GNTK can be expressed as,

1 1
0 N _ (1-1) /
O (u,u) N T 1IN+ 1 Z Z S) (v,0") (14)

vEN (u)Uu v/ €N (u)Uu’

In order to facilitate the calculation, we rewrite Equation (14) as the following format,
61(@) = A@)B6" "V (G) (15)

where (1) (G) € R"**1 is the result of being vectorized, and matrix A(G) € R X" is a square
matrix. We show the key result that A(G) is a probability transition matrix, and the limiting behavior

of ©)(@) in the following lemma,
Lemma 1 (Convergence of aggregation). Assume R = 0, then

Jim 0 (u,u') = 7(G)T6O(@)
— 00

where 7(G) € R™ *1, satisfying A(G)7(G) = #(G).

Proof. When R = 0, Equation (14) reduces to,

N 1 o
@(l)(u7u)— \N(u)|+1|/\/’(u’)\+1 Z Z @(l 1)(1},’[1)

veEN (u)Uu v’ eN (u/)Un’

In order to facilitate calculation, we rewrite the above equation in the format of matrix,
é(l)(G) — A(l)(G)é(l—l)(G)

where () (G) € R"**! s the result of being vectorized. Thus, the matrix operation A (G) €
R™**n* Tt is obvious that,

AB(G) = AF DG = = AD(@) = - = AD(G)

This implies that the aggregation operation is the same for each layer. The next step is to prove
A(Q) is a stochastic matrix (transition matrix):

> AG); =

13
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According to Equation (14), A(G) can be expressed as a Kronecker product of two matrices,
A(G) = [B(G)C(G)] ® [B(G)C(G)]

where B(G),C(G) € R™*™. We then analyse the two matrices separately:

(1) B(G) is a diagonal matrix, which corresponds to the factor ﬁ .

1
N(ul)Jrl

B(G) =

1

N(un)"!‘l

(2) The element of matrix C(G) is determined by whether there exists an edge between two vertices,
C(G)ij = b
where Sij = 1if 7+ == j or there is an edge between vertex ¢ and j, otherwise Sij = 0.
We then use the property of matrix 3 and C before Kronecker product,
1 < 1
B(G)C(G)|,., = ——F——— 0ijj = ——— )+1)=1
;[( )C( )]ZJ N(ui)Jrl; J N(ul)Jrl(N(u)"’ )

According to the definition of Kronecker product, we have,

Y AV(G)y =) Y IBG)C(G)awBG)C(G)]ea =1
J b d

where i = a+ (¢ —1)n,and j = b+ (d — 1)n.

So far, we have proved that A(G) is a stochastic matrix. According to the Perron-Frobenius Theory,

a stationary probability vector 7(G) € R™ *1 is defined as a distribution, which does not change
under application of the transition matrix; that is, it is defined as a probability distribution, which is
also an eigenvector of the probability matrix, associated with eigenvalue 1:

A7 (G) = 7(G)

Note that the spectral radius of every stochastic matrix is at most 1 by Gershgorin circle theorem.
Thus, the convergence rate is governed by the second largest eigenvalue.
Since lim;_, oo .AZ(-;)(G) = 7;(G), we have,

lim 6V (@) = lim A(@)60(G) = 1(G)6(G)

l—o00 l—o00
#(G)"
#(G)T
where II(G) = ) is the n? x n? matrix all of whose rows are the stationary distribu-
#(G)"

tion. Then, we can see that every element in 6w (GQ) converges exponentially to an identical value,
depending on the stationary distribution and initial state,

lim 01 (u,u) = 7#(G)"6(G)

l—o0

O

Remark 1. This lemma can be extended to the mulfi-graph setting, where matrix A(G,G') €

R X’ yigh respect to a pair of graphs G, G’ is a transition matrix as well, and n' is the number
of vertices in graph G'.

14
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B.2 CONVERGENCE OF MLP GPK

Before we prove Theorem 1, we introduce the result for the Gaussian Process kernel EE?) (G) of
a pure MLP. By doing so, we consider a network with only non-linear transformation, known as a
pure MLP. This leads to ZEIT)) (u,u’) = ¥ (u,u), where we use subscript (r) to denote the layer
index. And we rewrite the propagation function for GPK as follows,

Z(’l‘) (’U,, U/) = Gi]Ezl,ZQNN(O,i(Tfl)) [Qb(Zl)QS(ZQ)} =+ O.g (16)

and the variance i(r) € R2x2 g,

i(r) = ( E(T)((u/) ’U) E(T) (u’7U//) ) a7

The large depth behavior has been well studied in ( ), and we introduce the result
when the edge of chaos is realized. In particular, we set the value of hyper-parameters to satisfy,

Ui/DZM’/(\/qTZ)]Q =1 (18)

where ¢* is the fixed point of diagonal elements in the covariance matrix, and [Dz =
\/% f dze~3%" is the measure for a normal distribution. For the ReLU activation, equation (18)
requires 02 = 2 and o7 = 0.

The key idea is to study the asymptotic behavior of the normalized correlation defined as,

S (u, v’
Crlu,u') = GICEY . (19)
\/E(r) (U, ’LL) E(T) (ula u/)
Lemma 2 (Proposition 1 and 3 in ( )). Assume a network without aggregation,
i.e., L = 0, with a Lipschitz nonlinearity ¢, then,
o p(x) = (2)4, 1 — Cr(u,u’) ~ % asr — 00

2 [, 16/ (VT2)?]

. — — " ~ B = —F 5
¢(z) = tanh(z), 1 — Cr(u,u') as r — oo where 3 ACROGOR

T

Proof. We first decompose the integral calculation in the Equation (16) into two parts, diagonal
elements and non-diagonal elements:

Z('r) (uau) = 01211 /D ¢2( E(T,I)(U,U)Z) + Ug

S () = 02 / $(our) S(uz) + o

Dz1Dzo

where uw; = /Yi_1)(u,u)z;, and up = E(T1)(14’,u’)<C’,«_1(u,u’)21 +

1-— C’fl(u,u’)@), with Cy_q (u,u’) = Z(,._l)(u,u')/\/E(,._l)(u,u)E(,._l)(u’,u’).

For simplicity, we define ¢, (u) = X, (u, u), ¢, (u") = () (u', u"). We then proceed with the proof
by dividing the activation ¢(x) into two classes, namely, ReLU and Tanh.

ReLU activation, ¢(z) = max{0,z}. The recursive equation (16) for ¢.(u) reduces to,

2

Uw
qr(u) = 7%*1(“) + Ul?

The edge of chaos condition o2 [ D,[¢'(v/g*2)]?> = 1 requires 02, = 2 and 07 = 0 for ReLU
activation, which leads to,

Jim () = qol0) = g(a)

15
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Then the second integration for C, (u, u’) becomes,

Toy [ 2 pay O(V@r—1(@)21) (/01 (W) (Cri (w,0) 21 + /1T = Cr i (u,u')222)) + 0f
QT—I(U)

Cy(uy’) =

To investigate the propagation of C,.(u, u’), we set g-(u) = ¢,(u’) = g, and define,

o2 szlDZQ o(v/a=1)o(ya(zz + V1 —a222)) + of

q

fx) =
Let z € [0, 1], the derivative of f(z) satisfies,

f/(x) = 2/D > 121>01le+\/1—m2z2>0
zZ1PzZo

This can be seen from a simple derivation,

/ / d(21)0 (w21 + V1 — 2229) (21 — \/13172)

/ / é(21)0 (w21 + V1 — 2225)(21) / / d(21)d (w21 + V1 — 2225)(

Using an identity for Gaussian integration fD zg(z fD z) yields,

[ [ [0 a4 V=) + 0(a0)6 w1+ VT ) = (200" (0 + VT 220)
= / / ¢ (21)¢' (x21 + MZQ)
D., /D.,

\/1—:1:2 22)

Then the second derivative of f(z) becomes, f"(z) = - \/117 So using the equation above and
the condition f(0) = 3, we can obtain another form of the derivative of f(z),
1 1
! —— 3 _
fl(z) = - arcsin(z) + 5

Because [ arcsin = zarcsin++/1 — 22 and f(1) = 1, then for z € [0, 1],

Fla) = 2z arcsin(z) + 2v1 — 22 + a7
B 2m

Substituting f(x) = Cr.(u,u') and z = C,._1(u, v’), into expression above here, we have,

2C,_1(u,u’) aresin(Cyr 1 (u,u')) + 24 /1 — C%_, (u,w') + Cr—q (u, v )7
Cr(u,u")

- 2

Now we study the behavior of C,.(u, u') as r tends to infinity. Using Taylor expansion, we have,

@)oo=+ %( 1— )2+ 0((1 - 2)*?)

By induction analysis, the sequence C..(u, u’) increases to the fixed point 1. Besides, we can replace
x with C.(u, u'),

Crar(u,u') = Cp(u,u) + %(1 — Cr(u,u))*? + 0((1 = Cr(u,u'))®?)

Let v, =1 — C,(u,u’), then we have,

Q\f 232

Yr+1 = Tr + O( 5/2)
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so that,

- _ 2v2 3 /o 7 V2
Tt = A= A 00T = 4 S 1 0n)

As r tends to infinity, we have,
12 e V2

/errl T 3
It means,
¥,
" 3
Therefore, we have, ,
1—Cr(u,u’) ~ g%

Tanh activation, ¢(x) = tanh(z). For the argument of fixed point, we ask readers to refer to

( ). Here, we only discuss the convergence rate of GPK, which means we directly
assume that f(z) tends to 1 as the depth tends to infinity lim, o, C(u,u’) = 1. For the function
f(x), a Taylor expansion near 1 yields,

f@) =1+ @ - o+ E

where f'(1) = o7, [ [¢'(\/g2)], and f"(1) = o3,q [ [¢"(\/42)?]. Denote v, = 1 — C;(u,u'),
then we have,

(1) +O((z — 1)°/2)

2
Vr
Yr+1 = Vr — F + O(’Yls/Q)

2 [ [6' (VT 2)?]
where § = %. Therefore,

- - Ir 1, 1
Y = (1= ] +O0(?) ="+ B +0(,?).
Thus, we have,

1—Cy(u,u) ~ g asr — 00

O

Lemma 2 shows that the covariance matrix converges to a constant matrix at a polynomial rate of
1/7? for ReLU and of 1/r for tanh activation on the edge of chaos. This implies that a network
without aggregation could retain its expressivity at a large depth. However, for general cases, due
to aggregation, the rate of convergence would change from polynomial to exponential. This would
cause the trainability of deep GNNs to be problematic, as shown in the following section.

B.3 CONVERGENCE OF GPK FOR GCNS

Then we formally characterize the convergence of Gaussian Process kernel ZEIT)) (u,u') of a GCN in
the infinite-width limit:
Lemma 3. [f A(G) is ireducible and aperiodic, with a stationary distribution vector 7(G), then

. — 2 .
there exist constants 0 < « < 1 and C > 0, and constant vector v € R" %! depending on the
number of MLP iterations R, such that

IS0 (u, ') — #(G) 7] < Ca

Proof. We prove the result via an induction method. For [ = 0, according to the Cauchy-
Buniakowsky-Schwarz Inequality

SO (u,u') = BORY < RO o9z = 1

17
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Thus, there is a constant C, depending on G(V, E), and the number of MLP operations R, over
feature initialization, such that,

’2(0) u,u') — W(G)T’U‘ <C

Assume the result is valid for Eg ))( u’), then we have,
O] /
‘E,_ (u,u') — 7(G v’<C’0a
(1+1)

where Cj is a constant satisfying 0 < Cy < C. Now we consider the distance between E( ) (u,u’)

and Ca!*!. To compute this, we need to divide the propagation from [ layer to [ + 1 layer into three
steps:

0, s
LX) = B 7 7 BiR)
0, 50+
2. 50 - xl
3 E(H—l) Z(l-‘rl) E(l+1),

(0) (&) (r)

It is not hard to find that steps 1 and 3 correspond to non-linear transformation while step 2 corre-
sponds to aggregation operation, we then characterize them one by one,

MLP Propagation The assumption ’EEI)) (u

T

') — (G TU| < Cyal implicitly implies that

»® w,u’
C:(u, u’) is close to one. Because C,.(u, u’) = (ry () , then,
\/ZE:‘))(u,u) E“)(u u’)
AQ)T-Col (o H(G)T+ Col
7(G)TT + Coad 7(G)Tv — Coat

Because Cpal! < 7(G)T, we have C,.(u,u’) = 1+0(a!). Recall the property of MLP propagation
function f(z) for = C,(u, u’), when C;.(u, u') is close to 1:

F@ et =2+ 22 (1= a2 4 0((1 - )77

This implies,

2v2

S (1= Cly () +O(1 = Oy () = O(a)

|Crany(u,u') = Cry(u, )| =

With this result, we can further obtain,

l — l l - —
IS0 () = 7(G)T0) =[5 (u,w) = S (u,0) + 5 (u,0) = #(G) T
l (l - .
< |20 () = B0 (u, N+E)Wu> MGFM

1) l 1) l i
=100, () = O () S0 () 20 () + (S0 (w, ) = (G
:C’loﬂ +0001 < (Co+01)0&

where C is a positive constant. Repeat the proof process, we have a relation for Eg f)a) (u,u') at the
last step of 1,

|Z(R)(u u') — 7G5 < (Co + (R —1)Ch)al. (20)
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Aggregation Propagation We go through an aggregation operation .A(G). In this case, we use a
matrix form, and take equation (20) into aggregation function, yielding the result as follows,

SH(G) = AGED, (G) = AG)I(G)T + O(ah))

where O (al) € R"**1 denotes a vector in which every element is bounded by .

According to Theorem 4.9 in ( ), we have A'TI(G)v = TI(G)v as | — oo. When [ is
finite, the error is of exponential decay. Here, we use 0 < o < 1 to denote the corresponding base
number. Therefore,

|36 (u, ) = #(G)T0) < (Co+ (R—1)Cr)al .

Finally, by repeating the result in step 1, we have,

|E$TN7U)—W()Tﬂ<(ay+RCnl+P:caH¥

O

Remark 2. In the proof, there is a RC1 term in each propagation of | — | + 1, which may lead
to explosion when [ tends to infinity. Basically, this problem can be solved by a careful analysis,

because the constant C\ is associated with O(a:2"), which has a smaller order compared to O(cal).

B.4 CONVERGENCE OF GNTK

Finally, we arrive at our main theorem:

Theorem 1 (Convergence rate of GNTK). If transition matrix A(G) € R™*"" is irreducible and

aperiodic, with a stationary distribution vector #(G) € R" *1, where @(l) (@) = A(G)@élR)l)(G)

and ég?)(G) € R <1 is the result of being vectorized. Then there exist constants 0 < o < 1 and

C > 0, and constant vectors 0,0 € R <1 depending on the number of MLP iterations R, such
that’@() u,u') — #(G)T(RIT+v")| < Cal.

Proof. This proof has the same strategy to that of Lemma 3. The first step is to understand Equation
(9) in the large-depth limit.

9(1) ( ) @(l

(1l !
) (1 (U u’)ZET))(u,u/) + 3 (u,u)

(r)
According to the result of Lemma 3, we have already known,

S0 (') = #(G) T+ O(al)
To proceed the proof, we need to work out the behavior of ZEIT)) (u, u') in the large depth.
ReLU activation, ¢(z) = max{0,z}. Recall that we define C11 = f(C,), and we have,
fl(x) = %arcsin(:c) + %

Then, at the edge of chaos,
. 1 1
Yy (u,u') = f(Cr(u,u)) = = arcsin(Cy (u, u')) + 3
T

2
=1-2(1—=Cp(u, )2+ 001 = Cp(u,u))*? =14 0(a'?)
7r
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Tanh activation, ¢(z) = tanh(z). We have
fll@) =1~ (z=1)f"(1) + O((x - 1)%)
At the edge of chaos,
E(T) (u,u') =1+ O(al)
Now we prove the result via an induction method. For [ = 0, we directly have,

0 0 0
00 (') = £ (uu) < RO 2| n 12 = 1

Thus there is a constant C, depending on G(V, E), and the number of MLP operations R, over

feature initialization,
08 (u,u') — #(G)TT| < C
1

Assume the result is valid for @ET)) (u,u'), then we have,
100 (u,u') — #(G)T (RIT + )| < Ca

Now we consider the distance between © ;_1) (u,u') and 7(G)T (R(l+1)7+ ¢"). To prove this, we
need to divide the propagation from [ layer to [ + 1 layer into three steps:

0 0 0
L ©y) = Oy = = Op
0 (1+1)
2.0 — el
3 U+ 0! l+1) e

(0) (r)
For step 1, we have,
100, 1) (w,0) = F(G)T (IR + 1)T + 7))
= 20 () + 50 ()0 (u,w) = F(G)T (IR + 1)F + )|

= [#(&)TF(1 + O(ah)) + (1+ 0(a/?)O ) (u,w') — #(G)T (IR +1)7 +7)| < Co

Repeat the process, we have a relation for ol (R) (u, u') at the last transformation in step 1,
|@(R) (u, ') — #(G)T(IR+ R —r)i +¥')| < Ca.
Secondly, we go through an aggregation operation. Because it is a Markov chain step, we have,

OV (u,u) — 7(G)T(RL+ R — )i+ 7)] < Calt™,

Repeat the result in step 1, we finally have,
00 (u,u') = #(G)T (Rl + R)T + )|

|@§fj”(7 N = 7(G)T(RI+1)T+ 7| < CaltL

C TRAINABILITY OF ULTRA-WIDE GCNSs

Corollary 1 (Trainability of ultra-wide GCNs). Consider a GCN of the form (6) and (7), with
depth 1, number of non-linear transformations r, an MSE loss, and a Lipchitz activation, trained
with gradient descent on a node classification task. Then, the output function follows, fi(X) =

0]
7'@“')(G)tfo(X) +({I- 7"@ >(G)tY), where X andY are node features and labels from training
set. Then, @Elr)) (G) is singular when | — oco. Moreover, there exists a constant C > 0 such that for
H(X)-Y] > C.

20



Published as a conference paper at ICLR 2022

Proof. According to the result from ( ), GNTK @EZT)) (G) converges to a deterministic

kernel and remains constant during gradient descent in the infinite-width limit. We omit the proof
procedure for this result, since it is now a standard conclusion in the NTK study.

Based on the conclusion above, ( ) proved that the infinitely-wide neural network is
equivalent to its linearized mode,

(X)) = fo(X) + Vo fo(X)|o=p,wr

where w; = 0; — 0. We call it a linearized model because only zero and first order term of Taylor
expansion are kept. Since we know the dynamics of gradient flow using this linearized function are
governed by,

G = =1V fo(X)TV pin(x) L

rlin l
(X)) = =10 (G)V juin(x) L

where £ is an MSE loss, then the above equations have closed form solutions

. (O} O]
X) = OO o (X) 4+ (I - e Oy

Since Lee et al. ( ) showed that f}"(X) = f;(X) in the infinite width limit, thus we

have,
o) _ 1)
Fo(X) = e PO D (X)) 4 (T — e P @y 1)

In Theorem 1, we have shown @Ei)) (G) converges to a constant matrix at an exponential rate, thus
being singular in the large depth limit. According to Equation (21), we know that,

1£:(X) = Y = e "0 Dl (fy(X) — V|

Let @ES) be the GNTK in the large depth limit, @E:?) (G) = QT DQ be the decomposition of the

GNTK, where () is an orthogonal matrix and D is a diagonal matrix. Because @E:?) (@) is singular,
D has at least one zero value d; = 0, then

1£:(X) =Y = QT (fu(X) = Y)QIl = [[Q" (fo(X) — Y)QI;l
O

Remark 3. In the proof we assume the loss is MSE. Nevertheless, the conclusion regarding train-
ability can be applied to other common losses such as cross-entropy. For cross-entropy loss, even
though we cannot derive an analytical expression for the solution, we can prove that the GNTK
still governs the trainability and the law of GNTK is not affected by the loss. Thus, the results for
trainability still hold in the cross-entropy case.

D CONVERGENCE OF RESIDUAL GNTK

D.1 RESIDUAL CONNECTION IN AGGREGATION

Theorem 2 (Convergence rate of residual connection in aggregation). Consider a GNTK of non-
linear transformation (9) and residual connection (12). Then with a stationary vector %(G) for
A(G), there exist constants 0 < & < 1 and C > 0, and constant vectors U and v depending on
R, such that |®EQ) (u,u’) — %(G)T(Rl@' + )| < Cal. Furthermore, we denote the second largest

eigenvalue of A(G) and A(G) as Ay and Xo, respectively. Then, Xy > .

Proof. According to the aggregation function for covariance matrix, we have
0W(G) = (1 - 8)A(G)B1(G) +661-D(G)
= ((1 - 8)A+60BY(G) = 438D (G)
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The new aggregation matrix A(G ) is a stochastic transition matrix as well, which can be seen from,
ZA(G)” = (1 —9) ZA(G)” + 5ZIij =1
J J J

Then we compare the second largest eigenvalue between two transition matrices. Suppose the eigen-
values of the original matrix A(G) are {A; > A2 > -+ > A2 }. We already know that the maximum
eigenvalue is A\; = 1, and the converge rate is governed by the second largest eigenvalue \y. Now

we consider the second largest eigenvalue Ao of matrix A:
Ao=(1=Nha+0=Da+(1—X) >\
O

Remark 4. The theorem above gives us a certain conclusion about the relationship between Ao and
Aa. Here, we discuss more about the relationship between o and ¢&.. According to ( ),
the relationship between convergence rate o and the second largest eigenvalue Ao of tmnsmon
matrix A(G) can be expressed as,

@”) — 2T (RIG+ )| < Cl’~1A < ol
| u') — 7(G) 5

where « > o, and J > 1 is the size of the largest Jordan block of A(G). From the above inequality,
we can conclude that the second largest eigenvalue almost governs the convergence rate. However,

to maintain rigor, we cannot directly obtain o < ¢. Instead, from the result that A2 > Ag, we say
that & is roughly larger than «.

D.2 RESIDUAL CONNECTION IN MLP

Theorem 3 (Convergence rate of GNTK with residual connection between transformations). Con-
sider a GNTK of the form (8) and (12). If A(QG) is irreducible and aperiodic, with a stationary
distribution w(G), then there exist constants 0 < oo < 1 and C' > 0, and constant vectors v and v’

() w) = (O - (R + )5+ )| < Cal.

Proof. For residual connection in MLP, we have,

4: (1) = g1 () + T, (w) = (L+ T)g1 (w)

Since 02 > 0, g.(u) grows at an exponential rate.

Now, we turn to compute the correlation term C,.(u, u). For convenience, we suppose g.(u) =
¢r(u'). Then,

Crir(u,u) = 5 + 2L F(Cr(u, v
+1( ) QT+1( ) 1+ o2 qT(U) 1+ 07"’ 9 ( ( ))
1 S
= 70207"(747“/) + 202 f(Or(uvul))
1+ == 1+ ==

Using Taylor expansion of f near 1, as have been done in the proof of Lemma 2,

@)oo=+ 23\7[( - )"+ 0((1 - 2)*?)

we have,
2
U‘LL/
22

CT+1(U" u/) = OT(u7ul) + 37 2 [(1 - Cr(ua ul)g/Q + O((l - CT(U7UI)5/2))]
™ 1+ UTW
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Note that it is similar to the case of MLP without residual connection:

Coral,0) = Cofut!) + 222 (1= €y, +-O((1 — o,/

Following the proof diagram in Lemma 3 and Theorem 1, we can obtain the behavior of E( )(u u’)

and @ET)) (u,u’) in the large depth limit,
2
|50 (u, ) = F(G)T (1 + =2)™5) | < Ca

|00 (u,u') — #(G)T (RI(1 +

E APPENDIX: DISCUSSION ON THE TRAINABILITY OF GNTK WITH
CRTICAL DROPEDGE

According to the crltlcal percolation theory, there exists a large connected component of order O(n)
( , ), where n is the number of nodes in a graph. This
implies that there ex1sts a (connected) graph of size O(n) when we use the critical dropping rate.
To preserve information, edges would be resampled at every iteration. This implies that at each
iteration during training, the GNN takes a random and large graph. For the whole training process,
we can think that we have used all the information conveyed by the graph.

It would be interesting to consider deriving some theoretical results for the limiting behavior of the
GNTK in the large depth with Critical DropEdge. Since Critical DropEdge is originated from the
random graph theory, a promising approach is to analyze spectral distributions of adjacency matrix
and Laplacian matrix with a random graph model, like existing studies ( , ;

, )

F APPENDIX: DATASETS AND IMPLEMENTATION DETAILS

F.1 DATASETS

For node classification tasks, Cora, Citeseer and Pubmed ( , )) are three com-
monly used citation networks, and Physics ( s ) is a co-author network. Detailed
information of the four benchmark datasets is listed as follows and summarized in Table 3.

* The Cora dataset consists of 2,708 scientific publications classified into one of seven
classes, and 5,429 links. Each publication is described by a 0/1-valued word vector indi-
cating the absence/presence of the corresponding word from the dictionary. The dictionary
consists of 1,433 unique words.

* The Citeseer dataset consists of 3,312 scientific publications classified into one of six
classes, and 4,732 links. Each publication is described by a 0/1-valued word vector indi-
cating the absence/presence of the corresponding word from the dictionary. The dictionary
consists of 3,703 unique words.

* The Pubmed Diabetes dataset consists of 19,717 scientific publications from PubMed
database pertaining to diabetes classified into one of three classes. The citation network
consists of 44,338 links. Each publication is described by a TF-IDF weighted word vector
from a dictionary comprised of 500 unique words.

* The Physics dataset consists of 34,493 authors as nodes, and edges indicate whether two
authors have co-authored a paper. Node features are paper keywords from the author’s
papers. Following ( ), we reduce the original dimension (6,805 and 8,415)
to 500 using PCA. The split is the 20-per-class/30-per-class/rest. The goal of this task is to
classify each author’s respective field of study.
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Table 3: Details of Datasets

Dataset Nodes  Edges Classes Features Critical Edge Sampling  Train/Val/Test
Cora 2,708 5,429 7 1,433 24.94% 0.05/0.18/0.37
Citeseer 3,327 4,732 3,703 35.15% 0.04/0.15/0.30
Pubmed 19,717 44,338 500 22.23% 0.003/0.03/0.05
Physics 34,493 247,962 500 6.96 % 0.003/0.004/0.99

Table 4: Comparison results of test accuracy (%) with different infinite-wide backbones.

Dataset Backbone

Orignal C-DropEdge Original C-DropEdge Original C-DropEdge Original C-DropEdge

4-layer

8-layer

32-layer

64-layer

Cora GCN 7998  79.98 79.48 80.61 73.75 75.86 72.59 74.03
JKNet 7827  77.29 80.26 80.02 78.00 79.01 75.90 76.75

Citescer GCN 6638 66.97 54.42 64.88 50.72 51.22 4377 46.49
HeSCer ™ ykNet  67.04  67.67 65.54 66.45 54.57 56.39 46.71 47.96
pubmed GCN 7459 7477 73.58 76.67 71.63 74.77 66.28 71.72
u JKNet 7530 7435 76.42 77.17 75.71 76.68 74.81 75.74

F.2 EXPERIMENTAL IMPLEMENTATION

We use the PyTorch implementation to simulate both infinitely-wide and finitely-wide GCNs:

* The infinitely-wide GCNs use part of code from ( ), which is originally
adopted for graph classification. We redesign the calculation method of GNTK ( ,
)*> according to the formula in Section 3.1 and use it to process node classification

tasks.

* For finitely-wide GNNs with DropEdge ( , )3, we use the code from (
, ), we perform random hyper-parameter search for each model, and report the
case giving the best accuracy on validation set of each benchmark, following the same
strategy as ( ). The difference is that, in each experiment, we fix the edge

sampling percentage as p = V1 which listed in the last column of Table 3.

2|E|

All codes mentioned above use the MIT license. All experiments are conducted on two Nvidia
Quadro RTX 6000 GPUs.

G APPENDIX: ADDITIONAL EXPERIMENTS AND DISCUSSION

G.1 INFINITELY-WIDE BACKBONES

In the main paper, we reported the performance of GCNs with finite-width, here we show more
results with respect to infinitely-wide GCNs, as shown in Table 4. We apply Critical DropEdge
to infinitely-wide backbones on semi-supervised node classification. We consider two backbones,
which are GCN ( , ) and JKNet ( , ), and the edge preserving per-
centage p(G) is shown in Table 3. First, we calculate a GNTK with respect to the graph data and
GNN. Then, we apply kernel regression with calculated GNTK to complete node classification task.

Table 4 summaries the performance on three citation networks. In this table, we report the perfor-
mance of GCNs with 4/8/32/64 layers. It is shown that, in most cases, using Critical DropEdge
(C-DropEdge) can achieve better results than original GNNs in the infinitely-wide case, especially
when the model is deep.

>We use the implementation of GNTK available at ht tps: //github.com/KangchengHou/gntk.
3We use the DropEdgeimplementation available at https://github.com/DropEdge/DropEdge.
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Table 5: Comparison results of test accuracy (%) between C-DropEdge and DropEdge.

Backbone 4-layer 8-layer
Finite Original  DropEdge C-DropEdge Original DropEdge C-DropEdge

GCN 79.8+1.1 804+£14 820+12 73.2+£27 75.1+£24 773+25
Cora JKNet 81.1+£1.0 822407 825+£0.7 809+12 82.0+£09 82105
IncepGCN 80.0+£0.9 80.6+1.2 824+05 786+17 81.2+1.3 823+0.6

GCN 61.2+£3.0 63.7+£25 69.0+£08 50.2+57 528 +5.1 541+59
Citeseer JKNet 69.6+1.2 702+10 703+£0.7 70.7+10 70.5+1.1 70.8+1.2
IncepGCN 69.4+15 70010 708+0.6 69.0+12 70.8+1.1 709+0.5

GCN 77.4+07 77614 78.0+04 572+£84 57.5+£6.1 58.9+6.9
Pubmed  JKNet 76.5£09 77.1+11 774+10 76.1+14 76.6+1.0 76.6+0.9
IncepGCN 76.7+£1.7 774+15 77.6+£11 775+13 7T73+£12 77.9+1.0

GCN 90.2+09 91.6+08 91.9+0.7 835+22 86.3+18 852+23
Physics ~ JKNet 90.6£1.7 91.0+£09 91.5+04 904+15 91.5+0.7 91.7+0.6
IncepGCN 91.0£1.1 91.4+05 91.5+03 90.5+£08 91.4+0.8 91.5+0.6

Dataset

Backbone 16-layer 32-layer
Finite Original  DropEdge C-DropEdge Original DropEdge C-DropEdge

GCN  36.3+13.8 55.1+5.2 585+£39 20.1+24 221+20 247+18
Cora JKNet 79.9+£1.6 822407 824408 804+14 82.1+0.5 82.6+0.9
IncepGCN 78.7+1.0 80.2+13 820+£08 785+18 80.9+08 81.6+09

GCN 30.8+22 357+19 36.6+2.0 21.7+£3.0 23.1+1.0 252+0.9
Citeseer ~ JKNet 692+1.2 688+16 695+10 68.1+23 699+14 70.1=+0.6
IncepGCN 68.4+1.2 70.7+£1.0 71.0+1.0 686+19 70.2+0.8 70.7+0.9

GCN  39.5+10.3 37.0+9.6 42.6+64 36384 37.4+88 385+L6.1
Pubmed  JKNet 76.6£0.9 76.1+£08 769+09 771+£08 77.0+£09 77.2+1.0
IncepGCN 76.5+1.5 76.7+13 77.2+£10 77014 772+13 77.8+1.0

GCN 41.6+6.2 45.8+6.3 46.2+5.7 288+9.4 31.1+8.8 36.2+84
Physics ~ JKNet 90.3+£1.0 91.24+£05 915+04 90.6+1.0 91.3£08 91.6+0.6
IncepGCN 91.4+0.4 92.0£0.5 92.0+04 OOM OOM OOM

OOM means Out-Of-Memory.

Dataset

G.2 PERFORMANCE OF USING DIFFERENT BACKBONES

The results presented in Table | are the best across different backbones. Table 5 further compares
the results of vanilla GNN, DropEdge and C-DropEdge for three different backbones (GCN, JKNet
and IncepGCN). From the table we can conclude that Critical DropEdge consistently outperforms
DropEdge and vanilla GNNS.

G.3 TRAINABILITY OF GNTK WITH CRITICAL DROPEDGE

We implement deep GCNs with/without DropEdge and C-DropEdge to compare the training per-
formance. The results are shown in Figure 4. The training loss of GCN and GCN with DropEdge
has a slower convergence rate and converges to a larger error compared to GCN with C-DropEdge.
This indicates that C-DropEdge can achieve better trainability compared to GCN and GCN with
DropEdge. Besides, the convergence results of GNTKs with C-DropEdge are shown in Figure 5.
Compared to residual connection, we find that the normalized GNTK elements would not converge
to a single value, and the convergence rate curve does not depend on the depth. This implies that
residual connection mitigates the trainability loss by slowing down the exponential convergence rate,
while C-DropEdge directly changes the convergence results.
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(a) Cora GCN-8
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Figure 4: Training loss as a function of epochs. (a) We implement 8-layer GCN, GCN with DropE-
dge, GCN with C-DropEdge on Cora. (b) 12-layer GCN, GCN with DropEdge, GCN with C-
DropEdge on Citeseer. The training loss of GCN and GCN with DropEdge has a slower convergence
rate and converges to a larger error compared to GCN with C-DropEdge.

(a) C-DropEdge GNTK Collapse
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(b) C-DropEdge Convergence Rate
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Figure 5: Convergence rate of GNTK with C-DropEdge. (a) Elements of the normalized (residual
connection) GNTK as a function of the depth, defined as Rl + r. Different elements tend to have
different value as depth grows (b) The element-wide distance of the normalized GNTK as a function
of the depth. The converge rate is no longer bounded by an exponential function. Instead, it remains

parallel to the horizontal depth axis.
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