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Abstract

If by ’realistic’ we mean indistinguishable from (fresh) real data, generating realistic
synthetic tabular data is far from being a trivial task. We present here a series of
experiments showing that strong classifiers like XGBoost are able to distinguish
state-of-the-art synthetic data from fresh real data almost perfectly on several
tabular datasets. By studying the important features of these classifiers, we remark
that mixed-type (continuous/discrete) and ill-distributed numerical columns are the
ones which are the less faithfully reconstituted. We hence propose and experiment
a series of automated reversible column-wise encoders which improve the realism
of the generators.

1 Introduction

Tabular data is the most common form of data in industry. It is ubiquitous in many key applications
such as medical diagnosis, anomaly detection, predictive analytic, click-through rate prediction,
user recommendation, or customer churn prediction [36, 5, 9]. In all these domains, the ability to
generate realistic data has several applications such as privacy [52], testing [50], data imputation [13],
oversampling [19] or explainability [26]. The flexibility of neural networks and their potential ability
to ’understand’ tabular data through the pre-training/fine-tuning paradigm are appealing research
avenues with several applications [21, 4, 17]. However, despite recent efforts to design adapted
architectures [3, 28], tabular data still poses a huge challenge for neural networks on predictive tasks
where boosted decision trees like XGBoost [15] remain the best option both for performances and
training time (see [23, 9, 49, 25, 20]).

A key difficulty of tabular data is the heterogeneity of features. A table mostly contains categorical
features (sex, occupation,...) which are reputed unordered and discrete, and numerical features (age,
capital-gain...) which are frequently assumed to be ordered and continuous. But things are often
more complex: Categorical values can exhibit some ordering or semantic structure, they are often
highly unbalanced with scarce, missing, or even erroneous values. Numerical values can behave like
mixtures of discrete, truncated or continuous distributions. They are often ill-distributed with long
tails, extreme outliers, and various scales. All these numerical oddities, well described in [56] and
[11], can have a deleterious effect on the models that are trained with gradient descent.

Despite recent efforts to deploy adapted neural architectures [5, 9], a practitioner willing nowadays
to work with neural networks and tabular data is bound to handcraft a problem-specific encod-
ing/decoding procedure for each table column [49]. Recent works on tabular data suggest that
proper encoding methods rather than architecture innovations can significantly boost performances of
discriminative and generative models [9, 24, 55].

Most of these issues are shared between predictive and generative models. But generative tasks also
induce additional difficulties. Contrary to purely predictive models, the encoding procedures for
generative models also have to be reversible. Another difficulty is evaluation. Evaluating generative
models is known to be a delicate issue in general [54], but for tabular data, unlike in computer vision
where a visual sanity check can be performed, the visual checking of a single generated tabular row,
when not meaningless, requires a deep knowledge of the problem.
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Figure 1: An illustrative example showing that single-target ML-efficacy is not a sufficient measure.
On the left hand side the original ’two-moons’ dataset with the score map of a Random-Forest
classifier that obtains a perfect test AUC of 99.9%. On the right-hand side a very unrealistic dataset
that frames the decision boundary. A new classifier trained on this ’framing’ data obtains a perfect
test AUC as well: decision framing is the simplest way to maximize ML-efficacy.

Our contributions are as follows: In section 2 we first highlight with a toy example that single-
target ML-efficacy, a popular metric in the literature on deep tabular data generation, is not robust to
inconsistencies between real and fake samples. We hence argue, following [37], that the Classifier
Two-Sample Test (C2ST) is more relevant, and way more challenging than ML-efficacy to assess the
realism of synthetic tabular data.

We then show in Section3 that strong classifiers are able to distinguish state-of-the-art synthetic data
from real data almost perfectly on several tabular datasets. We highlight with a post-hoc analysis
of these classifiers that the poor performances of the generative models we tested are mainly dues
to mixed-type and ill-distributed numerical features. In sections 4 and 5 we finally propose three –
data-driven – encoding schemes for numerical features and show that some of them allow models to
generate fake samples with consistently improved C2ST scores.

2 Classifier two-sample test as a realism measure for tabular data

Several measures can be employed to evaluate the performance of generative models for tabular data
[46]. A classical sanity check consists of visually comparing the histograms for each column [16, 45,
14]. This comparison can also be automated by using two-sample statistics like Kolmogorov-Smirnov
[6, 37], but averaging single-column metrics does not take into account the inter-dependencies
between features. Other metrics proposed in [46] average multi-columns aggregates to circumvent
this problem, but the aggregate’s choice is rather arbitrary.

A popular metric that takes the dependencies into account is machine learning efficacy (ML-efficacy).
Driven by privacy applications, this metric relates to the (test) performance gap between predictive
models trained respectively on real and artificial data [16, 12, 6, 45, 55, 56, 34]. This metric can be
single-target or averaged on multiple target columns. Most publications however use single-target
ML-efficacy as it is less costly to compute.

But, as a matter of fact, the best way to maximize ML-efficacy is not to generate realistic data. It is
sufficient to train a classifier on original data and generate samples that properly frame its decision
boundaries. We illustrate this fact with a toy example in Figure 1.

We propose to evaluate the tabular generative models with a less frequently used metric called
Classifier 2-sample test (C2ST) or Detection test in SDV [46]. This metric, well studied in [37],
consists in quantifying the ability of a binary classifier to discriminate fresh real data from fake data.
The C2ST methodology proceeds as follow: We first split the original dataset into a train set Dtrain

and a test set Dtest. We train the generative model on Dtrain and use it to generate an artificial test set
Dsyn with |Dsyn| = |Dtest|. We then construct the labeled dataset T = Dtest×{real} ⊔Dsyn×{fake}
that we randomly split into a train set Ttrain and a test set Ttest. We finally train a ’discriminant’
classifier on Ttrain to estimates the probability for an instance to be fake. The performance of this
discriminant classifier on Ttest is our C2ST statistic.

In our experiments we assess this performance with the Area Under the ROC Curve (AUC): an AUC
of 0.5 means that synthetic data is indistinguishable from real data, while an AUC of 1 means that
synthetic instances are easily spotted by the classifier. Note that, contrary to the discriminator model
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in Generative Adversarial Networks (GANs) [22], the discriminant classifier we use is trained and
tested from scratch on fresh data. We can experience overfitted GANs with poor C2ST scores, but
where the internal discriminator is fooled by its generator. As developed in the next section, we found
through extensive experiments that recent GAN-based or VAE-based generative models that could
reach high ML-efficacy scores were easily discriminated from the real data through an XGBoost-based
two sample test.

3 Synthetic tabular data is easily spotted by XGBoost

Most of the numerous proposed approaches for tabular data generation provide both architecture
innovations and encoding/decoding innovations. Among the non-neural methods, copulas [33, 43,
48, 46] are popular because they allows us to model the marginals and the features inter-dependencies
separately. There have also been some recent attempts to combine copulas with graphical models
[41, 7], and neural networks [53, 30, 32, 1, 46].

Among the deep generative models, several variants of GANs have been tested and adapted in order to
cope with tabular data [2, 16, 12, 42, 45, 31, 14]. A Few Variational Auto-Encoders (VAE) have been
tested as well [55, 38, 26], and some recent works also applied normalizing FLOWS on tabular data
[32, 35]. Among the proposed models, conditional generators like CTGAN and TVAE [55], CWGAN
[19], and CTAB-GAN [56] are the most flexible for data imputation or oversampling, and their ability
to learn-by-sampling is an efficient counter-measure against categorical imbalance training issues.

3.1 Classifier-based two-sample test experiment

As a first experiment, we evaluate the realism of three representative tabular data generators in terms
of C2ST. We chose to test CTGAN, TVAE, and GAUSSIAN COPULAS generators because these
models are known to achieve state-of-the-art performance in term of ML-efficiency and because they
are publicly available with – automated – features encoding/decoding schemes as part of the SDV
project [48, 46]. Another interesting improvement proposed with CTGAN and TVAE is the use of
Gaussian mixtures (GM) for mode-specific normalization of numerical features. Some interesting
improvements have also been proposed in [56], but the proposed solutions mostly rely on handcrafted
features engineering.

For this experiment we used eight real world datasets from the benchmark provided in [55]. We
added to this benchmark, a few artificial datasets provided in scikit-learn [47]. We modified the
SDV evaluation procedure in order to add C2ST score with stronger classifiers1: Gradient Boosting,
Random Forest, Multi-Layer Perceptron (MLP) from Scikit-learn [47] and XGboost [15]. Each
generative model was trained on a 70% split using default hyper-parameters. The C2ST’s classifiers
were trained and evaluated using a 3-fold cross validation with their default hyper-parameters.

The results are summarized in Figure 2. We found that all models: CTGAN, TVAE and GAUSSIAN
COPULAS obtain poor C2ST scores, especially on real-world datasets where all classifiers are able to
discern fake data from real data with an AUC that is greater than 0.80. Moreover, as expected, the
XGboost classifier is outperforming the other classifiers, detecting fake data with an AUC greater than
0.92 for all real datasets.

Our first experiments revealed two interesting result: (i) Although better than the ones generated
by GAUSSIAN COPULAS, the fake examples generated by CTGAN and TVAE still contain patterns
that allowed all classifiers to discriminate them from real examples. (ii) Achieving high ML-efficacy
scores is not sufficient to affirm that the fake samples follow the same distribution as the real data.

3.2 Post-hoc analysis of the discriminating classifiers

In order to explain the poor scores obtained on Figure 2, we retrieve two standard feature-importance
measures from the discriminating classifiers [44]: the impurity-based importance and the permutation-
based importance. In Figure 3, we compare, for three datasets, the importance of numerical features
against categorical (multi-class and binary) features, revealing that numerical features have a much
higher impact than categorical features.

1See SDMetrics patch on github.com/sdv-dev/SDMetrics/pull/235
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Figure 2: C2ST scores using respectively CTGAN (first row); TVAE (second row); and GAUSSIAN
COPULAS generators (last row) with their original hyper-parameters and encodings on several datasets.
We tested different classifiers: scikitlearn’s gradient boosting in blue, scikitlearn’s random forest in
orange, Multi-Layers Perceptron (MLP) with 100 hidden neurons in green, and XGBoost in yellow.
Recall that an AUC of 1.0 means that the classifier detects all fake instances while an AUC of 0.5
means perfect indistinguishability.

Our results show that the conditional generative models are doing well with the sparsity of categorical
features, but still fail at efficiently capturing the complexity of multivariate numerical values. As
mentioned in the introduction, the behaviour of numerical features are often complex with multiple
scales, multiple modes, long-tails, and mixed-types with continuous distributions, discrete events and
truncation effects. These numerical oddities are illustrated in Figure 4.

4 Improving numerical encoders

As we have seen previously, the samples generated by CTGAN and TVAE can perfectly be distin-
guished from real data (Figure 2), and we believe that this is mainly due to the lack of a proper
numerical feature representation. Our goal in this work is not to propose another network architecture,
but rather to explore new approaches for numerical features encoding and study their impact on the
realism of the generated samples.

We use one-hot encoding for categorical features. The – derivable – reverse transform for this
encoding is to return the Gumbel-softmax [29]. Various strategies such as hierarchy, embeddings or
hashing, have been proposed to deal with large dimensions (see [27] for a survey), but several were
designed for input data and are not reversible, hence not suitable for data generation.

For numerical features the most basic transform is normalization. But, as pointed-out in [51], in
presence of multi-modal distributions, normalization does not prevent a GAN to collapse into a
single mode (even on a 2D dataset). Our baseline will be the approach of [55], called mode-specific
normalization, which consists in fitting a Variational Gaussian Mixture model [8] on each numeric
feature. We will call this encoder VGM encoder. We categorize the encodings we propose in two
types: feature binning and marginal-density estimation.
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Figure 3: A scatter plot with two feature importance metrics retrieved from a classifier trained to
discriminate samples generated by CTGAN from real data. The y-axis shows the impurity-based
feature importance. The x-axis shows the ∆AUC permutation importance. Each dot is a table column
with numerical columns in blue, multiClass columns in orange and binary columns in green.

Figure 4: Examples of ill-distributed numerical features with Diracs, long-tails and semi-discrete
behaviours (with log-scale). On the left-hand side Hillshade_3pm (from covtype) with a heavy
peak in zero meaning "no-measure". In the middle capital-gain with an extreme outlier peak
meaning "more than 100000", and on the right-hand side hours-per-week with several isolated
peaks, one for each work contract.

4.1 Feature binning

Feature binning is a long-existing discretization technique where the value range is partitioned into
disjoint intervals called bins, and where every scalar value is represented by its corresponding bin
index. This lossy encoding is known to improve Naive Bayes classifiers [18, 10]. Recently, [24]
studied the effect of binning on predictive neural networks and proposed a lossless binning encoder,
called Piecewise Linear Encoding (PLE), where the edges of the bins are used to construct piece-wise
linear representations of the original scalar values. We propose here two adaptations of feature
binning for generative models.

Let X be a numerical feature, and let b0, b1, . . . , bm be its bin edges determined trough equal-
frequency or another method. Given a value x ∈ X , the bin index ix is the index verifying
bix ≤ x < bix+1. We propose two encoding schemes:

Piecewise Linear Encoding (PLE) This method, directly inspired from [24], takes an input value
x ∈ X and returns the concatenation of a one-hot vector v = (v0, . . . , vm) for the bin index ix and a
scalar value α representing the min-max normalization of x inside its bin. Formally, ple(x) = v ⊕ α

with vi = 1bi≤x<bi+1
and α =

x−bix
bix+1−bix

.

The scalar α being in the interval [0, 1], it can be generated using a sigmoid function. The one-hot
representation v is generated with a Gumbel-softmax [29]. The inverse transform is obtained by
x = (1− α) · bix + α · bix+1.
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Figure 5: Contrary to the standard deterministic quantile transform which preserves the discrete
behaviours, the randomized CDF "dequantizes" the original distribution into a smooth uniform.
Although randomized, this transformation does not lose information.

Prototype Encoding (PTP) The prototype encoding method takes inspiration from prototypical
networks [40]. The idea consists of viewing the input value x ∈ X as a weighted average of the
edges/prototypes values b0, . . . , bm. The input value x is hence encoded into a vector of positive
weights ptp(x) = (w0, . . . , wm) such that

∑m
i=0 wi · bi = x. This representation is not unique. In

order to keep the weights as sparse as possible we define the forward encoding by:

wi =

{
1− α when i = ix,
α when i = ix + 1,
0 otherwise

Where ix and α are defined as for the PLE encoder. The PTP representation of a scalar can be generated
with a softmax function. The inverse transform is a simple scalar product: ptp(x) · (b0, . . . , bm).

4.2 Marginal-density estimation

Following the same approach as with copulas, we fit for each numerical feature a model that maps
its distribution to a uniform one, hence leaving only for the generative model to learn the joint
distribution between the uniform marginals. This approach has been already explored, for example in
[38] using marginal VAEs and in [32] using univariate normalizing flows. However, fitting and tuning
a neural network for each feature is computationally expensive, especially with high-dimensional
datasets. We propose here the cumulative-distribution-function (CDF) encoder, which relies directly
on the raw empirical CDF to perform a smooth encoding.

Formally let fx = {x1, . . . xn} be the train values of a numerical feature. We define the two following
functions:

F (x) =
1

n

n∑
i=1

1xi<x and D(x) =
1

n

n∑
i=1

1xi=x

Note that F (x) (resp. D(x)) is an approximation of P(X < x) (resp. P(X = x) ). The forward
encoding of a value x ∈ R is F (x) or a uniform sample from [F (x), F (x) +D(x)] if x ∈ fx. As
described on Figure 5, this encoding transforms any peaked numerical feature into a "dequantized"
continuous representation that is guaranteed to be uniformly distributed in [0, 1]. It hence differs from
the deterministic QuantileTransformer from scikitlearn which always returns F (x). The reverse
transform is F−1(u) = max{x | F (x) ≤ u}.

4.3 Hybrid encoder

We have seen throughout our experiments that both the binning-based encoders and the density-based
encoder achieve competitive results compared to the VGM encoder (Figure 6). The CDF encoder
makes it extremely easy to capture the marginal distribution but misses the redundant encoding
that the binning method provides. To take advantage of both methods we designed PLE_CDF: an
hybridization of the CDF encoder and the PLE encoder. It consists of first, applying a CDF encoder
to transform a numerical feature into a uniform distribution, then applying the PLE encoder on the
resulting transformation.
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Figure 6: Behavior of a CTGAN model in presence of mixed-type distributions (first row) and
multi-modal distributions (second row). On the far left side is the target distribution. The other
three figures show the histograms of CTGAN-generated samples using respectively a VGM encoder,
a PTP encoder, and a CDF encoder. The task in the first row is to generate a mix of three uniform
distributions and three Dirac impulses. Erroneous samples are highlighted in orange. Note the
inability of Gaussian mixtures and prototypes to model Diracs impulses. In the second row the real
data correspond to the hours-per-week in adult dataset. To facilitate the comparison between the
models we computed a univariate C2ST score, which shows that the samples synthesized using the
CDF encoder and the PTP encoder are harder to discriminate from real data.

5 Experiment

In this section we empirically evaluate the impact of the techniques discussed in section 4 on CTGAN
and TVAE, and compare them with the VGM encoder [55].

We use C2ST as detailed in Section2. To make the task harder we use the strongest classifier
in our preliminary experiments, i.e, The XGBoost classifier. We also use ML-efficacy and two
additional metrics for privacy and overfitting: Distance to Closest Records (DCR) and Nearest
Neighbor Distance Ratio (NNDR) [39]. These two metrics are here to prevent from a generative
model that would just sample rows from training data, even if, as mentioned in [37], a sufficiently
large set of generated samples would reveal such memorization to the two-sample test. All reported
measures are the averaged results of a 3-fold cross validation. For the ML-efficacy scores we report
the average measure (AUC for binary classification and Accuracy for multiclass classification) of all
used classifiers.

For each model (CTGAN and TVAE) and each dataset we compared the performances using the
baseline Gaussian mode-specific normalisation (denoted VGM) against its performance using the
techniques introduced in section 4 (PLE, PTP, CDF and PLE_CDF). Each model was trained for 300
epochs using the default hyperparameters in the original paper [55].

The results for four real-world datasets are summarized in Tables 1, 2, 3 and 4. The first row, named
Identity, gives the performance of a perfect generator, i.e., a model that would generate exactly the
test set. The main takeaways of this experiment are:

• For 3 out of the 4 datasets we used, our encoders achieved, on each model, significant
improvement in terms of C2ST scores over the existing VGM encoder, with the PLE_CDF
encoder consistently achieving the best scores.

• All models passed the over-fitting DCR test (only one occurrence of p-value lower than 0.1)
• All models have an NNDR higher than the test set (Identity).
• Our encoders do not seem to have any significant impact on the ML-efficacy. We can safely

say that all encoders have similar ML-efficacy scores.
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C2ST↓ DCR↑ NNDR↑ ML-efficacy↑
Identity 0.51±0.00 1.00±0.00 0.33±0.00 0.79±0.01

TVAE

VGM 0.97±0.00 0.18±0.20 0.38±0.03 0.77±0.02
PLE 0.97±0.00 0.09±0.04 0.47±0.01 0.76±0.02
CDF 0.82±0.01 0.30±0.26 0.37±0.00 0.76±0.03
PLE_CDF 0.91±0.02 0.09±0.08 0.37±0.02 0.72±0.03

CTGAN

VGM 0.99±0.00 0.17±0.03 0.47±0.01 0.76±0.03
PTP 0.90±0.01 0.29±0.13 0.48±0.00 0.77±0.03
PLE 0.81±0.01 0.22±0.05 0.46±0.01 0.78±0.01
CDF 0.85±0.01 0.29±0.05 0.52±0.02 0.76±0.03
PLE_CDF 0.76±0.01 0.31±0.15 0.48±0.00 0.77±0.02

Table 1: Results on Adult dataset.

C2ST↓ DCR↑ NNDR↑ ML-efficacy↑
Identity 0.50±0.00 1.00±0.00 0.15±0.02 0.71±0.07

TVAE

VGM 0.91±0.01 0.64±0.11 0.29±0.04 0.66±0.05
PLE 0.93±0.00 0.53±0.23 0.33±0.02 0.65±0.06
CDF 0.89±0.01 0.62±0.23 0.33±0.02 0.63±0.10
PLE_CDF 0.86±0.01 0.51±0.18 0.31±0.03 0.68±0.07

CTGAN

VGM 0.99±0.00 0.46±0.13 0.56±0.01 0.72±0.06
PTP 0.88±0.00 0.36±0.07 0.54±0.04 0.70±0.07
PLE 0.89±0.01 0.38±0.04 0.53±0.03 0.70±0.07
CDF 0.94±0.00 0.59±0.15 0.58±0.04 0.73±0.05
PLE_CDF 0.85±0.01 0.46±0.07 0.56±0.03 0.72±0.07

Table 2: Results on Census dataset.

C2ST↓ DCR↑ NNDR↑ ML-efficacy↑
Identity 0.50±0.00 1.00±0.00 0.38±0.00 0.90±0.05

TVAE

VGM 0.97±0.00 0.40±0.03 0.69±0.02 0.72±0.04
PLE 0.99±0.00 0.57±0.24 0.76±0.01 0.70±0.01
CDF 0.91±0.00 0.51±0.15 0.71±0.00 0.72±0.05
PLE_CDF 0.94±0.02 0.37±0.20 0.71±0.01 0.71±0.03

CTGAN

VGM 0.98±0.00 0.65±0.24 0.71±0.01 0.67±0.08
PTP 0.95±0.00 0.70±0.13 0.69±0.01 0.67±0.08
PLE 0.98±0.01 0.43±0.21 0.68±0.00 0.66±0.08
CDF 0.95±0.00 0.59±0.26 0.67±0.00 0.68±0.08
PLE_CDF 0.93±0.01 0.61±0.17 0.69±0.00 0.67±0.08

Table 3: Results on covtype dataset.

C2ST↓ DCR↑ NNDR↑ ML-efficacy↑
Identity 0.50±0.00 1.00±0.00 0.00±0.00 0.87±0.02

TVAE

VGM 0.91±0.01 0.40±0.13 0.09±0.00 0.50±0.00
PLE 0.94±0.01 0.48±0.20 0.08±0.02 0.56±0.02
CDF 0.97±0.00 0.49±0.07 0.77±0.02 0.70±0.12
PLE_CDF 0.98±0.01 0.60±0.17 0.03±0.03 0.60±0.05

CTGAN

VGM 0.85±0.01 0.53±0.13 0.35±0.02 0.92±0.01
PTP 0.93±0.00 0.36±0.07 0.10±0.02 0.92±0.01
PLE 0.91±0.01 0.58±0.12 0.23±0.03 0.93±0.01
CDF 0.94±0.00 0.26±0.24 0.68±0.01 0.92±0.03
PLE_CDF 0.88±0.01 0.44±0.18 0.47±0.04 0.93±0.01

Table 4: Results on credit dataset.
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6 Conclusion

We showed that on tabular data, a strong classifier like XGBoost is perfectly able to distinguish
the real samples from the fake ones synthesized by state-of-the-art generative models. We also
highlighted that ill-distributed numerical columns are the less faithfully reconstituted. We proposed
three new automatic encoding schemes that can transform ill-distributed numerical features into
regular representations that are suitable for neural networks. We empirically showed that these
methods improve the synthetic samples quality without deteriorating the ML-efficacy and the privacy
metrics. Furthermore theses encodings are simple, computationally efficient and easily adaptable to
any neural network model (predictive or generative). However despite this improvement, with AUC
scores higher than 0.80, our synthesized samples are still easily spotted by XGBoost. Developing
models and encodings able to lower this score a step further is an exciting challenge.
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