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The research on personalized recommendation of Web services plays an important role in the field
of Web services technology applications. Fortunately, not all users have completely different service
preferences. Due to the same application scenarios and personal interests, some users have the same
preferences for certain types of Web services. This paper explores the problem of user clustering
in the service environment, grouping users according to their service preferences. It helps service
providers to identify and characterize the preferences of similar users and provide them with
customized services. We propose two combination-based clustering algorithms which make full use
of the advantages of the K-means algorithm and the affinity propagation algorithm. In addition, a
three-stage clustering process is elaborated to improve the accuracy of user clustering. To reduce
the time complexity of the algorithms, we create a parallel execution model of the algorithms
implemented by a higher-order MapReduce sequence linking technology. Extensive experiments
on simulated datasets and real datasets are performed on the comparisons between the proposed
algorithms and the other combination-based clustering algorithms. The experimental results
substantiate that the proposed algorithms can effectively distinguish user group with different

preferences.
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1. INTRODUCTION

With the arrival and rapid development of information science
and technology, web services become more convenient, fast
and efficient than before. In order to meet the needs of service
requesters, a large number of web services with different types
are provided by service providers on the Internet platform [1].
Especially when there are many web services with a similar
function but different performance in the service environment,
some problems have emerged. On the one hand, users cannot
choose a satisfactory service based solely on some performance
parameters which are given by service providers [2]. On
the other hand, service providers cannot efficiently plan and
manage their web services [3]. They do not know how to
recommend different services for different users with different
preferences. For example, homogeneous web services provided
by different service providers differ in response time, cost,
availability, successful execution and throughput. Different

users have different QoS requirements for this type of web
services. Some users are concerned about the response time of
the service, while others are more concerned about the cost of
the service. If the users can be divided into different groups
based on their preferences, an individual will be transformed
into a node in the form of a group. So a service provider
can recommend services, publish messages or post ads to
a group according to the common preferences in the group
[4]. And a user can select an unknown service based on the
recommendations from the users in the same group with him or
her [5]. Based on this idea, we will study the clustering methods
for grouping users based on their preferences in the paper. Due
to the limitation of using a single clustering algorithm in the
actual application [6], the presented algorithms combine the K-
means algorithm with the affinity propagation (AP) algorithm
to solve the problem of grouping users based on preference
similarity without any prior knowledge.
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2. BACKGROUND AND RELATED WORKS

Clustering is a process of grouping a set of objects into classes
of similar objects, which has been extensively studied in many
areas [7]. At present, there are many clustering methods to
divide data nodes into groups [6], such as neural network-based
clustering method [8–9], spectral clustering method [10], hier-
archical clustering method [11–12], density-based clustering
method [13] and partitioning clustering method [14]. Different
clustering algorithms have different advantages and disadvan-
tages, which are suitable for different application scenarios. For
instance, as a new neural network-based clustering technique,
the FACT (fuzzy adaptive clustering technique) is able to
consider several similarity criteria to solve the problem of real-
world sized complexity, which is trained to cluster machines
and parts for cellular manufacturing [8]. The spectral clustering
algorithm utilizes the top eigenvectors of a matrix derived from
the distance between points to find good clusters, which are
widely used in computer vision and VLSI (very-large-scale
integration) design [15].

The three other clustering methods, which are hierarchical
clustering method, density-based method and partitioning clus-
tering method, are more common, which partition the data
nodes according to the similarity or intensity between them
[16]. The hierarchical clustering algorithm iteratively merges
the most similar pairs until to meet some preset ultimate condi-
tion. The density-based algorithm divides a set of nodes into
subsets of similar densities [17]. The partitioning clustering
algorithm uses graph partition to cluster the nodes, applying
iterative optimization to adjust the fitness between nodes so as
to get the optimal results, such as K-means [14], AP [18] and
fuzzy C-means (FCM) [19].

But the vast majority of single clustering algorithms are sen-
sitive to the initial condition. Because many empirical datasets
have the structural imperfections, the hierarchical clustering
method is prone to classification errors when the empirical data
departs from the ideal conditions of compact isolated clusters
[20]. The performance of density-based clustering algorithm
depends on two specified parameters: the maximum radius of a
neighborhood and the minimum number of the data points con-
tained in such neighborhood [13]. The partitioning clustering
algorithm always needs to set the cluster number in advance.

Through the above analysis, the advantages and disadvan-
tages of single clustering algorithm are obvious. In order to
take advantage of single clustering algorithm and overcome
its limitation on the prior condition, some combination-based
clustering methods have been presented. Zhao et al. proposed
a new technology for a large scale of data clustering based on
the combination of Canopy algorithm and K-means algorithm
[21]. The main idea of the algorithm is to use the Canopy algo-
rithm to roughly divide the datasets into several intersecting
submanifolds and then use the K-means algorithm for a more
accurate classification on each submanifold. It can reduce the
time complexity of the algorithm greatly and does not need to

preset the cluster number. However, a new problem appeared.
The two distance threshold parameters T1 and T2 of the actual
dataset need to be set in the Canopy algorithm. But it comes
from the experience or can be obtained by cross validation, so
it is difficult to determine them directly.

In the literature [22–24], the definition of density is intro-
duced into the K-means algorithm. This kind of algorithm
processes the isolated points based on distance and statistical
method and then adopts a variable radius to select the initial
cluster centers, which can optimize the running condition of the
K-means algorithm. In [25], the authors integrated the prob-
abilistic neural networks with K-medoids clustering to detect
phishing websites. But these methods still need to determine
whether the value of K has been accurately set or not, and it
has a great impact on the clustering results.

Considering that the AP algorithm does not need to input
the estimated cluster number beforehand, some clustering algo-
rithms have been designed to discover the optimal partition
result through the combination of AP algorithm and other
algorithms. In [26], a novel parameter-free clustering algo-
rithm, named as APSCAN, was presented, which combined the
DBCSAN algorithm with the AP algorithm. Du et al. divides
the clustering process into two phases: coarsening clustering
and exact clustering [27]. In the first phase, the AP algorithm
is used for coarsening clustering. In the second phase, the self-
tuning spectral clustering (SSC) is used to the previous result
to perform the exact clustering. However, most clustering algo-
rithms are applicable to a certain field. The above algorithms
are mainly used in the field of image recognition.

The goal of this paper is to cluster the users based on
their preferences in the service environment. To reduce the
sensitivity of the parameters and improve the effectiveness and
efficiency of the clustering method, we design two algorithms,
called AAK (AP + AP + K-means) and AKK (AP + K-means
+ K-means), which both combine the K-means algorithm with
the AP algorithm to group users based on user preferences.
In addition, the MapReduce programming model is used to
improve the computational efficiency of the clustering algo-
rithms.

The remainder of this paper is structured as follows.
Section 3 formulates the user clustering problem in the service
environment. Section 4 elaborates our algorithm, as well as
our considerations and insights. Section 5 demonstrates and
interprets our evaluations. We conclude this paper in Section 6.

3. PROBLEM DEFINITION AND FORMULATION

In the web service environment with a large number of similar
services, user preferences are particularly important for under-
standing users’ needs and characteristics. The most direct data
that can reflect a user’s preferences is the user’s scores on the
used services. Meanwhile, the scores are easy to collect in the
actual service environment. So mining the implicit knowledge
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about users’ preferences from the large amount of scoring data
has become a subject which has great significance in practical
applications. It helps the service providers better understand
their customers and provides more suitable services to these
customers.

But how to mine a user’s complex preferences from some
simple scoring data? Clustering the users that have similar
scores for the same services is one of the most widely used
methods to solve this problem at present. If the users are
clustered with the same or similar preferences, we can further
analyze the common features of similar users or build credible
user recommendation based on a group with similar prefer-
ences. Consider an example with two users, A and B, who
belong to the same group. If A thinks a service is good, B will
like it with great probability.

The user clustering analysis in the web services environment
is a process for compartmentalizing. In the process, all users are
grouped into some collections of users. There is a high similar-
ity between the intra-cluster users, while the inter-cluster users
are quite different. The problem of cluster analysis based on
user preferences can be described by the following elements:

� = {U, E, R, A, C} .

The meanings of various symbols in the problem of � are
given below. U represents a collection of users in the web
service environment, which includes the entities that need to
be clustered. E represents a collection of all the user scores
for the used services in the service environment. R represents
some clustering criteria, which are related to user preferences.
A represents a clustering algorithm, which is used to cluster
the elements in U based on R. C represents a clustering results,
which is a partition of U in terms of preferences. The formal-
ized definitions of some concepts involved in �are given.

3.1. Definition 1 (User Set U)

U is a non-empty set, U = {u1, u2, . . . , un}, where n is for the
number of users.

3.2. Definition 2 (Service Set S)

S is a non-empty set, S = {s1, s2, . . . , sm}, where m is for the
number of services.

3.3. Definition 3 (User Score Set E)

Each element e in E can be represented as a triple < ux,
si, gxi >, E = {e|e =< ux, si, gxi >, ux ∈ U, si ∈ S, gxi ∈ R}, g
is real, representing the score of user ux for service si.

Clustering criterion is the main basis for the clustering
analysis. In [28–29], we have focused on the clustering criteria
of users in the service environment. The design of criterion is
considered from the two directions: merging similar patterns

and separating dissimilar patterns. Similarity merging is the
most common form of clustering. In E, the fact that two users
choose a few of the same services suggests that they have a
certain similarity in service preferences. The more they choose
the same services, the more similar their preferences are. We
use it as a merge rule for users.

3.4. Definition 4 (Similarity Rule SR)

Let N (ux) = {si|∃ (ux, si, gxi) ∈E} be a set of scored records of
ux. For ∀ux, uy∈U, ux �= uy, the similarity between ux and uy
is a function of N (ux) and N (uy), formally [28]:

Sim
(
ux, uy

) =
{ |N(ux)∩N(uy)|

min{N(ux),N(uy)} N (ux) �= 0 ∧ N
(
uy

) �= 0

0 otherwise
(1)

where |N (ux)| is for the number of services in N (ux);|N (ux)∩
N (uy)| is for the number of services in the intersection of N (ux)
and N (uy).

Sometimes, users may give different scores for a similar
service, which reflects the differences in their preferences. We
use it as a separate rule for users.

3.5. Definition 5 (Dissimilarity Rule DR)

For ∀ux, uy∈U, ux �= uy, the dissimilarity between ux and uy is
a function of N (ux) and N (uy), formally [28]:

Dis(ux, uy)=
⎧⎨
⎩

∑
si∈N(ux)∩N(uy) Abs(gxi−gyi)

|N(ux)∩N(uy)|∗α
|N(ux)∩N(uy) | �=0

0 otherwise
(2)

where Abs(gxi −gyi) is for the absolute difference of the scores
for si between ux and uy, and α is for the normalizing factor (α
is set to the maximum of the score difference between users).

Whether ux and uy should be grouped together or not is deter-
mined by Sim(ux, uy) and Dis(ux, uy). When Sim(ux, uy) = 0
and Dis(ux, uy) = 0, ux and uy are completely different in
terms of service preferences. When Sim(ux, uy) �= 0 but
Dis(ux, uy) = 0, the clustering criteria lies completely with
Sim(ux, uy). Next, we give a comprehensive clustering criterion
to cluster the users in the service environment.

3.6. Definition 6 (Preference Criterion R)

For ∀ux, uy ∈U, ux �= uy, the clustering criterion between ux

and uy is a function of Sim(ux, uy) and Dis(ux, uy), formally
[28]:

R
(
ux, uy

) = Sim
(
ux, uy

)
eDis(ux,uy)

(3)

The clustering result is to divide all the users in U into several
non-empty subsets. Each user in U belongs to at least one

Section C: Computational Intelligence, Machine Learning and Data Analytics
The Computer Journal, Vol. 63 No. 11, 2020

D
ow

nloaded from
 https://academ

ic.oup.com
/com

jnl/article/63/11/1633/5603743 by Inner M
ongolia U

niversity user on 18 February 2021



1636 Wang et al.

subnet, and only one subnet. It can be formally described as
follows.

3.7. Definition 7 (Clustering Result C)

The clustering Result C is a partition of U, formally:

C = {c1, c2, . . . , ck} ,

subject to
(i) ci ⊆ U, ci �= ∅ (i=1,2, . . . ,k);
(ii) ci ∩ cj = ∅ (i �= j);

(iii)
k∪

i=1
ci = U .

The different algorithms used in the clustering analysis often
result in different results. The termination condition or clus-
tering size of the algorithm is difficult for the user clustering
problem. Below, we begin to discuss the clustering analysis and
algorithm design in �.

4. DESIGN OF CLUSTERING ALGORITHMS

A combination-based clustering algorithm is a kind of
advanced clustering algorithms, but this kind of algorithm
is only valid in some particular field or has some obvious
disadvantages after combination. In order to improve the
practicability of algorithm for problem�, we firstly do a
detailed analysis on the K-means algorithm and the AP
algorithm when applying them to cluster the users in the service
environments.

4.1. Analysis on related algorithms

K-means is one of the simplest unsupervised learning algo-
rithms that classify a given dataset through a certain number
of cluster fixed a priori conditions [14]. When the number of
clusters can be accurately estimated, the K-means algorithm
has high classification accuracy. The steps of clustering the
users through this algorithm are as follows: (i) input the number
of clusters k; (ii) select k users as the initial clustering centers;
(iii) divide each user into a cluster in which he or she has the
highest similarity with the cluster center; (iv) recalculate the
clustering centers; (v) repeat (iii) and (iv) until the users within
a cluster are no longer changed; and (vi) output the clustering
result.

If the value of k is suitable, the K-means algorithm can effi-
ciently divide the users whose preference similarity is high into
a group and the users whose preference similarity is low into
different groups. However, in the actual service environment,
it is difficult to determine the clustering number in advance.
Therefore, grouping users only by using the K-means algorithm
is impractical.

The AP algorithm is a clustering algorithm based on ‘infor-
mation transfer’ between data points. Rather than requiring that

the number of clusters be prespecified, the algorithm takes a
real number s(k, k) for each data point k as input so that data
points with larger values of s(k, k) are more likely to be chosen
as exemplars, and then generate the optimal cluster representa-
tive based on iterative information between exemplar neighbors
[18]. Each user is regarded as a potential candidate cluster
center. Two message parameters are passed in this algorithm:
responsibility and availability [18]. The R(i, k) represents the
numerical message sent from ui to uk, which describes whether
uk is appropriate as the clustering center of ui, while A(i,k)
represents the numerical message sent from uk to ui, which
describes whether ui selects uk as its clustering center. The
greater the value of R(i, k) and A(i, k) are, the greater likely uk
is used as the clustering center of ui. The AP algorithm updates
the responsibility and availability of each user according to the
similarity matrix between users in the iterative process until it
no longer produces the new clustering centers. Finally, each
user is assigned to a corresponding group.

The biggest problem of the AP algorithm is that all eligible
users can be selected as the clustering centers, which make it
generate too many groups. So it is unable to obtain the ideal
result of user groups.

Through analysis of the above two algorithms, there is
no way to overcome the disadvantages caused by the algo-
rithms when using a single clustering algorithm. The key of
the combination-based clustering algorithm is to overcome
the shortcomings of the single clustering algorithm so as to
improve the accuracy of clustering. A large number of exper-
imental results show that if we can take the appropriate clus-
tering number as an input to the K-means algorithm, it will be
able to effectively partition the users in the service environment
based on R. But the biggest disadvantage of the K-means algo-
rithm is that it cannot automatically determine the appropriate
clustering number. As an exploratory analysis method, the AP
algorithm can conduct an exploratory cluster analysis without
any prior knowledge. This advantage of the AP algorithm can
compensate for the disadvantages of the K-means algorithm.
We design two clustering algorithms through combining the
K-means with the AP algorithm in this paper, called AAK and
AKK. The basic idea of the algorithms is to firstly determine the
most suitable clustering number and then cluster users through
a single algorithm.

4.2. Design of AAK and AKK

The input of the AAK algorithm and the AKK algorithm are
both U and E. In the process of algorithm implementation, user
clustering is divided into three stages. Each stage uses a single
clustering algorithm separately. The implementation flow of
the AAK and AKK algorithms is shown in Fig. 1.

AAK algorithms: in the first stage, the AP algorithm is used
to obtain the maximum cluster number Kmax. It means that all
users can be divided into Kmax groups at most. In the second
stage, the number Kbest, which is the optimal cluster number, is
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FIGURE 1. Flow chart of AAK algorithm.

searched in the range [2, Kmax] by using the AP algorithm. In
the third stage, the K-means algorithm is implemented, which
takes Kbest as the initial cluster number, to get the ideal results
of grouping users.

AKK algorithm: the first and third stages of this algorithm
are the same as those of the AAK algorithm, and the difference
is in the second stage. In this stage, the value of Kbest is searched
in the range [2, Kmax] by using the K-means algorithm, not the
AP algorithm.

In the above process, the BWP (between–within proportion)
index [30], a clustering validity index, is used to evaluate the
quality of user group structure. In [30], BWP is used to deter-
mine the optimal number of clusters in the K-means clustering
algorithm. It evaluates the results based on the degree of sep-
aration between groups and the degree of compactness inside
a group, which is independent of special algorithms. When the
cluster number equals k, the average value of clustering validity
is calculated by Equation (4) [31].

AvgBWP(k) = 1

n

k∑
j=1

nj∑
i=1

BWP (j, i) (4)

Of these, n is the number of users and k is the cluster number;
nj is the number of users in group j. The BWP value of ui in
group j is denoted by BWP(j,i). The formula is

BWP (j, i) = bs (j, i) − ws (j, i)

bs (j, i) + ws (j, i)
= bsws (j, i)

baws (j, i)
(5)

where bs(j,i) is the minimum average similarity between ui in
group j, and the users in other groups, called the degree of
separation between groups, ws(j,i), is the average similarity in
group j that ui belongs to, called the degree of compactness
inside a group.

In the second stage of AAK, BWP needs to be calculated in
every clustering iteration. After all iterations ends, all the values
of BWP will be compared. The greater the absolute value of
BWP is, the better the effect of clustering results is. Therefore,
Kbest, which makes avgBWP(k) reach its maximum value, is
the optimal clustering number. Take Kbest as an input of the
K-means algorithm in the third stage so as to achieve the
accurate result.

In the second stage of AKK, the K-means algorithm is used
to group the users when the initial cluster number is set from
2 to Kmax. Each clustering result is evaluated through the BWP
index. When a result makes the BWP reach its maximum value,
the corresponding clustering number is optimal.

The description of two algorithms is as follows.

Algorithm: AAK and AKK

Input: U, E
Output: C = {c1, c2, . . . , ck}
Procedure Preparation (U, E).
{

1: S ← Sim(U, E);//according to Equation (1).
2: D ← Dis(U, E);//according to Equation (2).
3: P ← Preference(S, D);//according to Equation (3).
4: return(P);

}
Procedure AP1 (P, lam, maxiter, con_iter).

//‘maxiter’ Maximum number of iterations.
//‘con_iter’ If the exemplars stay fixed for con_iter itera-

tions,
AP1 terminates early.
//‘lam’ Damping factor.
{

5: θ ← median(P);//Set preference to median similarity.
6: X ← Setmatrix(θ , P);
7: [R1 A1] = Initialization (X);
8: while (curm<= maxiter)&& (curc<=con_iter).

{
9: R1 ← Update(A1, X);//update responsibilities.
10: A1 ← Update(R1, X);//update availabilities.
11: for i = 1 to n.

{
12: if R(i, i)’ + A(i, i)’ > 0.
13: Cen ← SetCenter(i);//Generate the cluster centers

}//end for.
14: curm = curm+1;
15: if Unchange(Cen).
16: curc = curc+1;

}//end while.
17: Kmax = count(Cen);
18: return(Kmax,X);

}
Procedure AP2 (X, lam).
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//‘lam’ Damping factor.
{

19: [R2 A2] = Initialization (X);
20: for curt = 2 to Kmax.

{
21: R2 ← Update(A2, X);//update responsibilities.
22: A2 ← Update(R2, X);//update availabilities.
23: for i = 1 to n.

{
24: cn = 0;
25: if R(i, i)’ + A(i, i)’ > 0.
26: Cen ← SetCenter(i);//Generate the clustering centers

}//end for.
27: C = cluster(Cen, curt);//Generate the clustering result.
28: BWP(curt) = evaluation(C);//evaluate the clustering
result.

}//end for.
29: Kbest = Max(BWP);//Compare the BWP
30: return(Kbest);

}

Procedure K-means (P, Kbest, kmaxiter, kcon_iter).
//‘kmaxiter ‘Maximum number of iterations.
//‘kcon_iter’ If the all the users stay fixed for con_iter

iterations, K-means terminates early.
{

31: C ← InitialCluster(Kbest);
32: while (curm<= kmaxiter)&& (curc<=kcon_iter).

{
33: For x = 1 to n

{
34: For i = 1 to Kbest

{
35: Avgpre(ux, ci) = ∑

ui∈ci
P(uj, ux)/|ci|;

36: Add(Max(Avgpre(ux, ci), ux, ci);
}//end for.
}//end for

37:

Cbest = Generate () ;

38: curm = curm+1;
39: if Unchange(Cen).
40: curc = curc+1;

}//end while.
41: return(Cbest);

}

Procedure K-means2(P,Kmax,kmaxiter, kcon_iter).
//‘kmaxiter ‘Maximum number of iterations.
//‘kcon_iter’ If the all the users stay fixed for con_iter.
//iterations, K-means1 terminates early.
{

42: for i = 2 to Kmax.
{

43:

C ← K-means (P, i, kmaxiter, kon_iter) ;

44: BWP(i) ← evaluation(C);
}

45: Kbest = Max(BWP);
}

Procedure AAK(U, E).
{

46: P=Preparation (U, E);
47: [Kmax,X] = AP1 (P, lam, maxiter, con_iter);
48: Kbest= AP2(X, lam);
49: C = K-means3 (P,Kbest,kmaxiter, kcon_iter);

}

Procedure AKK(U, E).
{

50: P=Preparation (U, E);
51: [Kmax,X] = AP1 (P, lam, maxiter, con_iter);
52: Kbest= K-means(P,Kmax,kmaxiter, kcon_iter);
53: C = K-means(P, Kbest, kmaxiter, kcon_iter);

}

It can be seen from the description of the algorithms that
neither the AAK algorithm nor the AKK algorithm needs
to preinput the clustering number and preset the clustering
centers. Preparation is responsible for preprocessing the data
extracted from the service environment and calculating the
preference similarity between users based on R. The main task
of AP1 is to select all the users that might become clustering
centers, assigning the number of clustering centers to Kmax.
AP2 or K-means (line 52) is used to find the most appropriate
clustering number within a smaller range from 2 to Kmax.
K-means (line 53) divided the users into Kbest groups based on
R. After three stages of clustering analysis, the AAK algorithm
and the AKK algorithm can improve the accuracy of clustering
result without prior knowledge.

Although the tasks of each phase of the two algorithms
are the same, their time complexity is different. The time
complexity of the first and third stages of the algorithms is the
same as that of the AP algorithm and the K-means algorithm,
respectively. The difference between the two algorithms is the
time complexity of the second stage. In the second stage of
the AAK algorithm, all the cluster representatives in the result
of AP1 are sorted according to their probabilities of being
selected as clustering centers. In each iteration of AP2, only
the first t users, which changes from 2 to Kmax, are selected
as clustering centers. So its time complexity is the same as
that of the AP algorithm. Unlike the AAK algorithm, the AKK
algorithm determines the optimal clustering number by the K-
means algorithm. In this process, the K-means algorithm is
executed about Kmax times, as shown in lines 42–44. So its time
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complexity is Kmax
∗O (K-means). We cannot compare the time

complexity of the AAK and AKK algorithms without knowing
the distribution of data. In different scenarios, both algorithms
have their advantages and disadvantages.

4.3. MapReduce model of the algorithms

Due to the higher complexity of the combinatorial clustering
algorithm, the serial computation using a single processor will
not be able to meet the actual needs of computational ability or
internal storage with the expanding of user scale in the service
environment. MapReduce, which is a concurrent programming
model, can extend data processing applications to multiple
compute nodes [32]. Therefore, a parallel programming imple-
mentation of the combination-based clustering algorithm on the
distributed system infrastructure platform (that is, Hadoop) is
finished, and the related experiments are conducted to verify
the execution effect in this paper.

At first, the whole data processing task needs to be divided
into several relatively independent subtasks when the logic of
the data processing flow is complex. Then, each subtask is
accomplished by a separate MapReduce operation. Hadoop can
provide a variety of link technology to make multiple MapRe-
duce jobs, for example, sequential link technology and complex
dependency links technology [33]. In this paper, the process
of the combination-based clustering algorithm is divided into
two relatively independent MapReduce tasks by means of
sequential link technology. The second stage of algorithm is
completed by the first MapReduce task, and the third stage is
completed by the other MapReduce task. The description of the
parallel MapReduce implementation model is shown in Fig. 2.
The algorithm is completed by two order-linked MapReduce
tasks; the output of the first MapReduce is the input of the
second MapReduce. MapReduce1 is used to find out an opti-
mal number of clusters from the AP algorithm or K-means
algorithm; MapReduce2 is used to cluster the users based on
their preferences using the K-means algorithm borrowing the
number of k from the previous step.

MapReduce1: Its main task is to realize the parallelization in
the second stage of the algorithms.

For the AAK algorithm, upload similarity matrix P and a
percentage of k in the range of [2, Kmax] to the Map 1 nodes,
then execute them in parallel, and finally obtain an optimal
clustering number. Mapper1 is responsible for calculating and
finding the maximum of BWP in the range of Kmax, which
generates some key-value pairs <Key, Value> and passes them
to Shuffle1 as the intermediate result. In the key-value pairs,
Key is the value of k, Value is the value of AvgBWP(k). In the
process of Shuffle1, the key-value pairs are grouped and sorted
as the input of Reduce1. Reduce1 is responsible for comparing
all the key-value pairs and finding the maximum of BWP and
the corresponding k. The final output of Reduce1 is the value
of Kbest and the corresponding BWP.

FIGURE 2. Parallel processing of AAK algorithm.

For the AKK algorithm, upload matrix P to HDFS and then
execute them in parallel, and finally obtain an optimal clus-
tering number. Mapper1 is responsible for calculating which
group each user should be divided into. After clustering, output
the key-value pairs <Key, Value>, where Key is for group ID
and Value is for user ID. Shuffle1 is responsible for sorting
the results of Map 1, and the results are passed to Reduce1.
Reduce1 is responsible for merging the users belonging to the
same group, evaluating the validity of the clustering results
and calculating the value of AvgBWP(k). After comparing all
the key-value pairs, output the maximum of BWP and the
corresponding k.

MapReduce2: When completing the above MapReduce1,
MapReduce2 starts with the output of MapReduce1. The
MapReduce2 process of the AKK algorithm is the same as
that of the AKK algorithm. Upload the user data blocks and
the files about initial clustering centers to each Map 2 node,
and then execute them in parallel. Mapper2 is responsible for
assigning each user of the blocks to a group having the highest
preference similarity with him or her. It generates some key-
value pairs <Key, Value> and passes them to Reduce2 as the
intermediate result. In the key-value pairs, Key is a user ID and

Section C: Computational Intelligence, Machine Learning and Data Analytics
The Computer Journal, Vol. 63 No. 11, 2020

D
ow

nloaded from
 https://academ

ic.oup.com
/com

jnl/article/63/11/1633/5603743 by Inner M
ongolia U

niversity user on 18 February 2021



1640 Wang et al.

Value is a group ID. Reducer2 is responsible for merging all
the users that belong to a group and comparing the clustering
result with that in previous iteration. If the clustering result
is unchanged after kcon_iter consecutive iterations, the task
is completed; otherwise, it still needs further iterations. After
MapReduce2 is completed, the grouping result can be output
from HDFS.

5 EXPERIMENTS AND ANALYSIS

In this section, we design some experiments to test the effect
and performance of the AKK algorithm (Available at https://
github.com/ndcswy/Cluster/tree/ndcswy-patch-1) and AAK
algorithm (Available at https://github.com/ndcswy/Cluster/
tree/ndcswy-patch-2). The first kind of experiments will cluster
users according to their preferences on simulated dataset
and real dataset, respectively. And then we will prove the
effectiveness of the algorithm through comparing with other
clustering algorithms. The second kind of experiments will
design the parallel model of the two algorithms on the Hadoop
platform. And then we will compare the performance of
the improved algorithms with the original algorithms under
different clustering scales. In order to verify the accuracy of the
two algorithms, we compared them with the Canopy-K-means
algorithm [21] and the density-based K-means algorithm [22].
The D-function comparing method is used as the evaluation
standard of the experimental results [10]. The value of D-
function is the average difference between sets, ranging in [0,
1]. If the grouping result is exactly the same with the preset
groups, D = 0, instead, D = 1. The two types of datasets are
used in the experiments: simulated datasets and real datasets.

5.1 Experiments on simulated datasets

The experiments are divided into three groups. In the first
group, the users’ preferences are obvious. So it is easy to divide
the users into groups because the users in different virtual
groups have obvious difference. Assume there are some users in
the service environment, which belong to four groups, as shown
in Fig. 3. The users in a group are highly similar, but the users
in different group are obviously dissimilar.

The experimental results under a different user scale are
shown in Table 1. In Table 1, n represents the number of users,
Kdefault represents the number of initial virtual groups, Kbest
represents the number of groups in the results and D is cal-
culated by D function, which represents the similarity between
initial virtual group structure and the experimental result. From
Table 1, the effects of the AAK algorithm and AKK algorithm
are both better than two other clustering algorithms. Under a
different user scale, their results are consistent with the preset.

In the second group, some users’ preferences are fuzzy, as
shown in Fig. 4. In this figure, a user is similar with the users
from two or more different groups simultaneously, such as User
3 and User 6. The experimental results under different user

FIGURE 3. Structure map of simulated Dataset 1.

TABLE 1. The results of simulated Dataset 1.

Kdefault Kbest D

Canopy-K-means n = 20 4 3 0.06
n = 200 5 8 0.14
n = 2000 10 25 0.18
n = 20000 50 94 0.39

Density-based
K-means

n = 20 4 6 0.12
n = 200 5 12 0.18
n = 2000 10 36 0.21
n = 20000 50 129 0.27

AAK n = 20 4 4 0.00
n = 200 5 5 0.00
n = 2000 10 10 0.00
n = 20000 50 50 0.00

AKK n = 20 4 4 0.00
n = 200 5 5 0.00
n = 2000 10 10 0.00
n = 20000 50 50 0.00

scale are shown in Table 2. In the experimental results, the
fuzzy users are divided randomly into a group which has higher
similarity with them.

Therefore, Kbest may be different with Kdefault in the results.
But compared with the two other algorithms, our algorithms
still have a high accuracy.

In the third group, a user’s service choice is randomly gener-
ated, as shown in Fig. 5. The experimental results are shown
in Table 3. Because the users’ preferences are not obvious,
the users are divided into many groups, and the value of D
is significantly higher than that in the results of Dataset 1 and
Dataset 2. But the AAK algorithm and the AKK algorithm still
have an ability to divide some users that have selected more
same services into a group. The other two algorithms perform
less well in this aspect.
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FIGURE 4. Structure map of simulated Dataset 2.

TABLE 2. The results of simulated Dataset 2.

Kdefault Kbest D

Canopy-K-means n = 20 4 3 0.09
n = 200 5 7 0.24
n = 2000 10 25 0.21
n = 20000 50 80 0.49

Density-based
K-means

n = 20 4 7 0.14
n = 200 5 19 0.26
n = 2000 10 31 0.29
n = 20000 50 166 0.34

AAK n = 20 4 4 0.02
n = 200 5 7 0.06
n = 2000 10 16 0.11
n = 20000 50 60 0.14

AKK n = 20 4 4 0.02
n = 200 5 8 0.05
n = 2000 10 11 0.09
n = 20000 50 53 0.11

5.2 Experiments on real datasets

We adopted the MovieLens dataset as the real dataset, contain-
ing 18 genres in 1682 movies. At first, the similarity matrix
between users is calculated based on the users’ scores. How-
ever, some of the genres cannot form a statistical scale because
few users focus on them. So, all the users are divided into 14
groups on the basis of the genres. The results on real datasets
are shown in Table 4.

In Table 4, n represents the number of users who come
from different genres, Kdefault represents the number of actual
genres and Kbest represents the number of groups in the
results. In the real dataset, because of the high randomness
of the users’ choices, the group feature of the users turns
much fuzzier. Therefore, the value of D becomes larger
in the clustering results than that in the simulated dataset.

FIGURE 5. Structure map of simulated Dataset 3.

TABLE 3. The results of simulated Dataset 3.

Kbest D

Canopy-K-means n = 20 15 0.79
n = 200 172 0.66
n = 2000 1025 0.81
n = 20000 4880 0.91

Density-based
K-means

n = 20 12 0.65
n = 200 119 0.86
n = 2000 1026 0.89
n = 20000 8665 0.94

AAK n = 20 7 0.12
n = 200 62 0.46
n = 2000 698 0.75
n = 20000 3652 0.78

AKK n = 20 6 0.1
n = 200 45 0.35
n = 2000 406 0.52
n = 20000 2223 0.65

TABLE 4. The results of real Dataset.

Kdefault Kbest D

Canopy-K-means n = 189 14 12 0.23
n = 754 14 16 0.29
n = 943 14 31 0.40

Density-based
K-means

n = 189 14 29 0.09
n = 754 14 32 0.47
n = 943 14 65 0.76

AAK n = 189 14 11 0.12
n = 754 14 16 0.24
n = 943 14 23 0.27

AKK n = 189 14 11 0.12
n = 754 14 14 0.20
n = 943 14 16 0.17

The experimental results showed that the AAK algorithm
and AKK algorithm have significantly higher accuracy and
practicability than the other two algorithms. The maximum
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TABLE 5. The comparison of running time.

n = 10000 n = 20000 n = 50000

AAK (second) 356430 1042576 3481263
MapReduce-AAK (second) 171935 260531 632957
AKK (second) 374260 1040658 3014523
MapReduce-AKK (second) 172602 302306 570895

D value of the AAK algorithm and AKK algorithm is
0.27 and 0.20, respectively, which is far below that of
Canopy-K-means algorithm and the density-based K-means
algorithm.

5.3 Experiments of MapReduce model of the algorithms

Both the AAK algorithm and the AKK algorithm are composed
of three serial stages, so the computational complexity of each
algorithm depends on the stage with the highest complexity.
For the AAK algorithm, the main flow of the AP algorithm
is executed in the first two stages, so its computational com-
plexity is the same as that of the AP algorithm. In the last
stage, the main flow of the K-means algorithm is executed,
so its computational complexity is the same as that of the K-
means algorithm. Therefore, the computational complexity of
the AAK algorithm is O(N∗N∗logN+N∗N∗logN+K∗N), where
N is the number of users, K is the clustering number of
users, O(N∗N∗logN) is the computational complexity of the AP
algorithm and O(K∗N) is the computational complexity of the
K-means algorithm. The AKK algorithm is similar to the AAK
algorithm. According to the above analysis, the computational
complexity of the combined clustering algorithm is similar to
that of the AP algorithm. In order to improve the clustering
efficiency, a clustering model based on MapReduce is proposed
in Section 4.3. In this experiment, we implemented the model
on the Hadoop platform.

In order to further validate the efficiency of MapReduce
implementation of the two algorithms, the running time of
serial implementation and MapReduce implementation of the
algorithms when processing large-scale users is shown in
Table 5. The dataset used for Table 5 is identical to that used
for Table 1. The numbers of parallel processes in MapReduce1
and MapReuce2 are decided by Kmax and Kbest, respectively.
It can be seen from Table 5 that the MapReduce method has
greatly shortened the operation time of the combination-based
clustering algorithms. When n = 10 000, the implementations
of the MapReduce model-based algorithms are about 50%
less than their serial implementations. As the number of
users increases, the algorithms based on the MapReduce
model save more time than their serial implementations.
When n = 50 000, the running time of the algorithms based
on the MapReduce model are about 20% of their serial
implementations.

6 CONCLUSION

In order to overcome the shortcomings of using the K-means
algorithm or the AP algorithm alone to group users in the
service environment, two fast and efficient combination-based
algorithms are presented in this paper. The algorithms can not
only discover the group structure of the users in the service
environment without any prior knowledge but also shorten the
running time with its MapReduce implementation. Through a
series of experiments, the clustering algorithms which combine
the AP algorithm with the K-means algorithms can rapidly and
accurately divide the users into the appropriate groups based
on preference criterion and have certain robustness. Compared
with the Canopy-K-means algorithm and the density-based K-
means, our algorithms are more applicable to the clustering
problem of the users in the service environment and have a
broad prospect in applications.
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