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Abstract

Unsupervised domain adaptation methods have demonstrated superior capabili-
ties in handling the domain shift issue which widely exists in various time series
tasks. However, their prominent adaptation performances heavily rely on complex
model architectures, posing an unprecedented challenge in deploying them on
resource-limited devices for real-time monitoring. Existing approaches, which inte-
grates knowledge distillation into domain adaptation frameworks to simultaneously
address domain shift and model complexity, often neglect network capacity gap
between teacher and student and just coarsely align their outputs over all source
and target samples, resulting in poor distillation efficiency. Thus, in this paper, we
propose an innovative framework named Reinforced Cross-Domain Knowledge
Distillation (RCD-KD) which can effectively adapt to student’s network capa-
bility via dynamically selecting suitable target domain samples for knowledge
transferring. Particularly, a reinforcement learning-based module with a novel
reward function is proposed to learn optimal target sample selection policy based
on student’s capacity. Meanwhile, a domain discriminator is designed to transfer
the domain invariant knowledge. Empirical experimental results and analyses
on four public time series datasets demonstrate the effectiveness of our proposed
method over other state-of-the-art benchmarks. Our source code is available
at https://github.com/xuqing88/Reinforced-Cross-Domain-Knowledge-Distillation-
on-Time-Series-Data.

1 Introduction

Recent years have witnessed great successes of deep neural networks (DNNs) in various time series
applications [15; 25 135 4]]. Nevertheless, a significant drawback impeding their scalability is the limited
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generalization capability on unseen data. This challenge arises when there is a distribution disparity
between the data used for training and deployment. For instance, a fault diagnosis model trained on
certain machines may perform poorly on the data collected from other machines which have different
working conditions and configurations. Collecting and annotating data for each machine would be
very laborious and costly. To handle this, various unsupervised domain adaptation (UDA) methods
have been extensively explored. These methods aim to transfer the domain invariant knowledge from
an existing labeled data domain (i.e., source domain) to an unlabeled domain (i.e., rarget domain)
either by explicitly minimizing certain pre-defined discrepancy metrics [5; 6] or implicitly learning
domain-invariant representations with adversarial manners [7} 8]]. However, these UDA methods
heavily rely on the complex network architectures and their adaptation performance will significantly
degrade with shallower networks [9; [10]. The over-parameterized DNNs will inevitably lead to
another practical issue in industries. For many real-world time series tasks, the developed models
are often required to be deployed on edge devices with very limited computational resources, such
as smartphones and robots, for real-time and long-term monitoring. The intolerable computational
and storage burdens make the deployment of those complex DNNs on edge devices become an
unprecedented challenge.

Some pioneering efforts have been made to integrate knowledge distillation (KD) techniques into
UDA frameworks to transfer the cross-domain knowledge from a cumbersome teacher to a compact
student for the reduction of model complexity. However, we empirically find that simply integrating
KD with UDA frameworks like existing works will make the compact student suffer from unsatisfying
adaptation performance. The rationale behind this lies in the facts that: on the one hand, due to its
limited network capacity, the compact student may fail to capture the same fine-grained patterns
in data as the cumbersome teacher. Coarsely aligning its feature representations or outputs with
the teacher like [115[12] will impede its learning process and result in sub-optimal performance on
the target domain. On the other hand, in the cross-domain scenario, teacher’s knowledge on each
individual target sample may not be always reliable and instructive due to the lack of label supervision
in target domain. Blindly trusting teacher’s knowledge for all samples, especially on target domain,
will result in negative transfer. Therefore, to achieve good adaptation performance on the target
domain, we have to adaptively transfer teacher’s knowledge based on student’s network capability.

Motivated by above insights, we propose a novel end-to-end framework for cross-domain knowledge
distillation to simultaneously address domain shift and model complexity. To be specific, an adversar-
ial discriminator module is designed to align teacher’s and student’s representations between source
and target domains on latent feature space for domain-invariant knowledge transfer. Meanwhile,
to adaptively transfer teacher’s knowledge on the unlabeled target domain, we formulate the target
sample selection problem under a reinforcement learning framework. For a specific target sample, if
the student demonstrates the ability to attain the same uncertainty level as the teacher (i.e., uncertainty
consistency), or can largely mimic teacher’s outputs (i.e., sample transferability), we deem such
a sample suitable for knowledge distillation. Based on that, we design a novel reward function
according to student’s learning capability. A dueling Double Deep Q-Network (DDQN) is then
utilized to learn the optimal target sample selection policy for mitigating the negative effects of
unsuitable knowledge from teacher. Our contributions are summarized as follows:

* An end-to-end framework named Reinforced Cross-Domain Knowledge Distillation (RCD-
KD) is proposed to not only effectively transfer the domain-invariant knowledge but also
dynamically distill the adaptive target knowledge based on student’s learning capability.

* We develop an innovative reinforcement learning-based module to learn the optimal target
sample selection policy for robust knowledge distillation. A novel reward function is
designed for assessing student’s learning capability in terms of uncertainty consistency and
sample transferability to dynamically transfer teacher’s target knowledge.

» The extensive experimental results on four real-world time series tasks demonstrate the
superior effectiveness of our approach compared to other SOTA methods.

2 Related Work

In recent years, there are some pioneering works to tackle both domain shift and model complexity
simultaneously. A resource efficient domain adaptation (REDA) framework with multi-exit architec-
tures is proposed in [9]], where the ‘easier’ samples are inferred via early exits and ‘harder’ ones are



inferred via top exit. Meanwhile, some other researchers leverage the knowledge distillation [[13]
to enhance the adaptation performance of the compact student. For instance, a framework named
knowledge distillation for unsupervised single target domain adaptation (KD-STDA) is proposed in
[[L1]. Teacher’s knowledge is gradually transferred via dynamically adjusting the contributions of
UDA and KD loss. Similarly, a multi-level distillation for Domain Adaptation (MLD-DA) strategy is
proposed in [12]] to improve the distillation efficiency via a novel cross entropy loss. However, the
above two methods transfer the knowledge from both source and target domains. We empirically
show that the source domain-specific knowledge might have negative contribution to student’s gener-
alization. Besides, MobileDA [14] and adversarial adaptation with distillation (AAD) [[13]] employ
the teacher trained on source-only domain to guide student’s training, which have already been proved
inefficient due to the limited and biased knowledge from teacher model by [4]. Moreover, to achieve
more reliable knowledge from teacher, in [16] a maximum cluster difference metric is proposed
to estimate teacher’s confidence on certain sample. In [4]], a framework named universal and joint
knowledge distillation (UNI-KD) is proposed to measure teacher’s confidence on individual sample
via the output of a data-domain discriminator. However, due to the compact network architecture
of the domain-shared feature extractor from student, the estimated uncertainty is not reliable. In
our work, we estimate teacher’s knowledge with student’s capacity and then utilize it as the reward
for the learning process of RL-based target sample selection module. The experimental results
demonstrate that our proposed method can better enhance student’s performance on target domain.
Meanwhile, our work also relates to active learning (AL) field specifically in terms of selecting the
most critical instances from unlabeled data. Note that here we only discuss the uncertainty-based
sampling strategies in active learning as other query strategies (e.g., instance correlation) are beyond
the scope of our paper. In AL, the uncertainty can be measured by three metrics: least confidence
[L7;[18]], sample margin [19]], and sample entropy [20]]. Particularly, the entropy metric measures the
uncertainty over the whole output prediction distribution [21;22]. In our method, instead of explicitly
utilizing entropy-based uncertainty as AL methods, we leverage the consistency between teacher’
and student’s entropy-based uncertainty to learn the optimal sample selection policy with dueling
DDQN. See Supplementary for more comparison results.

3 Methodology

3.1 Preliminaries

Following standard UDA setup, we consider data from two domains: a labeled source domain
DL. = {(z%,y!)};=, and an unlabeled rarger domain Df,, = {x{}*, which shares the same
label space as source domain but has different data distributions. Here, ng and n; are the number
of training samples in source and target domains, respectively. A powerful teacher model 7" with
superior adaptation performance is first pre-trained on DL UD%t with SOTA UDA methods.
Our objective is to train a compact student model .S which is not only shallower than the teacher
model but also can achieve competitive performance on unlabeled target domain. To transfer
the learned knowledge from teacher to student, one can just follow standard KD [13] and force
the student to mimic teacher’s soften logits via Eq. (I). Here, A} represents a batch of training
samples and KL refers to the Kullback-Leibler divergence. ¢° and p” are the softmax outputs
soften by a temperature factor 7 from student .S and teacher 7, respectively. They are calculated

by ¢7 = exp(z./T)/ Zle exp(z;/7), where C is the number of classes and ¢~ represents the
student’s prediction probability of a certain sample belonging to the c-th class.

Lxp=Y KL@"¢%) = 3 3 pliog(p? /a5). @M
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However, since the teacher is trained on unlabeled target data, its prediction performance on specific
target sample cannot be guaranteed. The compact architecture of student also limits its ability to fully
accept teacher’s knowledge. In other words, directly minimizing the distribution discrepancy between
teacher’s and student’s predictions over all target samples might introduce inappropriate knowledge
which will mislead the student’s learning process. Thus, we propose to alleviate the above issue with
a novel RL-based target sample selection module which can dynamically select suitable samples to
assist the knowledge transferring. Fig. [T]illustrates the details of our proposed method.
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Figure 1: Illustration of proposed RCD-KD. A Monte Carlo Dropout (MCD) based reward module is utilized to
generate the reward for learning the optimal target sample selection policy. Specifically, the reward function
consists of three parts. The first one is the action ay which is the output of dueling DDQN. The second part is the
uncertainty consistency, estimated by entropy from student’s logits ¢° and the averaged logits p” of N teachers
generated from MCD module. The third part is the sample transferability based on the KL divergence between
q° and p*. The output of reward module 7, then will be utilized for the optimization of dueling DDQN for
learning optimal sample selection policy. Meanwhile, a domain discriminator ¢ is employed to transfer the
domain-invariant knowledge.

3.2 RL-based Target Sample Selection

Following [23}24], we consider target sample selection task as a Markov Decision Process which can
addressed by reinforcement learning. A RL-based target sample selection module is first designed
to enhance the distilling efficiency of teacher’s knowledge on target domain. Particularly, a dueling
DDQN [25] is employed to learn the optimal target sample selection policy. The dueling architecture
can effectively mitigate the risk of overestimation by separately estimating the state value and
advantage function, which improves the accuracy of action-value predictions. Meanwhile, to tackle
the instability issue often encountered in training deep reinforcement learning models, we leverage
strategies such as target network and experience replay. Specifically, the target network provides
more stable targets for updating the Q-values by maintaining a separate, slowly updated network for
generating target values, while experience replay enables the model to learn from a diverse set of past
experiences, further enhancing stability and convergence during training. In each training batch, we
utilize the learned sample selection policy to adaptively transfer teacher’s target knowledge according
to student’s learning capability. In the following, the detailed definition of state, action, reward and
the optimization of dueling DDQN will be introduced.

State. Given a batch of target domain samples {z!9"}"* | and student’s feature extractor F'S, the

state sy at episode k € [1, K] is defined as the feature representations from student’s feature extractor
sk = [FP(21%"), ..., FS ('9")]. Here, ny, is the batch size and K represents the maximum episode
length. The state sy, is forwarded to the dueling DDQN, generating a set of actions that decide whether
to retain or discard the corresponding target samples. The student is subsequently optimized with
the selected samples, and the next state s;41 can be obtained with the updated student. A terminate
state will be triggered if the target sample is not selected at time step k or the episode reaches the
maximum episode length K.

Action. For a specific target sample xfgt in a batch, it only has two actions a; € {0, 1} which is
binary. Specifically, a; = 1 means to retain the sample and a; = 0 means to discard it. Since the
output of dueling DDQN parameterized with O is a two-dimensional @)-value vector, the optimal



action a; for sample :L'fg " at current episode k thus can be calculated by Eq. ( ) Subsequently, the
binary weights for all target samples are formulated as w = [a], .. which then are utilized to
calculate the distillation loss Lrx p.

il 711,}

af = argmax Q(FY (a17"),a: ©,). @

Reward. The reward function is pivotal in shaping the learning process for target sample selection
policy, as it offers essential feedback to DDQN regarding the value associated with selecting a specific
action in the current state. To achieve reliable knowledge transferred from selected target samples,
we propose to utilize model uncertainty and sample transferability to design the reward function.

The first component constructing our reward function is a Boolean function Ry = (a; == 1), which
indicates whether the sample z; is retained or not. The second component of our reward function is
called uncertainty consistency reward. The motivate is straightforward: due to the lacks of label in
target domain, we expect that the student should have the same uncertainty level as the teacher for
a specific sample ;. For the teacher model, we employ the Monte Carlo Dropout (MCD) [26] to
estimate its uncertainty, which utilizes a dropout distribution to approximate the posterior distribution
(See Supplementary for more details). Practically, it means to enable the dropout of teacher model
and forward N times for each sample x; and the averaged prediction p; = ~ Y, p(y = c|z;, 0")
can be utilized to calculate the entropy H! = —>°_p] log(p! ) for measuring its uncertainty. Here,
p(y = c|x;, ™) represents the probability of sample belonging to class ¢ and it is the softmax outputs
of teacher model on the n-th forward pass. For the student, the uncertainty is calculated with H; =
> qfclog(qfc). Intuitively, a higher value of the predictive entropy H will be obtained when all
classes are predicted to have equal probabilities, which means the model is less confident about the
specific data. To ensure the student has consrstent uncertainty level as the teacher we formulate the
uncertainty consistency reward Ro = (HJ > - Y™ HY) © (H] > =377 HT), where © is
the exclusive-nor operation. The third component of our reward function i 1s 'the transferabllity reward
formulated as R3 = (D; < n%, Zjil D;). Here, D; = KL(p;} ||q7) is the KL divergence between
student’s prediction and the averaged MCD teacher prediction. Apparently, the samples whose KL
divergence are lower than the averaged divergence are easier ones for the compact student to learn.
With the above three Boolean functions, our reward function is defined as Eq. @ shows:

T = Qq % (Rl DRy — 05) + o * (Rl ®Rs — 0.5), 3)

where @ is the exclusive-or operation. For the first part of Eq. (3), a positive reward value will
be assigned if a sample is retained and student shows consistent uncertainty as the teacher, or it
is discarded and student and teacher show inconsistent uncertainty about it. Otherwise, a negative
reward will be assigned. Similarly, for the second part of Eq. (3)), a positive reward will be assigned
if its transferability is higher than others and being selected, or its transferability is lower than others
and not selected. We utilize o1 and a2 to adjust the contribution of each part. We constrain the
reward within the range of -1 to 1 to offer explicit guidance to the DDQN so that it can efficiently
learn to distinguish between good and bad actions.

Dueling DDQN Optimization. The dueling deep Q-network consists of two streams as shown in
Fig. [1} state-value estimation stream V (s; © g, ©y ) parameterized with © g and O and advantages
estimation stream A(s, a; O, © 4) for each action which is parameterized with © g and © 4. Here,
OpF is a shared encoder. Furthermore, to balance the exploitation and exploration, we adopt the
NoisyNet [27] for the fully-connected layers in O, Oy and © 4. Besides, a replay buffer M is
designed to store the historical experience (s, a, 7k, Sk+1,d), where d € {0, 1} indicates whether
the next step k + 1 is the terminal step (d = 0) or not (d = 1). A batch of entries in M will be
randomly sampled out for DDQN optimization.

To train the dueling DDQN (i.e., the online network Q), another target Q-network Q' is desired,
which has identical network architecture as Q but is optimized in a different way. Specifically, the
online network Q is to estimate the Q-values Q). by aggregating two steams via Eq. @):

Qest = V(5;05,0v) + A(s,a;0p,0.4) — ZA (s,0i;0p,04). )



The target Q-network Q’ is to generate the target QQ-values as Eq. shows. Here, © =
{OF,0v,04}, © = {0%,0],,0,} are the parameters of Q and Q’, respectively. v € [0, 1]
is the discount factor to balance the immediate and future rewards.

Qtar = Tk +d * v % Q(Sp41, argmax Q(Sg+1, ap+1; ©); @/)' (%)

Ap+1

The online network @ is optimized by minimizing the Huber loss between Qs and Q¢,,-. The target
network Q' is updated with a moving average method as shown in Eq. (6)), where § is a smoothing
parameter determining how much historical information of the online network to be transferred to the
target network.

O « 60 +(1—05) 6. (6)

3.3 Student Optimization

With the proposed RL module, we can efficiently transfer adaptive knowledge from the teacher model
to the student model by dynamically eliminating target samples which are unsuitable for student
learning. Particularly, we reformulated Eq. to Eq. , where w = [a7, ..., ay, ] is the output of
online Q-network Q. By minimizing £k p, student’s generalization capability on target domain can
be effectively enhanced.

Lrip = wyx Y pilogl [a7). (D Lpc = ~Eflog(@W(FS (£,)].  (8)
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Meanwhile, to transfer the domain-invariant knowledge between two domains from teacher to student,
we design an adversarial leaning-based module as depicted in Fig. [T} followed [28]]. Particularly, a
domain discriminator ® is employed to distinguish the source of input feature maps (i.e., whether
the feature maps are generated from the teacher with source data as inputs or the student with target
data as inputs). Since the dimensions of student’s and teacher’s feature maps are different, an adaptor
layer 1 is employed to match their dimensions. The domain confusion loss is then formulated as
Eq. (8). It is worth noting that in our experiments, we utilize the DANN [[7] to pre-train the teacher.
Although other DA methods can also be adopted in our framework, the DANN can essentially
provide a pre-trained accurate domain discriminator after teacher’s training. During transferring
domain-invariant knowledge, we can re-utilize it and only optimize the student and the adaptor layer
1, which will significantly improve the training efficiency. Meanwhile, it is also possible that one
may utilize some other UDA methods to pre-train the teacher. In this case, the domain discriminator
® has to be adversarially trained against the student by minimizing loss L4, as Eq. (9). More
experimental results in terms of utilizing other UDA methods to train the teacher can be found in
Experiments section.

Lado = ~E[log®(F" (src))] — Ellog(1 — (¢ (F5 (wi40))))]. ©
The overall loss for student optimization is calculated via Eq. (I0). A is a hyperparameter to balance

the contribution of each part. Algorithm [I]shows details of proposed RCD-KD.

L=Lpc+\«72%LprD. (10)

4 Experiments

4.1 Experimental Setup

Datasets. To evaluate our method, extensive experiments are conducted on four public datasets
across three different tasks, namely human activity recognition, rolling bearing fault diagnosis and
sleep stage classification. To be specific, the first dataset is called human activity recognition (HAR)
[29] for identifying subject’s activities (i.e,, walk, walk upstairs, walk downstairs, stand and sit).
Sensory measurements from the accelerometer and gyroscope embedded in a smartphone were



Algorithm 1 Proposed RCD-KD

Input: Teacher 7', Student S, adaptation model v/, domain discriminator ®, online and target Q-
network Q and Q’, source data Derc’ target data Dg)t and Replay buffer M

1: for every epoch do

2:  for every batch X4 € D%t and X, € DL do

3 for episode k£ € [1, K] do

4 Get state s, sample action aj, ~ Q(s) and update next state k11
5 Update S and v by minimizing £ as Eq.

6: Calculate 7y, via Eq. ; Set d = 0 if episode end, otherwise d = 1
7: Store (s, g, Tk, Sk+1,d) to M
8.
9
0
1

if @ is not pre-trained then
Fix the parameters in S and ¢ and update ¢ via minimizing £,4, in Eq. (9)
Sample a random batchés;€7 @y Ty Skt1, d) from M
(4

Calculate Q.s; via Eq. (4) and Qy,, via Eq. , update Q via Huber loss and Q' via Eq. @

Table 1: Performance comparison with other UDA methods.

Datasets  Student-Only Metric—basgd Adversarial-bz}sed .
HoMM [6] MDDA [5] SASA[36] DANNJ[7] CoDATS [30] AdvSKM [32]

HAR 55.94+8.99 83.62+1.82 84.89+6.29 83.374£3.23 82.42+3.82 75.72+£8.62 70.72+4.06  94.68+1.62

HHAR  58.74£10.79 68.02+6.59 73.26+8.35 77.13+4.09 76.03+1.97  74.64+4.18 63.24+£599  82.37+1.84

FD 66.78+4.38  74.524+6.00 81.80+5.43 86.75+2.39 77.954+8.52  77.54+9.45 77.83+5.71 92.63+0.62

SSC 50.39+7.67 59.794£5.51 57.454+3.68 59.36+3.69 57.39+5.51 57.21+£5.61 57.28+4.77  67.49+1.83

Ours

collected from 30 subjects. Considering the variability among subjects, each subject is considered
as a single domain and the adaptation is performed between two subjects. Here, we follow existing
works [30; 4] and select five transfer scenarios. The second evaluation dataset is Heterogeneity human
activity recognition (HHAR) [31]]. Compared to HAR, the sensory measurements are collected
with various models of smartphones from different manufacturers which are positioned with various
orientations on subjects. Thus, the domain gaps between different subjects are generally considered
to be larger than HAR. Five transfer scenarios are selected for evaluation same as previous work
[32]. The third dataset is rolling bearing fault diagnosis (FD) [33] which aims to classify the health
status of rolling bearing from healthy, artificial damages, damages from accelerated lifetime tests.
The rolling bearing are tested under various operation conditions. Same as [4; 34], five transfer
scenarios between different operational configurations are selected for fair comparison. The last
evaluation dataset is sleep stage classification (SSC) dataset [35]], which intends to recognize subject’s
sleep stages (i.e., wake, non-rapid eye movement NI, N2, N3 and rapid eye movement stage) with
electroencephalography waveform. Five scenarios are evaluated following previous study [34].

Implementations. For the proposed RL-based sample selection module, we set v = 0.9 and
§ = 0.999 following [25] in Eq. (5) and (6), respectively. We set N = 10 to calculate teacher’s
entropy for the reward function and K = 5 for the episodes to generate historical experience. Note
that to guarantee fair comparison, we ensure the total training steps of ours and benchmark methods
are same. Furthermore, we adopted the 1D-CNN as the backbone of the teacher and student models
following [4; 34]], where student is a shallow version of teacher with less filters (See Supplementary
for detailed network architectures of 7', .S, ® and dueling DDQN). For a4, a3 in Eq. and \, 7
in Eq. , we use the grid search and set a; = 0.2, oy = 1.8, A = 1.0, 7 = 2 for all experiments.
More sensitivity analysis regarding N, K, A\, a1, as and 7 can be found in Supplementary. The
averaged macro F1-score with three independent running is reported.

4.2 Benchmark with UDA methods

To demonstrate the effectiveness of our proposed RCD-KD, we first compare it with other advanced
UDA methods as shown in Table [I] Note that all of the benchmark UDA methods are directly
applied to the compact student. From Table|l} some observations can be found. In most transfer
scenarios, directly applying UDA methods (either the metric-based or adversarial-based) can improve
the performance of compact student model on target domain. However, these methods perform
inconsistently across different tasks. For instance, HOMM performs best on SSC, but worst on
FD compared to other UDA methods. Meanwhile, the improvement of these UDA methods is



Table 2: Marco F1-scores on HAR and HHAR across three independent runs.

Methods HAR Transfer Scenarios HHAR Transfer Scenarios
2—11 623 7—13 9—18 12—16 Avg | 06 16 27 3-8 45 Avg
Teacher 100.0 100.0 9992 93.69 81.65 9505 | 6447 9423 5722 9888 97.69 82.50
Student-Only 68.51 59.57 78.88 21.02 51.71 5594 | 50.46 6595 4322 5884 7522 58.74
KD-STDA [11]  98.31 89.55 89.28 6741 63.13  81.54 | 46.15 92.19 41.69 96.51 89.79 73.27

KA-MCD [16] 89.46  59.26 63.62 5893 4567 6339 | 6525 90.59 4257 8571 8548 73.92
MLD-DA [12] 100.0  99.11 9296 8278 64.08 87.79 | 61.53 9432 4791 91.07 92.74 7751
REDA [9] 99.44 9381 9243 7455 5577 83.20 | 3205 93.85 36.10 9024 9541 69.53
AAD [15] 83.74 90.89 83.05 7596 61.67 79.06 | 53.25 81.22 4835 87.00 86.36 71.24
MobileDA [14] 9271  90.19 9139 7795 6434 8332 | 46.60 93.31 49.13 9830 96.84 76.84
UNI-KD [4] 100.0 9633 9320 79.77 6491 86.84 | 46.66 94.89 59.20 9845 9742 7932
Ours 100.0 100.0 99.64 92.87 80.87 94.68 | 6447 9424 5759 9845 97.11 82.37

Table 3: Marco F1-scores on FD and SSC across three independent runs.

Methods FD Transfer Scenarios SSC Transfer Scenarios
0—1 0—=3 2—=1 1=2 23 Avg [ 0—=I1 125 16—1 7—18 9—I14 Avg
Teacher 88.36 86.46 88.82 99.84 99.92 92.68 | 5143 68.71 73.48 7248 76.59 68.54
Student-Only 3494 42.14 7527 9041 91.13 66.78 | 35.62 35.87 60.15 61.24 59.05 50.39
KD-STDA [11] 53.17 5095 76.76 89.24 98.66 73.76 | 43.75 5345 49.04 6723 65.56 55.81
KA-MCD [16] 5796 6526 61.66 81.75 91.79 71.68 | 50.85 56.73 51.01 64.18 6595 57.74
MLD-DA [12] 78.16 7549 83.34 99.86 96.83 86.74 | 4536 66.17 5837 63.87 70.71 60.90
REDA [9] 86.70 81.08 8898 92.35 88.77 87.58 | 44.07 52.01 60.14 6046 64.67 56.27
AAD [15] 52.50 60.00 80.86 89.84 9599 7584 | 32.71 6292 6334 6446 72.15 59.12
MobileDA [14] 76.19 58.77 83.74 97.56 97.84 82.82 | 41.83 57.14 5941 6438 61.55 56.86
UNI-KD [4] 78.85 82.68 92.14 9729 99.34 90.06 | 4448 60.13 6299 71.03 7221 62.17
Ours 89.88 85.63 88.57 99.92 99.13 92.63 | 49.73 70.74 7214 7173 7695 68.26

very marginal and large variance can be observed, indicating the challenge of performing domain
adaptation with shallow networks. On the contrary, the compact student trained with our proposed
RCD-KD consistently performs better than other methods.

4.3 Benchmark with KD-based DA methods

We compare our proposed method with other KD-based DA methods as shown in Table [2]and Table
[3] We applied above methods on our teacher-student settings. We also report the performance of pre-
trained teacher (generally considered as the upper limit) and the student trained on source domain but
tested on target domain (namely, Student-Only) as the lower limit. We highlight the best performance
with bold for each scenario and the averaged performance. Note that this comparison does not include
the teacher as it benefits from more complex network architecture. See Supplementary for more
experimental results of additional transfer scenarios.

Some observations can be found from above two tables. Firstly, compared to Student-Only, all
the benchmark methods can obviously improve compact student’s generalization on target domain.
However, some of them (e.g., KD-STDA in HAR, FD and SSC, KA-MCD in HAR and FD) even
perform worse than directly applying UDA on compact student (e.g., MDDA and SASA in Table[T).
The reason is that those methods blindly trust teacher’s predictions on target domain as mentioned
and learning with such unreliable knowledge will result in inferior performance. Secondly, the
methods using source-only teachers (i.e., AAD and MobileDA) failed to achieve better performance
than others (e.g., UNI-KD and MLD-DA) which employ teachers trained on both source and target
domains. This observation indicates that for cross-domain KD, it is critical for the teacher to possess
the knowledge of both domains. Thirdly, introducing the source domain specific knowledge to the
student like KD-STDA and MLD-DA apparently cannot guarantee better generalization on target
data. Intuitively, the student still needs to pay more attention on target domain or focus on domain-
shared knowledge as UNI-KD suggested. Lastly, our proposed method consistently outperforms
other benchmarks over all the datasets and achieves the highest score in most of transfer scenarios.
Meanwhile, our RCD-KD can even achieve comparable performance as the teacher model in some
datasets (e.g., HAR, HHAR and FD) with more compact model architectures. It indicates the
effectiveness of transferring the adaptive knowledge via proposed RL-based sample selection module
and domain-invariant knowledge via domain discriminator.
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Figure 2: TCN —1D-CNN. Figure 3: Resnet-34 — Resnet-18.

Table 4: Teacher with different UDA methods. Table 5: Framework ablation for proposed method.
T-Types HAR HHAR FD SSC Lxkp Lpc Lrxkp HAR HHAR FD SSC

MDDA 89.16 81.65 90.45 61.62 v 79.46 7569 7235 52.63
SASA 88.16 80.39 90.83 63.25 v 85.51 79.03 7795 62.39
CoDATS 9339 8298 91.08 66.89 v v 89.32 7899 89.13 60.65
DANN (ours) 94.68 8237 92.63 68.26 v v 94.68 82.37 92.63 68.26

4.4 Ablation Study

Different Teacher-Student (T — S) pairs. Besides transferring the knowledge from a cumbersome
1D-CNN teacher to a compact 1D-CNN student following [4], we also evaluate our proposed method
with other T — S pairs. Specifically, we adopted a temporal convolutional network (TCN) [37] as
the teacher and 1D-CNN as the student, a Resnet-34 [38]] as the teacher and Resnet-18 as the student
as depicted in Fig. 2]and Fig. [3] We can see that our proposed method consistently outperforms other
benchmark methods, further indicating its effectiveness under different T — S configurations.

Different Teacher Generation. As stated in the Methodology section, our proposed method re-
utilizes the domain discriminator after teacher’s training with DANN. To further demonstrate that
our framework can be generalized to other UDA methods, we evaluate our framework with teachers
generated by various DA methods as shown in Tabled] Specifically, we utilize two discrepancy-based
DA methods, i.e., MDDA [5]] and SASA [36] and one additional adversarial-based DA method named
CoDATS [8]. Note that for teachers generated from MDDA and SASA, we need to train the domain
discriminator as shown in Algorithm[I} On the contrary, for teachers generated from CoDATS and
DANN (ours), the parameters of discriminator are frozen during student’s training. From Table 4]
we can see that employing teachers from MDDA and SASA slightly underperforms CoDATS and
DANN. The possible reason is that adding additional training steps for domain discriminator will
inevitably increase training difficulty in terms of model convergence. But they still perform better
than other benchmarks in Tables [2and 3] indicating that our approach is not limited by the teacher
training strategies as long as the teacher possesses the source and target domain knowledge. A well
pre-trained domain discriminator is preferred as it can improve the training efficiency.

Framework Ablation. There are two key components in our proposed framework: the domain-
invariant knowledge transferring via £ and the RL-based domain adaptive knowledge transferring
via Lrgp. We conduct the ablation study to evaluate their contributions. We also include the
standard knowledge distillation in which the student is optimized with L p as Eq. (I) shows. From
Table[5] we can see that coarsely aligning teacher’s and student’s predictions over all target samples
(Lxp + Lpc) might lead to negative transferring in some datasets (e.g., HHAR and SSC), whose
performance is inferior to the one only applying £p¢. Our proposed method (Lpc + Lrx p) can
significantly mitigate this issue via the proposed RL-based target sample selection module.

Reinforced Sample Selection Ablation. To investigate the contribution of proposed reward and
RL-based model selection module, we conduct the ablation study as shown in Table @ Some
observation can be found from above table. Firstly, including all the target samples to train the
compact student will inevitable introduce negative transfer, resulting in unsatisfying generalization
performance on target domain. Either utilizing the model uncertainty or transferability to explicitly



Table 6: Reinforced sample selection ablation. “Full samples" denotes utilizing whole target samples for KD;
“R2’, “R3’ denote directly utilizing proposed uncertainty and transferability for sample selection; ‘R;’, ‘R;ﬂ,’
denote utilizing RL with R and Rz as reward for sample selection; (R2 + R3)T is our proposed method.

D Full Partial Samples
atasets 7 ¥
Samples R, R)  R3 R Ro+Rs (Ra+Rs)f
HAR 89.32 91.65 9391 9231 93.96 93.53 94.68
HHAR 78.99 78.30 81.73 80.33 82.29 81.04 82.37
FD 89.13 90.17 91.93 89.51 91.08 91.85 92.63
SSC 60.65 63.16 6298 6581 67.49 65.20 68.26

Table 7: Comparison of Computational Complexity.

Methods  KD-STDA KA-MCD MLD-DA REDA AAD MobileDA UNI-KD Ours
Time (sec) 1.68 4.55 1.91 1.78 0.91 1.28 3.26 16.42

select target sample (as shown in column R2 and R3) would improve student’s performance in most
of datasets. Secondly, dynamically selecting target samples using our RL-base module with either

of proposed rewards (as shown in column R; and Rg) will further improve student’s performance,
indicating the effectiveness of RL-based module in mitigating negative transfer. Lastly, combining
model uncertainty and transferability as the reward to dynamically select suitable target samples
based on student’s capacity yields best performance.

Computational Complexity. We performed the time complexity analysis for our method and the
results are shown in Table[7} Specifically, we measure the training time for our proposed method and
other benchmarks with a NVIDIA 2080Ti GPU. The reported results are measured with one epoch on
single transfer scenario on FD dataset, which has the largest training samples (about 1,800 samples per
transfer scenario) among evaluated datasets. We can see that our method does require more training
time compared to other benchmarks, reflecting its greater complexity. The primary computational
costs arise from two factors. The first part is the generation of K historical experiences at each step.
This could be significantly reduced by using a smaller K. The second factor is the MCD module which
conducts multiple inference processes for uncertainty estimation. This computational burden could
be further decreased by adopting alternative uncertainty estimation methods. Nevertheless, although
our training time is longer than other benchmarks, we argue that it is still within an acceptable range,
especially considering the performance improvement it could bring. Meanwhile, we also evaluate the
scalability of our approach to larger dataset. See Supplementary for more scalability analysis.

5 Conclusion and Limitations

In this paper, we propose a framework for cross-domain knowledge distillation on time series.
Specifically, we utilize an adversarial domain discriminator to assist the compact student learn the
domain-invariant knowledge from the cumbersome teacher. Meanwhile, we design a reinforcement
learning-based target sample selection module to effectively transfer teacher’s knowledge which
is suitable for compact student. The experimental results demonstrate the effectiveness of our
proposed method in enhancing the generalization of compact student on target domain. There are
also some limitations for our proposed framework. On the one hand, we still need to pre-train a
cumbersome teacher with advanced UDA methods, which involves more training time than others.
On the other hand, we only utilize the distance between teacher’s and student’s logits to assess
sample’s transferability, which might overlook some intrinsic information from feature space. In the
future, we will extend our work to (1) jointly train teacher and student for cross-domain knowledge
distillation, and (2) consider feature representations into sample transferability assessment.
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A Supplementary

A.1 Uncertainty Estimation with Monte Carlo Dropout Method

Given an input data set X = {1, ..., z,,} and the respective outputs Y = {y1, ..., ¥, }, the conven-
tional machine learning methods intend to find an optimal model ®(x; ), which is parameterized
with 6, to map the input X to the Y. After training, the optimal model ®(z; @) will give a single
point prediction for certain test sample with static 8. On the contrary, the Bayesian methods (e.g.,
Bayesian neural networks) can generate predictive distributions instead of a single point prediction
for estimating model uncertainty. With defining ®(x; 0) with a prior P(€) over parameter space 6,
the training objective is then turned to find an optimal posterior distribution over 6:

P(Y|X,0)P(0)

POIX.Y) = =57

(1D
The prediction value of y with input x is the weighted average of model predictions over all possible
sets of parameters € with various posterior probabilities as Eq. shows.

Plyle, X,Y) = / P(y|z,0)P(8]X,Y)d6
= Eo~pox,v)[P(z;0)]

However, the posterior distribution P(0|X,Y) is intractable as shown in previous works. Alter-
natively, Gal and Ghahramani proved that a DNN with arbitrary non-linear depth and dropout is
mathematically equivalent to a Bayesian approximation of the probabilistic deep Gaussian process.
They proposed a method named Monte Carlo Dropout which utilizes a dropout distribution P (9)
to approximate P(0|X,Y"). To be specific, for the [-th layer (I = 1, ..., L) in a model with total L
layers, the parameter distribution 8, is defined as:

(12)

0, = M, * diag([Z1.:)2"), (13)

where M; € RP1*Di-1 js a matrix with variational parameters and diag(-) is an operator to map
a vector to a diagonal matrix. Z;; ~ Bernoulli(g;) is independently sampled from Bernoulli
distribution, where i = 1, ..., D;_;. g; is the probability of dropout. Subsequently, the Eq. is
reformulated as:

N
1
Eop(o) @@ 0)] % - > (36", (14)

n=1

Practically, Eq. (I4) means to enable the dropout of model during test phase and forward N times for
each sample x;. Furthermore, for classification tasks we employ the entropy to measure teacher’s
uncertainty on target data as Eq. (I3)) shows:

1 1
Hi= = (5 2 ply =clui,6)log(5; Y ply = cl:,6™), (15)

where p(y = c|z;,0") represents the probability of sample belong to class ¢ and it is the softmax
outputs of teacher model ®(x;0") on the n-th forward pass. Intuitively, a higher value of the
predictive entropy #; will be obtained when all classes are predicted to have equal probabilities,
which means the teacher is less confident about the specific data.

A.2 Model Architecture

A.2.1 Teacher and Student model

As illustrated in Fig. f[(a) and (b), the teacher and student model are constructed with three stacked
CNN blocks as the backbone and one fully connected layer as the classifier. Each CNN block consists
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Figure 4: Network Architectures for (a) 1D-CNN Teacher, (b) 1D-CNN Student and (c) Domain Discriminator.

of a 1D convolutional layer, followed by a BatchNorm layer, an activation layer (ReLU), a 1D
MaxPooling layer and a Dropout layer. Here, ‘Conv1D’ represents the 1D convolutional layer and
the first variable in the bracket represents the number of input channels and the second one represents
the number of output channels. ‘BN’ is a BatchNorm layer. ‘FC’ represents a fully connected layer.
‘C’ represents the number of classes.

Meanwhile, to demonstrate the deployment on edge device we compared our 1D-CNN teacher and
student from four perspectives as shown in Table[§] Here, we employ Raspberry Pi 3B+ as the edge
device for deployment. We can see that the student reduces 15.46 times parameters, 16.98 times
FLOPs and 13.54 times memory usage compared to its teacher. Besides, the inference of student is
21.67 times faster than teacher on the edge device. Meanwhile, in our manuscript we have already
shown that the student trained with our method is able to achieve comparable performance as the
teacher. This enables our compact student to potentially meet the real-time response and on-site
deployment requirements for certain time series applications.

Table 8: Comparison of model complexity.

# Para. (M) #FLOPs (M) Memory Usage (Mb) Inference Time (Sec)

T 0.201 0.917 83.73 4.16
S 0.013 0.054 6.33 0.192
Rate 15.46 % 16.98 x 13.54 21.67x

A.2.2 Domain discriminator

Fig. Bc) is the network architecture of domain discriminator. It consists of three linear layer followed
by ReLU activation layers. The output of domain discriminator is a 2-classes probability distribution
to indicate whether the feature maps come from the teacher with source domain data as input or from
the student with target domain data as input.

A.2.3 Dueling DDQN

Table 9] presents the details of our dueling DDQN. The left column is the state-value estimation
stream and the right column is the advantage estimation column. The ‘NoisyFC’ represents a linear
layer whose weights and biases are perturbed by a parametric function of the noise. The conventional
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Table 9: Network Architecture for Dueling DDQN.

Layers Dueling DDQN
#1 FC(Input, 1024)+ReLU
#2 NoisyFC(1024,1024)+ReLU | NoisyFC(1024,1024)+ReLU
#3 NoisyFC(1024,1) +ReLLU NoisyFC(1024, 2)+ReLLU
#4 Aggregation

linear layer can be expressed as y = wx + b, where w € R9*P, b € R? are trainable weights and
biases, x € R? and y € RY are the inputs and outputs, respectively. In the NoisyNets, the weights and
biases are reformulated as Eq. and (17), respectively. Here, u* € R7%P, g% € RI*P, ;b € RY,
o € RY are the trainable weights and biases. ® is the element-wise multiplication. ¢ and €® are the

factorised Gaussian noise, where each entry €;’; = f(e;) f(e;), e? = f(¢;) and f(x) = sgn(z)/|z|-

Adding such parametric noise to the deep reinforcement learning agent will enhance the efficiency of
exploration.

w=pY+o"Oe" (16)
b=pb+ot e (17)

A.3 Additional Transfer Scenarios

We evaluate our proposed method on another five additional transfer scenarios on four datasets as
shown in Table [I0] and Table [TT] From above two Tables, we can sse that our proposed method
consistently achieves better performance than other SOTA methods, further indicating its effectiveness
in transferring the knowledge under the cross-domain scenarios.

Table 10: Marco F1-scores on HAR and HHAR across three independent runs.

Methods HAR Transfer Scenarios HHAR Transfer Scenarios
18 27 20—5 24—8 28—27 30—20 Avg | 0—-2 5—-0 6—1 7—4 8—=3 Avg
Teacher 98.23 90.57 97.08 100 9221 95.62 | 66.56 3325 9447 9499 96.68 77.19
Student-Only 98.37 48.78 7738  61.17 7641 7242 | 61.94 2743 69.10 77.72 80.51 63.34
KD-STDA 100 75.77 90.77  97.77 8636 90.13 | 61.93 28.04 9265 91.33 96.30 74.05

KA-MCD 85.22 78.03 86.14  91.19 7428 8297 | 43.90 3335 9232 9427 97.02 7217
MLD-DA 98.82 80.57  91.90 100 91.69  92.60 | 6544 31.10 9297 9497 9587 76.07

REDA 98.20 95.05 91.26  98.53 72.04 91.02 | 54.18 32.56 88.50 88.84 96.18 72.05
AAD 90.27 66.88 86.09  94.73 84.82  84.56 | 58.23 37.24 9147 8199 83.61 70.51
MobileDA 92.86 84.96 9045  79.12 7756 8499 | 50.27 30.83 76.12 89.70 79.25 65.23
UNI-KD 100 94.42 100 92.26 87.10 94.76 | 62.33 39.01 9289 9690 96.52 77.53
Proposed 100 8526 97.92 100 9221  95.08 | 67.27 [ 3825 94.59 9583 9740 78.67

Table 11: Marco F1-scores on FD and SSC across three independent runs.

Methods FD Transfer Scenarios SSC Transfer Scenarios
1-0 1-3 320 3—-1 352 Avg [3=19 5-15 62 13—17 18—=12 Avg
Teacher 66.40 100 6230 100 81.65 82.07 | 71.85 73.69 7221 50.74 5296 64.29
Student-Only 45.13 91.14 44.84 93.03 70.55 68.94 | 43.65 41.04 4821 3878 47.28  43.79
KD-STDA 4755 93.02 51.26 9981 7628 7358 | 61.24 6697 67.05 43.05 49.92  57.65
KA-MCD 51.77 98.69 4850 93.65 83.05 75.13 | 61.13 6323 7096 39.56 46.86  56.35
MLD-DA 51.98 99.67 52.14 96.01 75.62 75.08 | 6623 70.30 69.33 44.22 44.13  57.65
REDA 53.65 96.21 5248 96.60 80.85 7596 | 56.09 6196 53.59 40.50 36.26  49.68
AAD 4642 94.65 52.09 98.65 87.11 7578 | 62.75 6481 71.78 4452 49.18  58.61
MobileDA  51.71 9492 51.17 99.86 7851 7523 | 64.16 67.67 56.74 47.50 56.56  58.53
UNI-KD 6091 99.97 61.00 100 87.08 81.79 | 66.84 70.76 65.70  50.19 49.77  60.65
Proposed 61.99 99.67 6242 100 87.76 8237 | 6949 7273 67.01 49.31 5252 62.21

A.4 Sensitivity Analysis
A.4.1 Hyper parameter N

In our proposed method, one of the key hyper parameters is /N, which is the number of teachers
utilized for calculating the uncertainty on a specific sample. It relates to our reward function, thus
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Table 12: Sensitivity Analysis on a1 and aa.

Dataset O[1=0.2 O£1=0.4 O£1=0.6 O[1=0.8 O[1=1.0 C¥1=1.2 Oél=1.4 Oél=1.6 Oél=1.8
042=1.8 a2=1.6 042=1.4 042=1.2 O(2=1.0 0(2=0.8 052=0.6 052=0.4 042=0.2
HAR 94.68 94.23 94.49 93.58 93.25 92.65 92.68 92.72 92.05
HHAR | 82.37 82.35 94.49 82.10 81.59 82.11 81.04 81.25 81.34
FD 92.63 92.34 92.87 92.10 91.89 91.74 92.01 91.34 92.05
SSC 68.26 68.47 68.15 67.65 67.80 66.65 66.95 66.35 66.01

affecting the learning process of target sample selection policy. Intuitively, the larger N will lead to
more accurate estimation of teacher’s uncertainty and provide more accurate reward. As illustrated in
Fig. 5] student’s performance is gradually increased with IV but will keep at some certain level when
N > 10. The larger value of N also increases the total cost in terms of training time. Empirically,
N =5 or N = 10 are appropriate, and we choose N = 10 in our experiments for all the datasets.

A.5 Hyper parameter K

Another hyper parameter in our proposed approach is the episodes length K for generating historical
experience and we perform the analysis as illustrated in Fig. [6] From Fig. [f] we can see that our
proposed method is not very sensitive to K. But a large value of K will result in longer training time.
K = 5 is sufficient to generate informative historical experience for training the dueling DDQN.

A.5.1 Hyper parameter \

Regarding hyper parameter A which is to balance the contribution of domain confusion loss £p¢ and
the distillation loss Lrx p, we can see from Fig. that a small value of A (e.g. A = 0.1) will make
the student more focus on learning domain-invariant knowledge from £p¢. It will result in worse
performance in datasets like HHAR and SSC. A higher value of A\ will obviously enhance student’s
generalization capability on target domain. A € [1, 5] is a suitable range based on our experiment
results.

A.5.2 Hyper parameter o;; and o

To limit our reward within the range of -1 to 1, 1 and a5 should satisfy below constrains: «; € (0,2),
as € (0,2) and ay + ay = 2. We perform grid search on four datasets as shown in Table We
can see that the student trained with low oy value and high a5 value can achieve better performance
than other configurations, indicating transferability contributes more to the final performance than
uncertainty. In all of our experiments, we set a; = 0.2 and s = 1.8 for all datasets for simplicity.

A.5.3 Hyper parameter 7

For hyper parameter 7 which is the temperature to soften teacher’s logits, we perform the analysis
ranged from 1 to 16 as shown in Table We can see that higher value of temperature (e.g., 7 = 16)
would over-smooth teacher’s logits, resulting in poor distillation performance. Generally, 7 = 2 or
T = 4 is a good choice for our method.
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Table 13: Sensitivity Analysis for temperature 7

Dataset =1 7=2 7=4 17=8 71=16
HAR 92.14 94.68 9423 91.35 89.45
HHAR 80.14 8237 8145 7941 76.49
FD 90.79 92.63 9274 88.51 85.41
SSC 65.10 6749 6698 63.21 59.01

Table 14: Comparison with different sample selection strategies in AL.

Methods HAR HHAR FD SSC

Baseline 89.32  78.99 89.13  60.65
LC 79.21 7622 7414 529

LC Consist. 82.01 75.43 74.45 56.11
LC Consist. +RL 849  76.24 81.45 60.01
M 80.55 759 82.05 58.03
M Consist. 83.55 7891 819  59.45
M Consist. +RL  90.11  80.01 80.79 61.97
H 88.31 79.09 88.18 59.23
H Consist. 91.65 783 90.17 63.16

H Consist. + RL 9391 81.73 91.93 6298

A.6 Comparison with sample selection strategies in Active Learning

We conduct the ablation study on three uncertainty-based active learning (AL) strategies, including
least confidence (LC), sample margin (M) and sample entropy (H). The results are presented in Table
[[4] We take student trained with our framework using whole target samples as the baseline (i.e.,
without RL). ‘LC’ refers to leveraging student’s confidence to directly select samples. ‘LC Consist.’
refers to using the consistency of teacher’s and student’s confidence for explicitly sample selection.
‘LC Consist. + RL’ refers to leveraging ‘LC Consist.” as reward to learn optimal sample selection
policy. We can see that: firstly, almost all uncertainty-based AL strategies exhibit performance
degradation compared to the baseline. This could be attributed to the unreliable uncertainty estimation
from student’s outputs, especially at early training stage. Additionally, among these strategies, entropy
performs the best, likely because it considers the overall probability distribution which might partially
address student’s unreliable predictions issue. Secondly, utilizing uncertainty consistency instead of
uncertainty alone could enhance performance in most settings, as incorporating teacher’s knowledge
through consistency provides a more reliable measure. Lastly, our RL module could further enhance
student’s performance via employing any of uncertainty consistency as the reward, indicating its
effectiveness.

A.7 Scalability to Larger Datasets

To verify the efficiency and scalability of our method on larger time series (TS) dataset, we conduct
experiments on another Human Activity Recognition dataset named PAMAP2. Table[T5|compares
the dataset complexity of PAMAP2 with the datasets we employed in our manuscript. Note that it is
meaningless to compare the total size of datasets in our settings as our experiment evaluate transfer
scenario between single subject. We summarize the averaged number of samples, channels, data
length and classes across all transfer scenarios for these datasets. We also report the time complexity
of our method across these datasets (i.e., training time per epoch for single transfer scenario). From
Table we can see PAMAP?2 is larger in terms of number of samples and more complex in terms
of number of channels and classes. Compared with FD, the epoch training time for PAMAP2 only
increases 2 times as the number of training samples increases about 4 times, indicating that our
method scales well in terms of computational efficiency on larger TS dataset.

Meanwhile, we also conduct the performance comparison between our method and benchmarks on
PAMAP?2 with randomly selected 5 transfer scenarios. The experimental results are summarized as
Table[T6] We can see that our proposed method consistently outperform other benchmarks in terms
of average Macro F1-score, even though it cannot achieve the best performance on some transfer
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Table 15: Summary of Datasets.

Datasets  No. of Samples No. of Channels Data Length No. of Classes Training Time (Sec)

HAR 216 9 128 6 1.61
HHAR 1150 3 128 6 9.07
FD 1828 1 5120 3 16.43
SSC 1428 1 3000 5 7.09
PAMAP2 8180 36 256 11 31.64

Table 16: Performance Comparison on PAMAP2.
Methods 102—104 106—103 107—105 105—106 107—102 Avg.

KD-STDA 66.19 53.12 46.34 67.87 59.75 58.65
KA-MCD 34.35 49.16 49.92 33.95 35.97 40.67
MLD-DA 68.14 50.85 61.23 75.03 63.32 63.71
REDA 71.49 53.31 59.11 74.75 64.86 64.70
AAD 60.28 51.61 48.01 73.64 45.55 55.82
MobileDA 67.14 54.09 64.21 74.67 63.35 64.69
UNI-KD 64.82 70.82 43.92 69.65 56.20 59.28
Proposed 68.33 68.86 59.56 75.44 62.50 66.96

scenarios. This observation indicates that the effectiveness of our proposed method can also be
generalized to larger time series dataset.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The abstract and introduction include our main claims in the paper.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of our work in the conclusion section.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.
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only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
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and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not include any theoretical assumptions and proofs.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided the details of model architecture, experimental configura-
tions, the value of key parameters in the paper. Meanwhile, we also provided the code in the
supplementary for result reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The datasets in the paper are public available and the URL can be found in
related references. A git repository URL for our proposed method will be provided upon
acceptance.
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have specify the experimental settings in the paper
Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Please refer to the tables and figures in the experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
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Answer: [Yes]
Justification: Please refer to the supplementary for computer resources.
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no societal impact of the work performed.
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
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(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards
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image generators, or scraped datasets)?

Answer: [NA]
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
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safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have clearly cite the original papers for the datasets used.
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* The answer NA means that the paper does not use existing assets.
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* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
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