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Abstract

In the rapidly advancing field of Al-assisted medical diagno-
sis, the generation of medical reports for Chest X-rays (CXR)
has significantly improved with the increased availability of
radiographs and their corresponding reports. However, these
reports often contain complex medical terminology, making
them difficult for patients and non-healthcare professionals
to understand. In this study, we introduce a strategy called
Chained Prompting for Improved Readability of Medical Re-
ports (CPIR-MR), which translates original medical reports
into more comprehensible language. Our primary contribu-
tion is the creation of a new extension to the IU X-Ray
dataset, providing Simplified Medical Reports (SMRs) gen-
erated by CPIR-MR. Additionally, we demonstrate that stan-
dard methodologies can effectively produce these simplified
reports by proposing a multi-modal text decoder (MTD) that
combines BLIP with a classification network to generate
simplified medical explanations (SMEs) when fine-tuned on
SMRs.

Introduction

The Medical Report Generation encompassing Chest X-ray
images has garnered widespread attention within the re-
search community. The quality of the generated reports typ-
ically hinges on the fine-tuning of LLMs and the underlying
radiographic features. The prevailing setup predominantly
generates reports containing domain-specific medical termi-
nologies creating deterrence for the comprehension of pa-
tients or non-healthcare professionals. This fact incentivizes
us to design an efficient system that aims to create compre-
hensible reports, devoid of professional medical terminolo-
gies. We introduce CPIR-MR to produce SMRs as an exten-
sion of the IU X-Ray dataset (Demner-Fushman et al. 2016)
that are not only understandable to any patient but also pre-
serve necessary information. We also observe that standard
methods is capable to generate SMEs fine-tuned with SMRs
by introducing a model consisting of multi-modal Text De-
coder (MTD) with Biomedical Condition Embedding (BCE)
prompting which is guided by BLIP embeddings and a clas-
sification network as input to MTD.
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Proposed Method

CPIR-MR We explore a prompting technique using
dynamic, iterative construction, incorporating few-shot
(Brown et al. 2020), Chain-of-Thought (CoT) (Wei et al.
2022) and controlled generation. The technique incorporates
n exemplars of original medical findings, building prompts
sequentially to leverage in-context learning. It employs
targeted output structuring for seven-line layperson expla-
nations, explicit constraints for output filtering, and ordinal
numbering for coherence. This approach combines prompt
chaining with a lower number of API accesses with a larger
output token size, constrained generation, and structured
formatting to guide the model in producing comprehensive
medical explanations. We outline the CPIR-MR as follows.

“I have {n} examples of original findings.
Add your notions in place of XXXX. Strictly
DO NOT SUGGEST MEDICINES and PRACTICES.

The prompt is constructed iteratively as follows:

prompt += “{j}.{text}\n"'

prompt= For each finding, generate a
more detailed finding for normal human
understanding in 7 lines and output those
in points

where n = |texts|. Then, for each j € [1, n]:

index

ordinal number

prompt += ‘' j ordinalj (SMR) 7 ”
——

placeholder

Multi-modal Text Decoder To demonstrate the efficacy of
CPIR-MR, we designed a multi-modal text decoder (MTD)
that integrates BLIP (Li et al. 2022) embeddings, classifi-
cation network, and text decoder trained with SMR. The
chest X-rays are passed through BLIP encoders, creating
embeddings E; and E;, combined into E;. Concurrently,
a classification network generates class-specific probabili-
ties P = {pi1,p2,...,Pn}- These probabilities are subse-
quently added with embeddings using the Biomedical Con-
dition Embedding (BCE) prompting technique. With pre-
prompting and post-prompting text, this combined informa-
tion is fed into a QLoRA (Dettmers et al. 2024) model to
generate SME.

15 is the index of the current iteration and text represents the
original findings from IU X-Ray dataset to be added.
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Figure 1: Evaluation of SMR and original findings through (a) complexity distribution, (b) sentiment consistency, (c) similarity scores, (d)
text complexity comparison, and (e) performance metrics in different aspects.

Experiments

The evaluation of CPIR-MR presents a challenge due to the
instability of NLP techniques in extracting medically accu-
rate keywords from both original findings and SMR. There-
fore, we introduce Chained Prompting for Medical Keyword
Extraction (CPMK-E), exploiting the advanced capabilities
of Gemini 1.5 Flash (Team et al. 2023). CPMK-E em-
ploys two CoT mechanisms, incorporating pre-prompting
and post-prompting phrases to enhance extraction accu-
racy. The method consists of 2n findings, where n repre-
sents the number of original findings and their correspond-
ing SMRs. The prompt progressively analyzes the similar-
ity between the original findings and the SMRs by scoring
them on a scale ranging from 1 to 10 with subjective ex-
planation. We noticed that, the corresponding explanation
enhanced the performance of the Gemini scoring mecha-
nism. Furthermore, we examine the results in the evaluation
stage to show that the original findings and SMRs were se-
mantically similar and could be supported by comparable
medical interpretations. Our implementation is available at
https://github.com/Thecoder1012/CPIR-MR.

Quantitative Evaluations We use FRE (Flesch Reading
Ease) score (Farr, Jenkins, and Paterson 1951) and lexicon-
based sentiment analysis to determine the complexity dif-
ference distribution. Figure 1(a) indicates a higher com-
plexity with possible outliers. This is endorsed by the text
complexity comparison (Fig. 1(d)), retaining reduced com-
plexity while ensuring consistency across different levels.
Sentiment preservation (Fig. 1(b)) exhibits a strong positive
correlation clustered around the diagonal, affirming medi-
cal proficiency in maintaining tone while simplifying lan-
guage. The similarity score distribution (Fig. 1(c)), biased
toward higher values (8-10 range), affirms robust content
conservation. Unlike other evaluations, Fig. 1(e) reveals ex-
ceptional readability improvement and consistency perfor-
mance, balanced against strong information retention and
keyword concordance. This panoptic analysis, followed by
CPMK-E, demonstrates the efficacy of SMRs while preserv-
ing critical details and sentiment.

Qualitative Evaluations Our qualitative analysis illus-
trates the effectiveness of CPIR-MR in generating SMR
that successfully transforms intricate medical findings into
simplified language while preserving pertinent informa-
tion in Fig. 2. It converts technical terms such as pleu-
ral effusion into a more understandable description £1uid
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No focal airspace disease,
pleural effusion or
pneumothorax.
Cardiomediastinal silhouette is
within normal limits. No free
subdiaphragmatic air.

There are no areas of solid lung tissue,
no fluid in the lungs, and no collapsed
lung. The size and shape of the heart
and surrounding area appear normal.
There is no free air beneath the
diaphragm.

Both lungs are clear and
expanded. Heart and
mediastinum normal.

Both of your lungs look clear and are
expanded to their full size. Your heart
and the space around it appear normal.

The lungs are clear on both sides. The heart and the blood vessels in
the lungs appear normal.The area around the heart appears normal.

[ Original [J SME
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Figure 2: A comparative study between original medical
reports, Simplified Medical Reports (SMR) generated by
CPIR-MR for chest X-ray images, and Simplified Medical
Explanations (SME) from pretrained MTD, demonstrating
improved readability while maintaining essential medical
information.

There is a 1 cm nodule within one of the lung bases, seen only on the
lateral view. There is a calcified right hilar lymph node and right
granuloma. Heart size is normal. No pneumothorax.

A small, 1 centimeter nodule is visible in one of the lung bases, only
on the side view. A calcified lymph node is present in the right lung,
along with another hardened area called a granuloma. The heart size is
normal. There is no air leak (pneumothorax).

in the lungs. Structured output format consistently
simplifies medical terminologies, replacing pneumothorax
with collapsed lung, while maintaining the origi-
nal meaning. The context awareness of CPIR-MR is ev-
ident in its ability to interpret cardiomediastinal silhou-
efte to The size and shape of the heart and
surrounding area, exemplifying how the technique
effectively bridges the gap between professional medical
language and simplified explanations. All outputs of CPIR-
MR are extracted through API access of Gemini 1.5 Flash.

Conclusion & Future Works

We proposed a chained prompting strategy, CPIR-MR, en-
abling the LLM to generate medical reports that contain
comprehensible language for the patients. The reports are
free from complicated medical jargon and also preserve crit-
ical information. We also demonstrated that existing meth-
ods utilizing an extended IU X-ray dataset can generate
SMEs by employing appropriate prompt engineering. The
approach will further ensure an easy understanding of accu-
rate medical information.
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