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Abstract

Document-level event extraction (DEE) ex-
tracts structured information of events from a
document. Previous studies focus on improving
the model architecture. We argue that exploit-
ing characteristics of data is also important. We
propose to utilize more coreference informa-
tion to obtain better document-level entity rep-
resentations, and propose the concept of core
roles to shallow the memory and alleviate error
propagation. Experiments on a large dataset
demonstrate that our data exploitation meth-
ods significantly improve performance of exist-
ing models on both the role-level and record-
level metrics. Our code is available at https:
//github.com/coszeros/CAB.

1 Introduction

Document-level event extraction (DEE) aims to
detect events and extract event arguments from a
document. DEE has attracted much attention cur-
rently (Yang et al., 2018a; Du and Cardie, 2020;
Du et al., 2020). There are two main challenges for
DEE: multiple events and argument scattering. Fig-
ure 1 demonstrates this where there are two Equity
Pledge event records, and the event arguments of
each record scatter across sentences.

To address these challenges, recently an end-to-
end model Doc2EDAG (Zheng et al., 2019) has
been proposed to perform the DEE task over finan-
cial documents. Doc2EDAG transforms the event
table into a directed acyclic graph (DAG) and iter-
atively extracts each event role. For example, in
Figure 1, the first event record is extracted from A
to B to H in the DAG structure. When extracting
arole, such as PledgedShares, the model applies a
memory tensor to gather information from preced-
ing event arguments A, B, and C.

Researches following Zheng et al. (2019) pro-
pose new model architectures. While achieving
better performances, models are becoming heavier
and hard to fit in the memory of a popular GPU.

DEE is a relatively new NLP task. Current re-
searches on DEE overlook some critical data char-
acteristics, including various coreferential men-
tions in the document, as well as the dependence
and independence among roles in an event. We pro-
pose the DEE model with Coreference Aggregation
and HyBrid Extraction (CAB) to exploit these data
characteristics as follows.

First, we leverage more coreference informa-
tion to enhance entity representations. Though
entity mentions scatter across sentences, some of
them may refer to the same entities. Utilizing such
coreference is especially critical to DEE. For ex-
ample, in Figure 1, a company is referred to as its
full name Guannong Group Co., LTD. and its ab-
breviated name Guannong Group. The former only
appears once in sentence [3], while the latter ap-
pears in sentences [3,4,5,8,9], which is conducive
to extracting the two event records. However, as
the popular DEE dataset ChFinAnn (Zheng et al.,
2019) is constructed through distant supervision,
only the full-name mention of an entity is anno-
tated as the event argument. Previous methods
only utilize this kind of mention and rely on the
model to implicitly capture mention interactions.
We introduce a coreference aggregation module,
which first detects coreferential mentions and then
encodes them to get better document-level entity
representations.

Second, we leverage the “core role” concept to
alleviate the error propagation problem. Previous
methods extract arguments of an event in sequence,
and each depends on the information of previously
extracted roles. Roles at the back of the path have
long pre-paths, thus errors from preceding roles
may propagate and accumulate along the path and
influence the succeeding extractions. For exam-
ple, when extracting the last argument of the upper
record in Figure 1, they use the information of A,
B, C, E, G. However, an Equity Pledge event can
be uniquely determined by the first four roles. So,
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Figure 1: An example (translated) from the ChFinAnn dataset Zheng et al. (2019). Document part shows sentences
[3] to [9]. The Event Table of Equity Pledge part shows two event records described in this document. Event
arguments are marked with different colors. The Document part highlights mentions of these arguments with the
same colors and the abbreviations are shown in italic. The DAG structure part shows the DAG transformed from
the event table in which arguments are denoted using capital letters for brevity. Below each node, we illustrate its
memory state during extraction with the hybrid extraction strategy. "S" denotes the initial memory.

we only need the information of A, B, C, E to ex-
tract H in this case. We introduce the concept of
core roles which is the signature of an event record
that uniquely determines a record, and non-core
roles, on the contrary, only provide accessory in-
formation. In Figure 1, we show the core roles
of the Equity Pledge in the orange background.
We further propose the hybrid extraction method,
which applies a shallower memory to discard the
information of non-core roles to alleviate the error
propagation problem.

Experiments on a large dataset show that our
proposed methods can significantly improve model
performance, especially on record-level metrics.

2 Related Work

Most of the previous EE approaches focus on the
sentence-level event extraction (SEE) (Liu et al.,
2018; Yan et al., 2019; Liu et al., 2020; Ahmad
etal., 2021). In recent years, some researchers have
shifted their attention to DEE, which is common
and important in real-world scenarios. Yang et al.
(2018b) propose a two-stage framework that can
extract document-level events through heuristic-
based argument completion. It pays attention to
the argument scattering challenge but ignores the
multiple events challenge. Zheng et al. (2019) ob-
tain a large-scale dataset ChFinAnn through distant
supervision on Chinese financial documents, which
paves the way for later researches. They also pro-

pose an end-to-end framework named Doc2EDAG
which can extract multiple events in a document.
Xuetal. (2021) extend the Doc2EDAG with a GNN
to model mention interactions and a tracker mod-
ule to capture the interdependency among extracted
events. Besides the EDAG framework, Yang et al.
(2021) introduce a multi-granularity decoder to ex-
tract structured events in a parallel manner. These
researches focus on the model architecture. To the
best of our knowledge, there is no work to improve
DEE from the perspective of data exploitation.

3 Method

CAB contains two main steps. Entity encoding
step extracts mentions from sentences and aggre-
gates coreferential mentions to get entity embed-
dings (Sec 3.1). Then, EDAG generation step
takes these entities as candidates and iteratively
extracts event roles in a DAG structure (Sec 3.2).
The framework follows Doc2EDAG (Zheng et al.,
2019), but to be self-contained, we introduce the
whole framework. Our methods focus on corefer-
ence utilization and hybrid extraction.

Before introducing the details of the model, we
first clarify several key notions: a) event role: an
event role is a predefined field of the event table;
b) event argument: an event argument is an entity
that plays a specific event role; c) event record: an
event record contains event arguments that describe
an event. Given a document D={s;}!" ;, where



sentence s;={w; }l;‘l is a sequence of tokens, DEE
extracts all event records from the document with
a pre-defined event schema.

3.1 Entity Extraction and Encoding

Sentence-level encoding. We extract entity men-
tions on each sentence with a sequence labeling
model. Given a sentence s;={w;}"; € D, we
encode it into a sequence of vectors {v; };”:1 using
a transformer (Vaswani et al., 2017) (encoder-1).
We leverage a conditional random field (CRF) layer
to identify entity mentions. Then, for each entity
mention, we output an embedding by max-pooling
over its covered token embeddings. For each sen-
tence s;, we apply the max-pooling over all token
embeddings to get the sentence embedding c;.
Document-level encoding. We further jointly
encode all entity mention embeddings and sen-
tence embeddings in the document to capture
document-level interactions with another trans-

former (encoder-2), and get {c¢,..ct, m{,.m¢},
where s are document level sentence embeddings

and m{s are the document level mention embed-
dings, and k is the number of mentions.
Coreference detection and aggregation. Previ-
ous methods only regard mentions with the same
surface name as arguments. In this paper, we pro-
pose to incorporate more coreferential mentions.
As a preliminary attempt, we apply hand-crafted
coreference patterns to extract the abbreviation of
an entity. Applying more advanced coreference
detection methods may be interesting future work.
Then, we use the max-pooling over coreferential
mentions (same expression or abbreviation) of an
entity to get a single embedding e;i for each entity.
Finally, the entity encoding step outputs
document-level sentence embeddings C = {c¢}1_,

and entity embeddings £ = {e?}ﬁ'l.

3.2 EDAG Generation

We first identify what types of events are described
in a given document, and then extract event records
for each event type.

Event type detection. First, we take the max-
pooling over sentence embeddings C to get the doc-
ument embedding. Then we stack a linear classifier
to detect event types (multi-label classification).

Event Record Extraction. The event records
are extracted by several path expanding sub-tasks.

For each detected event type, we extract the
event roles iteratively following a predefined role

order, as shown in Figure 1. For example, when
extracting the Pledgee role of the Equity Pledge
event, there is only one pre-path A-B. We con-
catenate embeddings of sentences and preceding
entities, [cf, - - -, ¢, e, e}], as memory tensor M
and feed [M, &] into a transformer (encoder-3) to
get {e?, €[] }. Then, a linear classifier classifies
each e into positive or negative class. In the exam-
ple, entities C and D are positive. So we get two
paths A-B-C and A-B-D, and we need to predict
the next role for each path.

Hybrid extraction. During the path expanding
procedure, the memory tensor M is used to gather
the path history information and indicate the state
of the procedure. Previous methods store all enti-
ties in the pre-path into M, which exists the error
propagation risk.

We propose the hybrid extraction method to ad-
dress this issue. We first manually distinguish the
core roles for each event type with expert knowl-
edge and adjust the role order so that the core roles
are in front of the non-core roles. When extract-
ing non-core roles, we only include embeddings
of core roles in the memory, as they have already
uniquely determined an event and non-core roles
should not affect each other. This is demonstrated
in the memory of node H in Figure 1.

4 Experiments

4.1 Experimental Setup

Dataset. We evaluate our model on the public
dataset ChFinAnn proposed by Zheng et al. (2019),
which is constructed from real-world Chinese finan-
cial documents. It contains 32040 documents and
focus on five event types: Equity Freeze (EF), Eq-
uity Repurchase (ER), Equity Underweight (EU),
Equity Overweight (EO) and Equity Pledge (EP),
with 35 different kinds of event roles in total.

We strictly follow the experiment settings of
Doc2EDAG (Zheng et al., 2019).

Metrics. we evaluate models on the role-level
and record-level micro-averaged F1 scores. The
record-level F1 score indicates that an event record
can be counted as true positive only if all predicted
roles are consistent with the gold event record.
Real-world applications focus on how many cor-
rect records can be extracted, which is reflected by
record-level metrics.

Baselines. We compare with Doc2EDAG
(Zheng et al., 2019) and GIT (Xu et al., 2021)
which achieves the best result by now. We apply



Role-level Record-level

Model

P. R. F1 P. R. F1

Doc2EDAG  84.6 70.7 77.1 363 33.1 34.6
D2E* 80.5 728 764 345 335 340
D2E*+HY 80.5 739 770 379 365 372
CAB-D2E* 824 76.7 794 389 378 383

GIT 823 784 803 420 417 418
GIT4 844 738 787 365 345 355
CAB-GIT4 842 789 814 438 426 432

Table 1: Role-level and record-level precision( P.),
recall (R.), and F1 scores evaluated on the test set.

Data-CO Data-NC

Model

P. R. F1 P. R. Fl1

D2E*+HY 76.7 686 724 841 793 81.7
CAB-D2E* 80.1 740 77.0 846 79.3 819

44%t T9%1 64%t 0.6%T 0 0.2%*

Table 2: Role-level precision( P.), recall (R.), F1
scores evaluated on Data-CO and Data-NC sets.

CAB on Doc2EDAG and GIT. For Doc2EDAG,
we test these variants: 1) D2E*. Doc2EDAG with
the same role order as the CAB for comparison; 2)
D2E*+HY, D2E* only with the hybrid extraction;
3) CAB-D2E*; D2E* with hybrid extraction and
coreference aggregation. For GIT, as 8-layer GIT
can’t fit into a 12G memory GPU, we alter the en-
coder layer to 4 (GIT,), the same as Doc2EDAG.
And we also apply CAB on it (CAB-GIT},).

4.2 Results and Analysis

Results. The performance results are shown in Ta-
ble 1. We report GIT results from the original paper.
CAB improves 3.0, 2.7 role-level micro F1 com-
pared with the D2E* and GITy, respectively. The
improvements are more significant under record-
level metrics, which are 4.3, 7.7 micro F1 respec-
tively, which indicates CAB is more capable of
extracting a complete event record. Note that the
4-layer CAB-GIT, can even outperform the 8-layer
GIT. Experiments on these models demonstrate the
effectiveness of CAB. We further show the results
on each event type in the appendix.

Analysis. We take CAB-D2E* as an example
and further analyze where the improvements come
from. From the ablation test, we can observe that
1) the coreference module is of prime importance
to the role level, bringing about 2.4 scores increase
on F1; 2) the hybrid extraction makes contributions
to the record level, improving 3.2 scores on F1.

a) Coreference aggregation. Our patterns ex-
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Figure 2: Detailed error analysis of the hybrid extraction
on Equity Underweight events.

tract 17,656 new coreferential mentions in the
dataset. According to whether there exists corefer-
ence in a document, we split the origin test set into
two parts: data with and without coreference (Data-
CO vs. Data-NC). We show the evaluation results
on these two sets in Table 2. Adding the coref-
erence aggregation results in more performance
increase on the Data-CO compared with the Data-
NC, which indicates that incorporating more coref-
erence information can obtain better entity repre-
sentations.

b) Hybrid extraction. We take event type Eq-
uity Underweight as example. As shown in Figure
2. In the left sub-figure, we show the proportions of
wrong records vs. the number of wrong arguments
in a record. The distribution of D2E*+HY rela-
tively skews to the right. This indicates the wrongly
extracted roles of D2E*+HY are more likely to ap-
pear in the same record, leading to higher record-
level metrics. In the right sub-figure, we further
analyze the role extraction accuracy along the depth
of the DAG when there are several extraction errors
on the preceding roles. As the number of layers
deepens, the accuracy of D2E* decreases sharper
than D2E*+HY. Because D2E*+HY extracts non-
core roles only depending on core roles, and thus
alleviates the error propagation problem.

5 Conclusion and Future Work

In this paper, we argue that besides the model archi-
tecture, the data characteristics are also indispens-
able to improving DEE. Specifically, we exploit
the data in two aspects: 1) utilizing more coref-
erence to obtain better entity representations; 2)
utilizing the concept of "core role" to alleviate the
error propagation. Note that: 1) More advanced
coreference detection methods can be incorporated
and we leave these for future work. 2) The core
role concept can be applied to a wide range of event
types and multi-event extraction in other domains.
Finally, our method can be a strong baseline for
further model architecture research.
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Model EF ER EU EO EP
P. R. F1 P. R. Fl1 P. R. F1 P. R. F1 P. R. F1
Doc2EDAG | 728 62.1 670 | 93.9 826 879 | 812 596 688 | 799 658 722 | 827 684 749
D2E* 778 599 677 | 91.0 851 880 | 790 585 672 | 81.6 652 725 | 762 714 737
D2E*+HY | 732 614 668 | 90.9 87.6 892 | 778 560 651 | 751 697 723 | 77.6 718 745
CAB-D2E* | 80.1 634 708 | 91.1 853 881 | 762 651 702 | 737 711 724 | 80.7 763 78.5
GIT 789 685 734 | 923 892 908 | 839 666 743 | 80.7 723 763 | 786 769 717
GITy 785 662 719 | 940 855 895 | 800 654 720 | 783 705 742 | 820 710 76.1
CAB-GIT, | 809 639 714 | 925 900 912 | 786 663 719 | 809 715 759 | 81.8 780 79.9
Table 3: Overall role-level precision (P.), recall (R.) and F1 scores evaluated on the test set.
Model EF ER EU EO EP
P. R. F1 P. R. Fl1 P. R. F1 P. R. F1 P. R. F1
Doc2EDAG | 29.1 255 271 | 433 421 4277 | 382 353 367 | 357 331 344 | 329 289 308
D2E* 283 233 256 | 472 472 472 | 335 317 326 | 338 308 322 | 287 284 286
D2E*+HY | 252 221 236 | 53.8 540 539 | 429 356 389 | 340 335 338 | 309 300 304
CAB-D2E* | 29.6 23.6 263 | 48.6 482 484 | 415 400 408 | 348 357 353 | 352 343 347
GIT 325 288 305 | 591 593 592 | 458 424 440 | 381 375 378 | 343 349 346
GITy 206 264 279 | 477 468 472 | 395 406 401 | 335 331 333 | 31.1 284 297
CAB-GITy | 31.6 261 286 | 62.0 621 62.0 | 41.1 41.1 41.1 | 362 347 354 | 374 365 369
Table 4: Overall record-level precision (P.), recall (R.) and F1 scores evaluated on the test set.
Appendix For example, EP has the most coreference men-
tions so that CAB-D2E* performs much better
than D2E*+HY, and ER has no coreference so that
Event #Train #Dev #Test #Total CAB-D2E* performs similar or slightly worse than
EF 608 125 164 897 D2E*+HY.
ER 0 0 0 0
EU 1,637 130 121 2,888
EO 2,218 266 160 2,644
EP 9,005 1,247 1,065 11,317
All 13,468 1,768 1,510 17,746

Table 5: Number of detected coreference in each event
type.

We report detailed results on each event type in
Table 3 and Table 4. We train Doc2EDAG using the
official code, and the role-level micro-F1 score is
77.1, which is close to results reported in previous
studies, 76.3 and 77.5 (Zheng et al., 2019; Xu et al.,
2021). The 8-layer GIT model can’t fit into a 12G
memory GPU, so we obtain the best prediction
result from the authors and conduct analysis on
that result. We acknowledge Xu et al. (2021) for
sharing their results. Although 4-layer CAB-GIT,
can only outperform 8-layer GIT on ER and EP
events, CAB-GITy still outperforms GIT on the
overall record-level metrics, as EP events account
for almost half of the dataset.

Table 5 shows the number of coreference de-
tected in each event type. The distribution is related
to the improvement of our coreference method.



