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Abstract
Interventions targeting the representation space001
of language models (LMs) have emerged as002
effective means to influence model behavior.003
These methods are employed, for example, to004
eliminate or alter the encoding of demographic005
information such as gender within the model’s006
representations, creating a counterfactual rep-007
resentation. However, since the intervention008
operates within the representation space, under-009
standing precisely which features it modifies010
poses a challenge. We show that representation-011
space counterfactuals can be converted into nat-012
ural language counterfactuals. We demonstrate013
that this approach enables us to analyze the014
linguistic alterations corresponding to a given015
representation-space intervention and to inter-016
pret the features utilized for encoding a specific017
concept. Moreover, the resulting counterfactu-018
als can be used to mitigate bias in classification.019

1 Introduction020

Interventions performed in the representation space021

of LMs have proven effective at exerting control022

over the generation of the model (Ravfogel et al.,023

2020, 2021; Geva et al., 2021; Elazar et al., 2021;024

Ravfogel et al., 2022; Belrose et al., 2023; Li et al.,025

2023; Guerner et al., 2023). One set of techniques026

enables the erasure of linear encoding associated027

with arbitrary, human-interpretable concepts, such028

as gender, thereby rendering the data guarded with029

respect to the target concept. Meanwhile, other030

approaches allow for steering the representations031

from one class to another (Subramani et al., 2022;032

Li et al., 2023; Ravfogel et al., 2021; Singh et al.,033

2024) (e.g., from an area in the representation space034

that is associated with a positive sentiment to an035

area associated with a negative sentiment). Col-036

lectively, these techniques enable the creation of037

counterfactual representations, modifying the en-038

coding of a concept within the representation space039

while minimally modifying the representations. In040

this work, we leverage these methods to generate041

Figure 1: Natural language counterfactuals induced by
different representation-space interventions: MiMiC ,
LEACE and MiMiC+

α .

input-space counterfactuals, i.e., making minimal 042

adjustments to a given text T based on a specified 043

binary property of interest Z. 044

Converting representation counterfactuals into 045

input counterfactuals serves various practical pur- 046

poses. Firstly, it aids in interpreting and visualizing 047

the effects of commonly employed intervention 048

techniques, which are typically applied in a high- 049

dimensional and non-interpretable representation 050

space. By retracing these changes to the input space 051

(i.e., natural language), we can observe the lexical 052

or higher-level semantic modifications triggered 053

by the intervention. Secondly, the counterfactuals 054

we generate have intrinsic value, serving as goals 055

in their own right. They prove beneficial for data 056

augmentation, and we showcase their potential to 057

address fairness concerns in a “real-world” multi- 058

class classification. 059

Our approach is based on Morris et al. (2023), 060

who propose an iterative method to reconstruct a 061

text T from its encoding enc(T), where enc(·) 062

is an arbitrary text encoder. They demonstrate that 063

by training a basis hypothesis model that condi- 064
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tions on enc(T), and refining its reconstruction065

by an additional corrector model, it is possible066

to reconstruct the original text to a high degree067

of accuracy. Overall, their method results in an068

inverter model inv : RD → Σ∗. We build on069

their approach by introducing a simple change: we070

first intervene by applying some function f(·) on071

enc(T), and then apply the inverter model after072

the intervention to reproduce the input counterfac-073

tual T′ := inv(f(enc(T))). To the extent that074

inv works properly and the operation of f(·) is075

surgical (i.e., it effectively changes the property Z,076

and it alone), we expect T′ to be a minimally differ-077

ent version of T with respect to Z. As the inversion078

model inv(·) itself may introduce errors, we com-079

pare inv(f(enc(T)) with the reconstructed text080

without an intervention, inv(enc(T)).081

We conduct experiments on dataset of short bi-082

ographies, annotated with gender (the property in083

which we intervene) and profession. We find that084

interventions in the representation space are an easy085

and efficient way to derive natural-language coun-086

terfactuals from a pretrained, frozen model. The087

counterfactuals we generate recover some known088

biases in word usage, as well as suggesting less089

known ones, as the preference to include words090

like “recent”, “recently” and “various” in male bi-091

ographies, providing evidence that LMs encode092

subtle alternations that correlate with gender, be-093

yond pronouns (Section 4.1). We further show that094

counterfactuals can be used for data augmentation095

to increase fairness in a multiclass classification096

(Section 4.2).097

2 Background098

We begin with a short overview on counterfactuals099

and representation-space interventions.100

Intervention techniques Let X,Y ∈ Rd be ran-101

dom variables standing for representations from102

two distinct classes Z (e.g., males and females).103

Let µx and µy be their corresponding means, and104

ΣX, ΣY their covariance matrices. We consider 3105

interventions that aim to change the encoding of Z106

in X,Y:107

• LEACE (Belrose et al., 2023) achieves linear108

guardedness, i.e., it minimally changes the109

representations of both X and Y (in the L2110

sense) such that no linear classifier can sepa-111

rate them in an above-majority accuracy. As112

proven by Belrose et al. (2023), this is equiv-113

alent to ensuring µx = µy. LEACE aims to 114

erase the concept, i.e., rendering it invisible 115

for linear classifiers. 116

• MiMiC (Singh et al., 2024), on the other hand, 117

does not merely erase the concept in which 118

we intervene, but rather takes the representa- 119

tions of one class (e.g., male), and minimally 120

changes it such that it resembles the represen- 121

tations of the other class (e.g., female). More 122

precisely, it ensures that both µx = µy and 123

ΣX = ΣY while changing only one class Y 124

(the source class). 125

• MiMiC+α where we further push the represen- 126

tations in the direction that connects the class- 127

conditional means of the representations be- 128

longing to the two classes. Let v := µx−µy. 129

Given a representation y ∈ Y, we linearly 130

transform it y ← MiMiC(y) + αv., where 131

α is a positive scalar (we use α = 2 in all 132

experiments). Intuitively, we push the repre- 133

sentations towards the mean of X. 134

Counterfactuals Let T be a random variable 135

representing a text, and enc(T) ∈ RD its cor- 136

responding representation. We posit that texts T 137

are generated by various causal factors, including a 138

property of interest Z ∈ {0, 1} (e.g., binary gender 139

or sentiment). Specifically, We assume a causal 140

chain Z → enc(T) → Ẑ, where Ẑ is the encod- 141

ing of Z in enc(T) (as recovered, for example, 142

by a linear classifier). A counterfactual of T is a 143

minimally different version that expresses an alter- 144

nate value for the variable Z. Formally, given a 145

density p(T) over texts, the counterfactual distri- 146

bution is denoted as p(T | do(Z = z)), where do 147

represents the causal do-operator (Pearl, 1988). 148

3 Method 149

In real-world applications, we lack direct access 150

to the generative process of texts. Concepts like 151

gender are often conveyed subtly, and merely mod- 152

ifying overt indicators such as pronouns and names 153

may not suffice (Bolukbasi et al., 2016). Instead, 154

we leverage the fact that robust neural encoders 155

capture the nuanced ways in which these con- 156

cepts manifest in texts. Intervening in these rep- 157

resentations is feasible, even without exhaustively 158

enumerating all relevant features. Utilizing meth- 159

ods like erasure or representation-space counter- 160

factual generation, we intervene in the latent fea- 161

tures encoding the concept within the representa- 162
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tion.1 Subsequently, we apply an inverter model163

inv(·) to map the representation back to the in-164

put space, yielding an approximate counterfactual165

T′ = inv(f(enc(T))).2166

4 Experiments167

In our experiments, we use our method to derive168

natural language counterfactuals with respect to169

perceived gender.3170

Dataset We conduct experiments on the Bias-171

InBios dataset (De-Arteaga et al., 2019), a large172

collection of short biographies sourced from the173

Internet. Each biography in this dataset is anno-174

tated with the subject’s gender and their profession175

(out of a set of 28 distinct professions). We create176

natural language counterfactuals after intervention177

in the encoding of the gender property. These coun-178

terfactuals are then being used to study the way179

gender is encoded in the LM in which we intervene180

(Section 4.1), and as a data augmentation tool to181

mitigate bias (Section 4.2).182

Inversion model We train a variant of the inver-183

sion model of Morris et al. (2023) over sequences184

of 64 tokens and further fine-tune it on the BiasBios185

dataset. See Appendix A for more details.186

4.1 What Changed?187

We begin by analyzing the changes incurred in the188

inversion process. This analysis is conducted over189

sentences from the BiasBios dataset whose lengths190

are 64 tokens or less: 41,563 biographies in the191

m → f direction, and 36,148 biographies in the192

f→ m direction.193

Qualitative analysis See fig 1 and Appendix D194

for a sample of the original and counterfactual sen-195

tences. The most salient change is in the usage of196

pronouns, where, as expected, when using MiMiC197

pronouns like “his”, “him” and “he” become much198

more frequent in the f → m direction, and vice199

versa. When using LEACE, sentences often exhibit200

pronouns mixing, wherein “he”, “she”, “his” and201

her” are used interchangeably. Less frequently, the202

phrase “he/she” is used. Beyond pronouns, we find203

1That is, we intervene in the components of enc(T) that
encode Ẑ as a proxy for the manipulation of Z itself in T.

2By relying on the inversion model enc(T) → T, we
can consider the inverse casual chain Ẑ → enc(T) → T,
and we approximate the counterfactual distribution by p(T |
do(Ẑ = z)).

3We attach our code and data in the supplementary mate-
rial.

that some more subtle changes sometimes occur, 204

reflecting biases in the dataset. For instance, in the 205

direction m→ f the counterfactuals of the biogra- 206

phies of doctors often omit the “Dr.” prefix and 207

replace it with “Ms”. The enhanced counterfactu- 208

als of MiMiC+α exhibit an over-usage of stereotypi- 209

cal markers of the target gender, adding pronouns 210

when they are not necessary or introducing new 211

stereotypical information. This intervention tends 212

to modify further the overall structure of the sen- 213

tence. The inversion process is not perfect, and 214

at times inflicts some changes to the original text, 215

such as paraphrasing. 216

Word frequency analysis. To quantitatively eval- 217

uate the more subtle changes entailed by the coun- 218

terfactual generation process, we analyze the word 219

whose probabilities change the most between the 220

original and counterfactual sentences. Specifi- 221

cally, we calculate the following score to quantify 222

changes in unigram probabilities: 223

∆ =
p(w | G)− p(w | Gcounterfactual)

p(w | G)− p(w | Gcounterfactual
no-intervention) + 1

(1) 224

Where G is a group of original sentences (e.g., 225

biographies of males), Gcounterfactual is their counter- 226

factual counterpart (e.g., in the m → f direction), 227

and Gcounterfactual
no-intervention is the counterfactuals that are 228

generated without an intervention. We then sort the 229

vocabulary by the ∆ score and record the words 230

whose probabilities increase or decrease the most 231

relative to the counterfactuals generated without 232

an intervention. We omit words whose frequency 233

in either group is less than 10. This analysis is 234

conducted on the MiMiC counterfactuals. 235

Results. See Appendix B for the most-changed 236

words. As anticipated, in the f→ m direction, the 237

frequency of “he” and “his” experiences the most 238

significant increase, whereas in the m → f direc- 239

tion, these shifts are observed with the words “she” 240

and “her”. Beyond pronouns, there is a discernible 241

change in the frequency of prepositions: “of” and 242

“the” emerge as the 3rd and 4th words that become 243

more prevalent in the f→ m direction, alongside 244

“a”, “at”, and “for”. This phenomenon aligns with 245

a recognized bias where male authors tend to uti- 246

lize articles and certain prepositions more heavily 247

(Koppel et al., 2002; Schler et al., 2006). Con- 248

cerning content words, specific terms associated 249

with a “professional” context, such as “medical”, 250

“university”, “featured”, “member”, and “finalist”, 251
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Setting Accuracy ↑ F1 ↑ True Positive Rate Gender Gap ↓

Original biographies 0.825±0.0007 0.7556±0.0005 0.154±0.0027
Reconstructed biographies (no intervention) 0.8142±0.0048 0.7443±0.0018 0.1884±0.0113
Biographies without gender indication 0.8206±0.003 0.7518±0.0022 0.119±0.0086

Original biographies + LEACE counterfactuals 0.828±0.0007 0.7621±0.0003 0.1368±0.0018
Original biographies + MiMiC counterfactuals 0.8191±0.0004 0.7532±0.0011 0.1098±0.0044
Original biographies + MiMiC+α counterfactuals 0.8186±0.0013 0.7495±0.0003 0.1004±0.0021

Table 1: Classification results

exhibit increased frequency in the f→ m direction,252

while words like “affiliated”, “dr”, “surgery”, and253

“received” (often a degree) decrease in frequency254

in the m→ f direction.4255

Human evaluation We perform human annota-256

tion on a sample of sentences in order to answer257

2 questions: (1) whether the counterfactual inter-258

vention entails a damage to the writing quality of259

the biography (beyond that which is entailed by260

the inversion process without intervention), and261

(2) whether the counterfactual intervention is suc-262

cessful in inverting the property we focus on. Su-263

perficially, to answer question (1) we ask anno-264

tators to compare the writing quality of pairs of265

sentences, where one of the three interventions was266

applied followed by decoding to the natural lan-267

guage space, alongside the corresponding decoded268

sentence without intervention. See Appendix C for269

the complete annotation process and results. We270

find that the interventions did not significantly af-271

fect the overall writing quality of the sentences,272

while it indeed transformed the subject entity pro-273

nouns almost perfectly using the MiMiC methods.274

LEACE , an erasure method, induced a random275

usage of pronouns (Fig. 1).276

4.2 Increasing Fairness by Counterfactual277

Data Augmentation278

The BiasBios data exhibits an imbalance in the279

representation of men and women across various280

professions, leading to observed biases in profes-281

sion classifiers trained on this data (De-Arteaga282

et al., 2019). In this experiment, we make use of283

the counterfactuals we generate for data augmenta-284

tion. By adding counterfactual examples with the285

opposite gender label, we expect to mitigate the286

model’s dependence on gender.287

4This trend is not entirely consistent, with some “profes-
sional” words such as “specializes” and “education” becoming
more frequent in the m → f direction.

Setup We embed each biography by the last layer 288

representation of a GTR-base model (Ni et al., 289

2021). Subsequently, an intervention is applied, 290

followed by decoding the intervened representation 291

using the trained inversion model. A beam size 292

width of 4 was employed, along with 20 correction 293

steps using the pre-trained Natural Questions cor- 294

rector from Morris et al. (2023). This pipeline re- 295

peats for the three intervention techniques: LEACE, 296

MiMiC, and MiMiC+α . Results are averaged over 297

3 models (see Appendix A). Following previous 298

work (De-Arteaga et al., 2019) we quantify bias 299

by the mean True Positive Rate (TPR) gap of a 300

profession classifier between genders. 301

Models We train Roberta-base profession clas- 302

sifiers (Liu et al., 2019). We consider the follow- 303

ing baselines: training on the original biographies, 304

on the reconstructed biographies without an inter- 305

vention (inv(enc(T))), and on a variant of the 306

original dataset where explicit gender indicators 307

(pronouns and names) are removed (“Biographies 308

without gender indication” in Table 1). Finally, to 309

test our method, we train a classifier on a dataset 310

containing the original and counterfactual texts. 311

Results The results are presented in Table 1. 312

Classifiers trained on the augmented dataset 313

achieve lower TPR values (better fairness), even 314

more so than classifiers trained on the biographies 315

after the omission of overt gender markers. 316

5 Conclusions 317

We show it is possible to invert representation- 318

space counterfactuals back into the input space (nat- 319

ural language). We confirm the high quality of the 320

resultant counterfactual texts and illustrate their ef- 321

fectiveness in bias mitigation. Future work should 322

explore the potential utility of these counterfactu- 323

als for causal effect estimation of natural-language 324

interventions (Feder et al., 2022). 325
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Limitations326

Quality of the inversion model Our counterfac-327

tual generation pipeline relies on two components:328

the interventions and the inversion models. We329

aimed to disentangle these two factors in our evalu-330

ation by comparing the counterfactuals generated331

with the interventions with the counterfactuals with-332

out intervention. However, a complete disentangle-333

ment of these two factors is difficult, and it is pos-334

sible that some of the changes we witness should335

be attributed to a non-perfect inversion process,336

rather than to the intervention. We observe that337

the inversion model is indeed not perfect, and of-338

ten introduce slight variations in the text (e.g., by339

modifying numbers or geographical locations, or340

introducing lexical paraphrases). These changes341

might be undesired in certain use cases. However,342

an improvement in the inversion model is orthogo-343

nal to our method.344

Causal interventions As the generative process345

of natural language texts is opaque, we inevitably346

rely on markers that people often identify with the347

property of interest (gender) in our evaluation. Fu-348

ture work should use controlled, synthetic setting349

to test the degree to which the counterfactuals re-350

flect the true causal factors related to the concept351

of interest.352

Representation of gender We inevitably use ex-353

isting a dataset with binary gender labels. We ac-354

knowledge that this is a simplification, as gender is355

a complex nonbinary construct.356

Ethical Considerations357

In all scenarios involving the potential application358

of automated methods in real-world contexts, we359

strongly recommend exercising caution and con-360

ducting thorough assessments of the data’s repre-361

sentativeness, its alignment with real-world phe-362

nomena, and possible adverse societal implications.363

Gender bias is a multifaceted and intricate issue,364

and we view the experiments conducted in this365

paper as an initial exploration into strategies for366

mitigating the negative impacts of LMs, rather than367

a definitive solution to real-world bias challenges.368

As highlighted in the limitations section, the utiliza-369

tion of binary gender labels arises from limitations370

in available data, and we anticipate that future re-371

search will facilitate more nuanced examinations372

of how gender, as a construct, manifests in text.373
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Appendix485

A Experimental setup486

Training an inversion model Morris et al.487

(2023) introduced an approach for inverting static488

embeddings back into text. To effectively invert the489

embeddings derived from the BiasBios dataset, we490

trained a dedicated inversion model on sequences491

with a length of 64 tokens from the Natural Ques-492

tions dataset (Kwiatkowski et al., 2019). This deci-493

sion was informed by the observation that the me-494

dian biography length within the BiasBios dataset495

is 72 tokens. The model architecture is GTR-base496

(Ni et al., 2021) as used originally in vec2text Mor-497

ris et al. (2023). Our training procedure entailed 50498

epochs on the Natural Questions dataset, succeeded499

by fine-tuning for an additional 10 epochs on the500

BiasBios dataset.501

Training profession classifiers To quantify the502

counterfactuals causal effect on predicting person’s503

profession, we trained a Roberta classifiers (Liu504

et al., 2019). We trained each classifier with 3 dif-505

ferent seeds, reporting the mean score of the mod-506

els with the lowest validation loss. Each classifier507

was trained for 10 epochs on the entire BiasBios508

biographies with a length within 64 tokens, leaving509

41,563 male biographies and 36,148 biographies,510

where the train set of the counterfactual classifiers511

include for each sample its corresponding counter-512

factual. We used a batch size of 1024 samples for513

training and 4096 for evaluation, 6% of the sam-514

ples were used for warmup up to a 2e-5 learning515

rate, we also utilized half precision quantization,516

i.e., fp16. The results reported at 1 were calculated517

on the entire BiasBios test set, i.e., 98,344 samples,518

truncated to a 64 tokens sequence length.519

B Word Frequency Analysis520

We provide here the words most changed due to521

the MiMiC intervention:522

• words whose probabilities most decreased in523

direction m → f : [’he’, ’his’, ’the’, ’mr.’,524

’&’, ’of’, ’blue’, ’him’, ’for’, ’university’, ’af-525

filiated’, ’dr’, ’at’, ’insurance’, ’-’, ’include’,526

’many’, ’surgery’, ’years’, ’various’, ’shield’,527

’average’, ’received’, ’out’, ’this’]528

• words whose probabilities most increased in529

direction m → f : [’she’, ’her’, ’in’, ’to’,530

’a’, ’as’, ’is’, ’and’, ’currently’, ’community’,531

’featured’, ’been’, ’an’, ’was’, ’health’, ’spe- 532

cializes’, ’listed’, ’national’, ’where’, ’one’, 533

’education’, ’help’, ’that’, ’who’, ’ms’] 534

• words whose probabilities most decreased 535

in direction f → m : [’she’, ’her’, 536

’ms.’, ’and’, ’in’, ’listed’, ’currently’, ’with’, 537

’on’, ’freeones’, ’is’, ’medicine’, ’prac- 538

tices’, ’ranked’, ’affiliated’, ’2014’, ’154th’, 539

’gallery’, ’to’, ’since’, ’health’, ’freeones.’, 540

’&’, ’born’, ’children’] 541

• words whose probabilities most increased in 542

direction f→ m: [’he’, ’his’, ’of’, ’the’, ’dr.’, 543

’mr.’, ’a’, ’for’, ’at’, ’has’, ’medical’, ’him’, 544

’many’, ’been’, ’university’, ’freeone’, ’fea- 545

tured’, ’member’, ’various’, ’one’, ’number’, 546

’blue’, ’by’, ’finalist’, ’this’] 547

C Human annotation 548

We conducted human annotation experiments to 549

evaluate the quality of the interventions. The anno- 550

tation was conducted by 3 STEM students, who vol- 551

unteered for this task. The annotators were required 552

to complete 2 tasks: (1) assessing the writing qual- 553

ity of pairs of sentences, and (2) determining the 554

subject entity gender for a list of sentences. An 555

agreement between the annotators was measured 556

by Fleiss Kappa score (Fleiss, 1971). The Fleiss 557

Kappa for the first task, i.e., comparing the writing 558

quality of the sentences pair was 0.1955, and for the 559

second task, determining the subject entity gender 560

was 0.915. To isolate the quality degradation in- 561

duced by the inversion model, task (1) comprising 562

pairs of decoded sentences without intervention, 563

alongside the same sentence with intervention ap- 564

plied at the representational space prior to decoding. 565

The samples were drawn randomly using a random 566

sample generator. The exact instructions are given 567

below. 568

Task 1: You are given 6 files 569

with pairs of sentences and asked 570

to annotate which one is better 571

in terms of writing quality. 572

Mark 1 if sentence 1 has better 573

writing quality compared to 574

sentence 2, 575

Mark 2 if sentence 2 has better 576

writing quality compared to 1, 577

Mark 0 if both sentences have the 578

same writing quality. 579
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Task2: You are given 6 files580

containing a list of sentences.581

Your objective is to determine582

the gender of the subject entity583

in each sentence.584

You have three options to choose585

from: female, male, or unclear.586

C.1 Human Annotation Results587

The complete human evaluation results are pre-588

sented in Table 2 and Table 3. The great majority589

of counterfactuals contain pronouns that match the590

target class. LEACE-an erasure method–induces591

in 16%-28% of the cases a mixture of pronoun592

types within the same text. On the other cases, the593

pronouns form the two classes are roughly equally594

divided, i.e, the method randomly substitutes some595

of the pronouns with pronouns from the other class.596

When it comes to writing quality, we see some597

degradation in quality following the intervention598

(Table 3), although in the majority of cases the599

annotators did not favor either of the versions.600
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Method Perceived gender markers

f m Unclear

MiMiC f→ m 0.04±0 0.96±0 0±0
MiMiC m→ f 0.96±0 0±0 0.04±0
MiMiC+α f→ m 0±0 0.96±0.04 0.04±0
MiMiC+α m→ f 1±0 0±0 0±0

LEACE (Originally f) 0.44±0.0692 0.4±0.0692 0.16±0.1385
LEACE (Originally m) 0.32±0 0.4±0 0.28±0

Table 2: Evaluating the success rate of the counterfactual generation

Setting Decoded+intervention quality > Decoded quality Decoded quality > Decoded + intervention quality Same quality

LEACE 0.0733 ± 0.0702 0.1538 ± 0.0693 0.7727 ± 0.1396
MiMiC 0.0868 ± 0.133 0.1804 ± 0.1106 0.7327 ± 0.1795
MiMiC+α 0.0802 ± 0.0526 0.3013 ± 0.0848 0.6183 ± 0.1285

Table 3: Human annotation results, measuring the writing quality of pairs of intervened sentences and the decoded
sentence without intervention.
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D Intervention inversion sample601

In Table 4 we provide a random sample of the602

counterfactuals generated by the different methods.603
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Method Inversion without intervention Intervention + Inversion
MiMiC f→ m she graduated from Southeastern Oklahoma

University with a Bachelor’s degree in Busi-
ness Administration in 2005. Chandra has
worked in public accounting in both the state

with a Bachelor of Business Administration.
Chandra graduated from Southeastern Okla-
homa University in 2007. He has worked in a
number of public accounting firms including
Texas

MiMiC f→ m She was born in Tokyo in October 1995. She
is currently listed on FreeOnes and has been
ranked 157th in 2013 for her entries.

he was born in Tokyo in October 1999. He has
been ranked 3rd in the FreeOne International
Collection and 5th in the Asian Studies

MiMiC m→ f His family are long time members of First
Universalist Church of Pittsfield. His poetry
reflects his deep appreciation for Nature and
our intuition and experience.

Her family are members of First Universalist
Church of Pittsfield. Her poetry reflects great
appreciation for nature along with deep intu-
ition and deep experiences. Together

MiMiC m→ f His early 70s work has continued into the
21st century where his film career has yet to
flourish. He has won many Oscar, Broadway
awards and

Her Broadway career has spanned many
decades from the late ’50s until the present.
Her work has been awarded a 1977 Oscar more

LEACE (Origi-
nally female)

She has also taught previous courses on LSAT
Procedure Preparedness and has led panel dis-
cussions on new contracts and activities for
Oregon bar and state lawyers. This

She has taught courses on LSAT Procedure
Preparedness for current and future lawyers, as
well as panel discussions on contract proposals
and activities for Oregon bar associations

LEACE (Origi-
nally female)

She began her career working in Bolivia where
her mother lived in the United States. She has
an organization called Dream Latino and now
promotes Zoom on CNN

began her career working for Dream Zoom in
the United States. She has a division in Bolivia
called "Mom Latino" where she interviewed
news

LEACE (Origi-
nally male)

when not playing guitar he spends the major-
ity of his time with the family and is watch-
ing rugby, teaching maths etc. and writing
codes.âC™

When she is not writing or teaching maths
he spends most of her time with her family -
watching rugby and playing guitar / all codes

LEACE (Origi-
nally male)

He is a co-author of: Media Economics Theory
& Practices. Recent research includes: Assess-
ing the social impact of online communication
and technology

theory and research. He is author of Media
Economics: A New Approach to Recognising
the social impact of online technologies on
online communication. As of

MiMiC+α f →
m

Crystal Yang received a research grant for
UND as a way to participate in cutting arts
in Beijing. Wang went to Hong Kong for the
December 2009

Art and Engineering Grant from UND for
Wang Yang. He received a lot of money for his
work in Crystal when he was visiting Beijing
in April

MiMiC+α f →
m

She has received a multimillion dollar Queens-
land hospital community recognition in 2007
for writing and contributing to both public and
media investigative reporting. In the mid-19

been a bit of a pioneer of his specialised re-
porting and investigative writing. He has been
awarded $2 million by the Queensland Media
Forum in 2007,

MiMiC+α m →
f

served as a partner in the Rotary Club of
East Sacramento. In October 2013, Bob was
elected to head up District 5180. In April and
May 2014

In August 2007, she was elected to District
599. In May 2017, she helped the Sacramento
Rotary Club guide women to a life of their
own. She

MiMiC+α m →
f

In addition to saxophone he teaches truman
and woodwind classes. Dr. Smith taught in-
strumental music at Three Rivers

- She teaches sax and woodwind. In addition to
instrumental music, Dr. Smith taught 3 Rivers
community classes at Truman

Table 4: Random sample of inverted representations without intervention, alongside an intervention + inversion.
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