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Abstract
Text complexity assessment is a challenging001
task requiring various linguistic aspects to be002
taken into consideration. A large number of003
studies have been introduced in this field. Nev-004
ertheless, as the methods and corpora are quite005
diverse, it may be hard to draw general conclu-006
sions as to the effectiveness of linguistic infor-007
mation for evaluating text complexity due to008
the diversity of methods and corpora. More-009
over, a cross-lingual impact of different fea-010
tures on various datasets has not been investi-011
gated. We experimentally assessed seven com-012
monly used feature types on six corpora for013
text complexity employing four common ma-014
chine learning models. We showed which fea-015
ture types can significantly improve the perfor-016
mance and analyzed their impact according to017
the dataset characteristics, language, and ori-018
gin.019

1 Introduction020

Text complexity is critical for a comprehension pro-021

cess. Too difficult texts may be hard to understand.022

In contrast, unnecessarily simple texts conflict with023

the reader’s level of communicative skills. Hence,024

text complexity assessment is an essential task that025

represents a major challenge for developing natural026

language processing (NLP) tools.027

Text complexity can be expressed in different028

ways, ranging from quantitative characteristics to029

semantic complexity represented by text topics.030

Numerous studies have been published on evaluat-031

ing various features for text complexity assessment.032

The reported results were obtained from text cor-033

pora of widely differing sizes and domains. More-034

over, the authors used different machine learning035

(ML) models and text representation techniques.036

This makes it complicated to achieve an objective037

evaluation of the impact of different types of fea-038

tures.039

In this work, we perform an extensive evalu-040

ation of seven feature types for text complexity041

assessment that were frequently used in research 042

on the subject. We utilized six text complexity 043

corpora in both English and Russian and four ML 044

models in order to answer the following research 045

questions (RQ). RQ1: How do different types of 046

features affect the performance of baselines? RQ2: 047

Are these feature types the same for different lan- 048

guages? RQ3: Do feature-enriched models outper- 049

form fine-tuned state-of-the-art language models? 050

2 Related Work 051

A number of various text characteristics have been 052

used as complexity markers. First approaches were 053

intuitive and limited by computational resources. 054

The most of these readability indices represented 055

linear combinations of both average word length 056

and sentence length (Cantos and Almela, 2019). 057

Despite their simplicity, these algorithms are still 058

in use in some spheres, including government re- 059

quirements for insurance1. 060

Rapid development of NLP tools, including neu- 061

ral networks, has made it possible to significantly 062

expand the set of features. Many authors have stud- 063

ied the impact of features of different nature. Thus, 064

Feng et al. (2010) considered the number and den- 065

sity of named entities, semantic chains, referential 066

relations, language modeling, syntactic dependen- 067

cies, and morphology. Ivanov et al. (2018) stud- 068

ied average lengths, frequencies, morphological, 069

and syntactic features in Russian corpora. Another 070

challenging question is the robustness of different 071

features across various corpora with texts of dif- 072

ferent languages, styles, and genres. This issue 073

was partly solved by Isaeva and Sorokin (2021), 074

who studied three groups of features, namely, aver- 075

age lengths plus frequencies, morphological, and 076

syntactic ones. The experiments on three corpora 077

of educational texts showed that there is a core of 078

features which are crucial for all texts. 079

1https://www.cga.ct.gov/current/pub/
chap_699a.htm#sec_38a-297

1

https://www.cga.ct.gov/current/pub/chap_699a.htm##sec_38a-297
https://www.cga.ct.gov/current/pub/chap_699a.htm##sec_38a-297


As in other many areas of NLP, state-of-the-art080

results can be achieved by fine-tuning BERT2 (De-081

vlin et al., 2019) and similar models. Martinc et al.082

(2021) studied unsupervised and supervised ap-083

proaches, comparing BERT, HAN3, and BiLSTM4.084

The experiments were conducted on a few English085

and Slovenian corpora. The results suggested that086

BERT can be used as a high-level baseline for our087

research.088

3 Linguistic Features089

According to the related works, we identified seven090

types of features: 1) readability indices, e.g., the091

Flesch–Kincaid readability test and the SMOG092

grade; 2) traditional, e.g., the average word length093

and type/token ratio; 3) morphological, e.g., the094

proportion of nouns and verbs; 4) punctuation. e.g.,095

the number of semicolons; 5) syntactic, e.g., the096

average syntactic tree depth and number of clauses;097

6) frequencies, e.g., the percentage of tokens in-098

cluded in the list of the most frequent words; and 7)099

topic modeling. In total, we collected 128 features100

for English and 126 for Russian without topic mod-101

eling. Additionally, we evaluated 100 topics using102

Latent Dirichlet allocation (Blei et al., 2003). To103

our knowledge, such a wide range of features was104

considered for the first time in relation to Russian105

text complexity models. A full list of features can106

be found in Appendix A.107

4 Datasets and Models108

4.1 Datasets109

For the Russian language, there are few corpora110

with complexity labels. Therefore, we decided to111

experiment with one of such corpora, Fiction Pre-112

views (Fic) presented by Glazkova et al. (2021),113

and collect two additional ones. The texts and114

labels were extracted for one of them, named Rec-115

ommended Literature (RL), from the list of rec-116

ommended literature for schoolchildren created by117

the Russian Ministry of Education. For the second118

one, Books Read By Students (BR), we conducted119

a survey of schoolchildren of different ages and120

collected the most frequently mentioned texts. All121

collected texts were divided into fragments 70 sen-122

tences each. This allowed us to considerably in-123

crease the size of datasets without significant loss124

2Bidirectional Encoder Representations from Transform-
ers

3Hierarchical attention networks
4Bidirectional Long short-term memory networks

Characteristics RL Fic BR
Total texts 9230 58184 5795
Total categories 3 2 5
Total words 4888290 26252666 2897003
Total unique words 103875 304731 55577
Avg words/text 1053.28 918.64 984.75
Avg words/sentence 14.95 13.12 13.92
Avg sentences/text 70 70 70

CC CL OSE
Total texts 219 2834 567
Total categories 6 1 3
Total words 84014 491944 381137
Total unique words 10007 24449 13611
Avg words/text 450.46 199.65 757.82
Avg words/sentence 22.24 24.94 22.04
Avg sentences/text 23.26 9.46 34.98

Table 1: Some statistics of the datasets.

of labeling quality (Isaeva and Sorokin, 2021). 125

For English, there are a couple of corpora with 126

complexity labels; we used three of them. Common 127

Core State Standards (CC)5 is a corpus designed 128

to represent text complexity levels for each grade 129

in the USA. OneStopEnglish (OSE) corpus was 130

specially created for training readability models 131

(Vajjala and Lucic, 2018). It consists of 189 text 132

samples, each in three complexity versions. Com- 133

monLit (CL) corpus was presented at a Kaggle 134

competition6. Continuous labeling is used in this 135

corpus instead of classifying in the rest ones. 136

An overview of the datasets is shown in Table 1. 137

4.2 Models 138

1. Linear Support Vector Classifier (LSVC). 139

LSVC was built with the l2 penalty and the 140

squared hinge loss. We fitted LSVC on bag-of- 141

words (BoW) text representations with a maxi- 142

mum length of 10000. Scikit-learn (Pedregosa 143

et al., 2011) was used for implementation. 144

2. Random Forest (RF). We used 100 estima- 145

tors and the Gini impurity to measure the qual- 146

ity of a split. The implementation details are 147

the same as those for LSVC. 148

3. Feedforward Neural Network (FNN). The 149

hyperparameters used are identified in Ta- 150

ble 2. We employed the Adam optimizer 151

(Kingma and Ba, 2015). The model was im- 152

plemented using Keras (Chollet et al., 2015). 153

Each model was trained with early stopping 154

for a maximum of 100 epochs and patience 155

5http://www.corestandards.org/
6https://www.kaggle.com/c/

commonlitreadabilityprize
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Hyperparameters FNN CNN
Number of convolutional layers - 2
Number of pooling layers - 2
Number of convolutional filters - 256
Filter size - 256
Number of fully connected layers 3 1
Size of fully connected layers 1024 32
Activation (hidden layers) tanh relu
Dropout 0.5

Table 2: Hyperparameters for neural baselines.

of 20. We utilized Sentence Transformers156

text representations obtained using the all-157

mpnet-base-v2 model (Reimers and Gurevych,158

2019) for the English corpora and the distiluse-159

base-multilingual-cased model (Reimers and160

Gurevych, 2020) for the Russian ones.161

4. Convolutional Neural Network (CNN).162

The training details are the same as for FNN.163

The model was implemented using FastText164

embeddings for English (Mikolov et al., 2018)165

and Russian (Kutuzov and Kuzmenko, 2016).166

We randomly shuffled all the Russian corpora167

and the CL dataset and split them into train and168

test sets in the ratio of 3:1. The splitting was con-169

ducted in such a way that all fragments of one book170

belonged either to the train set or to the test one.171

Due to the small number of documents in OSE and172

CC corpora, we used five-fold cross-validation on173

these datasets to obtain more reliable results. For174

all of the models above, we systematically evalu-175

ated each type of linguistic features applying the176

Min-Max technique for normalization.177

To compare the scores obtained with the results178

of a few state-of-the-art models, we used BERT-179

base and RuBERT (Kuratov and Arkhipov, 2019)180

for English and Russian corpora respectively. Each181

model was fine-tuned for 3 epochs using Trans-182

formers (Wolf et al., 2020).183

5 Results and Discussion184

We report the results in terms of the mean abso-185

lute error (MAE, for the CL corpus) and weighted186

F1-score (for the other corpora) in Table 3. The187

gray highlight presents the values that outperform188

the baseline. The best results are shown in bold.189

Appendix B contains the overall results expressed190

by several common metrics.191

Based on the results, we can identify four per-192

formance categories, see Table 4, that describe the193

impact of various linguistic features (RQ1). In194

Model RL Fic BR CC CL OSE
BERT 62.74 80.96 45.23 42.18 0.453 70.99
LSVC 63.16 76.66 32.31 28.22 0.673 70.41
RF 48.21 78.87 30.94 30.03 0.627 68.21
FNN 63.26 66.34 34.22 33.73 0.533 54
CNN 58.12 80.12 39.82 33.6 0.593 70.64

+ readability
LSVC 63.16 76.67 32.12 32.43 0.663 70.49
RF 49.89 78.45 29.19 27.77 0.599 70.11
FNN 63.62 68.23 40.89 37.56 0.502 56.07
CNN 61.35 80.52 45.9 35.89 0.59 68.59

+ traditional
LSVC 62.67 77.14 33.15 29.3 0.666 69.89
RF 46.53 78.26 30.03 28.57 0.609 73.01
FNN 69.76 70.51 32.12 34.7 0.482 58.76
CNN 65.19 80.68 44.32 45.98 0.604 64.82

+ morphological
LSVC 63.22 77.03 32.55 31.99 0.662 71.75
RF 46.63 76.2 30.36 29.56 0.611 70.67
FNN 69.12 72.04 35.63 37.42 0.504 62
CNN 68.63 80.75 42.29 37.12 0.573 69.02

+ punctuation
LSVC 62.87 76.73 32.26 30.44 0.664 70.41
RF 47.25 78.2 30.3 28.39 0.629 68.92
FNN 66.54 68.7 35.21 32.51 0.505 55.79
CNN 67.95 80.86 40.74 43.68 0.58 64.33

+ syntactic
LSVC 61.91 76.88 32.66 29.27 0.674 70.54
RF 46.7 77.41 28.84 33.97 0.617 72.59
FNN 69.41 68.31 32.1 36.48 0.476 56.68
CNN 65.35 81.01 45.49 36.19 0.592 58.71

+ frequency
LSVC 63.07 76.84 32.52 33.08 0.662 71.34
RF 45.87 77.76 30.01 26.02 0.64 67.63
FNN 67.46 67.58 31.45 35.33 0.729 63.01
CNN 65.08 81.11 46.97 38.65 0.597 56.38

+ topic modeling
LSVC 62.14 76.92 35.36 29.97 0.669 67
RF 49.44 77.65 34.09 27.15 0.623 66.1
FNN 62.01 77.3 38.85 34.08 0.516 59.46
CNN 65.78 80.91 43.93 41.28 0.588 64.95

Table 3: F1 (%) and MAE for each type of features.

most cases, all the considered features improved 195

the model performance on all datasets. Meanwhile, 196

it was only morphological features that gave a posi- 197

tive impact in most classifiers for all corpora. Read- 198

ability features exceeded the baseline on most mod- 199

els for most datasets except the BR corpus. Punc- 200

tuation, traditional, and syntactic features showed 201

a performance growth at least for two models on 202

each corpus. Frequency and topic modeling fea- 203

tures produced mixed results. On the one hand, 204

topic modeling features improved the performance 205

of all classifiers on two corpora. Nevertheless, the 206

score on the OSE corpus increased for only one 207

model. This could be because the corpus contains 208

parallel versions of the same papers. Although fre- 209

quency features improved the performance in some 210

cases, they demonstrated higher MAE in most clas- 211

sifiers on the CL dataset. Probably, it reflects the 212
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Improvement RL Fic BR
All classifiers - - 7
3 classifiers 1,3 1,2,3,4,5,6,7 3
2 classifiers 2,4,5,6,7 - 1,2,4,5,6
1 classifier - - -

CC CL OSE
All classifiers 5 1,3,7 -
3 classifiers 1,2,3,6,7 2,4,5 1,3,5
2 classifiers 4 - 2,4,6
1 classifier - 6 7

Table 4: Performance categories on all corpora. Corre-
spondence of linguistic feature types is in Sec.3.

fact that short texts normally lack word frequency213

and context information because of word sparsity214

(Yan et al., 2013; Xun et al., 2016).215

Table 5 illustrates the performance growth as a216

percentage averaged over all classifiers for Rus-217

sian and English corpora (RQ2). The averaged218

results demonstrate that the models trained on Rus-219

sian texts benefit more from topic modeling and220

frequency features in comparison with the models221

trained on English corpora. On the other hand, the222

results on the CC corpus indicate that this superior-223

ity is rather due to text length than language proper-224

ties. Readability and punctuation features present225

similar results for both languages. Although mor-226

phological, traditional, and syntactic features show227

better performance on English texts, the results228

on specific corpora are strongly determined by the229

source of texts and the type of markup. Thus, any230

influence of syntactic features for the OSE cor-231

pus could not be identified during our experiments.232

However, there was a significant increase for the233

CC corpus containing fiction texts that character-234

ized English as an analytic language. Overall, these235

results indicate that the impact of all feature types236

is mainly attributable to specific circumstances of a237

corpus. This enables one to use transfer-learning al-238

gorithms for cross-lingual analysis of text corpora239

having similar characteristics.240

The performance of the models trained on fea-241

ture combinations per dataset is presented in Ta-242

ble 6. The results are given only for those models243

whose performance was increased by two and more244

types of features. We enriched the baseline models245

with the concatenation of all features that showed a246

positive impact for the relevant models and datasets.247

The combination of features increased the F1 of248

RF on the OSE corpus outperforming all the results249

obtained for this dataset. This result is marked with250

an asterisk (*). Moreover, FNN trained on feature251

combinations showed the best result among all the252

Features RL Fic BR Avg Rus
Readability 2.4 0.71 7.13 3.41
Traditional 4.54 1.71 1.21 2.49
Morphological 6.04 1.62 2.3 3.32
Punctuation 4.91 0.93 0.75 2.2
Syntactic 4.26 0.63 0.58 1.83
Frequency 3.4 0.48 1.88 1.92
Topic modeling 3.04 4.07 10.87 5.99

CC CL OSE Avg Eng
Readability 6.39 3.05 0.96 3.47
Traditional 9.67 3.04 -1.33 4.74
Morphological 8.3 3.19 4.51 5.33
Punctuation 7.2 2.06 -1.14 2.71
Syntactic 8.18 3.04 -1.33 3.3
Frequency 5.91 -9.54 -0.76 -1.46
Topic modeling 5.13 1.3 -1.47 1.65

Table 5: Averaged performance growth, %.

Model RL Fic BR CC CL OSE
LSVC - 78.09 34.5 33.12 0.633 71.44
RF 49.38 - - - 0.568 76.44*
FNN 62.99 78.7 40.88 39.71 0.466 74.24
CNN 65.29 81.06 43.85 43.58 0.541 -

Table 6: F1 (%) and MAE for feature combinations.

feature-enriched models on the CL corpus. Taken 253

together, the results presented in Table 3 and Table 254

6 demonstrate that feature-enriched models outper- 255

formed BERT on five out of the six corpora (RQ3). 256

In some cases, significant increases were obtained, 257

including 7.02% for the RL corpus and 3.8% for 258

the CC corpus. By contrast, the performance of 259

feature-enriched models depends on the features 260

used and data specifics. 261

6 Conclusion 262

We have presented the first comparative analysis of 263

various linguistic features on six corpora in terms of 264

text complexity assessment. Each feature type was 265

evaluated in four representative ML models. Our 266

research demonstrated the superiority of some fea- 267

tures over others. We also identified performance 268

categories based on the scores obtained and esti- 269

mated the impact of feature combinations. Accord- 270

ing to out study, the results depend more on the 271

dataset specificity rather than on language. This 272

provides an opportunity for exploring cross-lingual 273

transfer learning and multi-lingual models for text 274

complexity assessment. Finally, experimental re- 275

sults on most corpora showed that feature-enriched 276

models can achieve significant improvements in 277

comparison with the state-of-the-art ones. Here, 278

future research may focus on evaluating more com- 279

plex semantic and narrative features and on explain- 280

ing text complexity in terms of each feature type. 281
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A Evaluated features429

For evaluation we used the following libraries:430

readability7, pymorphy2 (Korobov, 2015), nltk431

(Loper and Bird, 2002), gensim (Rehurek et al.,432

2011), spacy (Honnibal and Montani, 2017),433

deeppavlov (Burtsev et al., 2018), and API of434

readability.io. The source code for our meth-435

ods is available at: https://github.com/436

pretty-nickname/readability.437
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A.1 Readability indices 438

1. Flesch–Kincaid readability test (Kincaid et al., 439

1975). 440

2. Coleman–Liau index (Coleman and Liau, 441

1975). 442

3. Automated readability (ARI) index (Senter 443

and Smith, 1967). 444

4. SMOG grade (McLaughlin, 1969). 445

5. Dale-Chall index (Dale and Chall, 1948). 446

A.2 Traditional features 447

1. Average and mean sentence length. 448

2. Average and mean word length. 449

3. Long words (>4 syllables) proportion. 450

4. Type/token ratio (TTR) (Templin, 1957). 451

5. NAV: TTR for Nouns only plus TTR for Ad- 452

jectives only divide by TTR for Verbs only 453

(Solnyshkina et al., 2018). 454

A.3 Morphological features 455

1. Percentages of lexical categories. 456

2. Percentage of grammatical cases. 457

3. Proportion of animated nouns. 458

4. Proportion of grammatical aspects for verbs. 459

5. Proportion of grammatical tences for verbs. 460

6. Proportion of transitive verbs. 461

A.4 Punctuation 462

1. Punctuation/token ratio. 463

2. Semicolons/token ratio. 464

A.5 Syntactic features 465

Three features were extracted from each of the 466

following characteristics: average, mean, and max- 467

imum. 468

1. Syntactic tree depth. 469

2. Distance between a node and its descendant. 470

3. Number of clauses. 471

4. Number of adverbial clause modifiers. 472
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5. Number of adnominal clauses.473

6. Number of clausal complements.474

7. Number of open clausal complements.475

8. Number of nominal modifiers.476

9. Length of nominal modifiers sequence.477

A.6 Frequencies478

For evaluating frequencies of Russian and English479

words we used dictionaries based on Russian Na-480

tional Corpus8 and British National Corpus (Leech481

et al., 2001) respectively.482

1. Average and mean frequency.483

2. Proportion of words, which are in the list of484

the most 100/200/. . . /1000 popular words, and485

similar features for nouns, verbs, adverbs, and486

adjectives separately.487

B Overall Results488

B.1 Russian Corpora489

Model F P R
BERT 62.74 65.71 61.86
LSVC 63.16 63.54 64.98
RF 48.21 61.8 59.92
FNN 63.26 79.19 53.76
CNN 58.12 58.23 58.99

F P R F P R
+ readability + traditional

LSVC 63.16 63.22 64.89 62.67 62.83 64.56
RF 49.89 63.88 60.68 46.53 55.2 58.82
FNN 63.62 81.66 52.91 69.76 93.52 56.03
CNN 61.35 66.33 59.49 65.19 66.22 64.64

+ morphological + punctuation
LSVC 63.22 63.11 64.98 62.87 63.07 64.73
RF 46.63 58.54 59.07 47.25 62.9 59.58
FNN 69.12 92.34 55.78 66.54 87.1 54.43
CNN 68.63 72.84 66.58 67.95 71.19 66.33

+ syntactic + frequency
LSVC 61.91 61.88 63.88 63.07 62.93 64.64
RF 46.7 57.58 58.9 45.87 57.89 58.65
FNN 69.41 93.01 55.78 67.46 89.35 54.6
CNN 65.35 69.58 63.21 65.08 66.22 64.64

+ topic modeling combined
LSVC 62.14 62.71 64.22 - - -
RF 49.44 65.98 60.68 49.38 62.93 60.34
FNN 62.01 65.98 59.66 62.99 68.99 58.99
CNN 65.78 67.24 64.89 65.29 68.18 63.54

Table 7: Results for the Recommended Literature cor-
pus: F - F1-score weighted, P - precision weighted, R -
recall weighted. %.

8http://dict.ruslang.ru/freq.php

Model F P R
BERT 80.96 81.83 80.82
LSVC 76.66 77.89 76.87
RF 78.87 79.67 78.99
FNN 66.34 72.31 65.01
CNN 80.12 80.87 80.04

F P R F P R
+ readability + traditional

LSVC 76.67 77.84 76.87 77.14 78.29 77.34
RF 78.45 78.85 78.51 78.26 78.86 78.36
FNN 68.23 72.54 67.36 70.51 70.61 70.49
CNN 80.52 81.9 80.37 80.68 81.74 80.56

+ morphological + punctuation
LSVC 77.03 78.27 77.24 76.73 77.94 76.94
RF 76.2 77.16 76.38 78.2 78.93 78.32
FNN 72.04 72.09 72.04 68.7 68.75 68.69
CNN 80.75 81.73 80.65 80.86 81.84 80.75

+ syntactic + frequency
LSVC 76.88 78.08 77.09 76.84 78 77.04
RF 77.41 78.21 77.54 77.76 78.4 77.86
FNN 68.31 68.41 68.29 67.58 67.59 67.57
CNN 81.01 81.97 80.9 81.11 82.08 81.01

+ topic modeling combined
LSVC 76.92 78.18 77.12 78.09 79.3 78.27
RF 77.65 78 77.71 - - -
FNN 77.3 78.28 77.17 78.7 79.06 78.66
CNN 80.91 82.07 80.78 81.06 82.17 80.93

Table 8: Results for the Fiction Previews corpus.

Model F P R
BERT 45.23 54.06 41.32
LSVC 32.31 35.74 34.28
RF 30.94 32.73 37.18
FNN 34.22 39.06 31.75
CNN 39.82 57.34 33.66

F P R F P R
+ readability + traditional

LSVC 32.12 35.5 34.2 33.15 36.79 35.2
RF 29.19 26.87 36.04 30.03 32.49 36.34
FNN 40.89 61.23 31.83 32.12 44.37 27.08
CNN 45.9 66.18 37.8 44.32 64.88 36.27

+ morphological + punctuation
LSVC 32.55 37.52 36.5 32.26 35.79 34.35
RF 30.36 37.52 36.5 30.3 37.94 36.57
FNN 35.63 42.75 31.68 35.21 39.54 33.05
CNN 42.29 55.72 37.26 40.74 57.25 33.44

+ syntactic + frequency
LSVC 32.66 36.02 34.66 32.52 35.77 34.28
RF 28.84 31.26 34.74 30.01 32.14 35.88
FNN 32.1 40.95 28.46 31.45 37.54 28.39
CNN 45.49 67.47 36.57 46.97 69.57 38.41

+ topic modeling combined
LSVC 35.36 38.63 36.88 34.5 37.36 35.88
RF 34.09 37.74 38.18 - - -
FNN 38.85 45.77 35.96 40.88 55.03 35.96
CNN 43.93 62.93 36.65 43.85 62.93 37.18

Table 9: Results for the Books Read By Students cor-
pus.

B.2 English Corpora 490
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Model F P R
BERT 42.18 64.57 33.77
LSVC 28.22 30.13 30.61
RF 30.03 30.38 34.65
FNN 33.73 37.93 32.9
CNN 33.6 58.04 26.92

F P R F P R
+ readability + traditional

LSVC 32.43 33.55 35.59 29.3 31.37 31.5
RF 27.77 26.95 31.95 28.57 28.68 32.88
FNN 37.56 42.34 36.53 34.7 38.48 34.28
CNN 35.89 56.83 29.25 45.98 78.2 36.12

+ morphological + punctuation
LSVC 31.99 35.29 33.33 30.44 32.07 33.32
RF 29.56 29.53 34.26 28.39 27.23 34.65
FNN 37.42 46.15 34.7 32.51 37.2 32
CNN 37.12 57.32 30.62 43.68 60.51 37.95

+ syntactic + frequency
LSVC 29.27 29.45 31.95 33.08 35.74 34.67
RF 33.97 34.75 38.33 26.02 23.17 31.55
FNN 36.48 41.42 35.64 35.33 40.79 34.27
CNN 36.19 62.18 28.3 38.65 54.04 32.45

+ topic modeling combined
LSVC 29.97 31.38 32.42 33.12 35.21 34.67
RF 27.15 29.19 30.15 - - -
FNN 34.08 38.34 32.91 39.71 47.55 37.94
CNN 41.28 65.93 33.85 43.58 44.09 39.44

Table 10: Results for the Common Core State Stan-
dards corpus.

Model MAE MSE
BERT 0.4532 0.3159
LSVC 0.6728 0.695
RF 0.6266 0.6199
FNN 0.533 0.4421
CNN 0.5926 0.555

MAE MSE MAE MSE
+ readability + traditional

LSVC 0.6627 0.6742 0.6664 0.6819
RF 0.5986 0.5743 0.609 0.5831
FNN 0.5024 0.4045 0.4823 0.3832
CNN 0.5896 0.5496 0.6041 0.5813

+morphological + punctuation
LSVC 0.6621 0.6775 0.664 0.6785
RF 0.6113 0.5917 0.6288 0.6204
FNN 0.5042 0.4002 0.5053 0.4102
CNN 0.5728 0.5269 0.5803 0.5307

+ syntactic + frequency
LSVC 0.6741 0.6924 0.6619 0.6703
RF 0.6167 0.5853 0.6401 0.643
FNN 0.4759 0.3705 0.7293 0.7627
CNN 0.5923 0.5566 0.5973 0.5602

+ topic modeling combined
LSVC 0.6686 0.6861 0.6334 0.6166
RF 0.623 0.5986 0.568 0.5174
FNN 0.5156 0.4149 0.4658 0.3542
CNN 0.5882 0.5403 0.5408 0.4726

Table 11: Results for the CommonLit corpus: MAE -
mean absolute error, MSE - mean squared error.

Model F P R
BERT 70.99 78.15 69.34
LSVC 70.41 72.15 72.03
RF 68.21 70.44 69.85
FNN 54 56.34 52.83
CNN 70.64 84.44 65.23

F P R F P R
+ readability + traditional

LSVC 70.49 72.17 72.02 69.89 71.76 71.69
RF 70.11 71.63 71.83 73.01 74.89 74.45
FNN 56.07 59.02 54.59 58.76 62.86 57.18
CNN 68.59 76.29 67.37 64.82 77.32 60.71

+ morphological + punctuation
LSVC 71.75 73.65 73.39 70.41 72.15 72.03
RF 70.67 72.22 72.25 68.92 70.24 70.4
FNN 62 65.37 60.19 55.79 57.56 54.8
CNN 69.02 78.87 66.33 64.33 75.55 60.33

+ syntactic + frequency
LSVC 70.54 72.61 72.37 71.34 73.1 73.04
RF 72.59 73.67 73.82 67.63 68.8 69.89
FNN 56.68 77.87 49.85 63.01 65.63 61.68
CNN 58.71 73.85 54.88 56.38 68.41 53.15

+ topic modeling combined
LSVC 67 68.9 69.14 71.44 72.96 73.07
RF 66.1 68.1 66.45 76.44 77.18 77.37
FNN 59.46 61.84 58.38 74.24 75.71 74.17
CNN 64.95 76.98 62.17 - - -

Table 12: Results for the OneStopEnglish corpus.
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