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Abstract— Recent advances of person re-identification have
well advocated the usage of human body cues to boost perfor-
mance. However, most existing methods still retain on exploiting
a relatively coarse-grained local information. Such information
may include redundant backgrounds that are sensitive to the
apparently similar persons when facing challenging scenarios like
complex poses, inaccurate detection, occlusion and misalignment.
In this paper we propose a novel Fine-Grained Spatial Alignment
Model (FGSAM) to mine fine-grained local information to handle
the aforementioned challenge effectively. In particular, we first
design a pose resolve net with channel parse blocks (CPB) to
extract pose information in pixel-level. This network allows the
proposed model to be robust to complex pose variations while
suppressing the redundant backgrounds caused by inaccurate
detection and occlusion. Given the extracted pose information,
a locally reinforced alignment mode is further proposed to
address the misalignment problem between different local parts
by considering different local parts along with attribute infor-
mation in a fine-grained way. Finally, a focal triplet loss is
designed to effectively train the entire model, which imposes a
constraint on the intra-class and an adaptively weight adjustment
mechanism to handle the hard sample problem. Extensive evalu-
ations and analysis on Market1501, DukeMTMC-reid and PETA
datasets demonstrate the effectiveness of FGSAM in coping with
the problems of misalignment, occlusion and complex poses.

Index Terms— Person re-identification, spatial alignment, focal
triplet loss.
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I. INTRODUCTION

PERSON re-identification (re-ID) refers to retrieving
a given probe image of pedestrian among a large

set of gallery images captured by cameras with non-
overlapping viewing angles. It has been a research hot
spot in recent years, driven by the building of large-scale
datasets [1]–[3] and remarkable baselines [4]–[7]. Despite
the exciting progress, person re-ID retains as an open prob-
lem mainly due to the challenges like inaccurate detection,
pose variation, background clutter, illumination change and
occlusion.

In particular, complex poses, inaccurate detection, occlusion
and misalignment are among the core challenges of person
re-ID. To handle these issues, various robust features and
models are proposed in recent works [4], [8]–[11], ranging
from hand-crafted features, deep global features to local part
based features. Based on the hand-crafted features, several
traditional person re-ID methods [8], [12], [13] have made
a certain progress. In addition, there were many methods [4],
[9], [14] extracted global features from the entire image to
address the issues of person re-ID. However, these methods
often suffer from the issues of redundant backgrounds and
misaligned body parts due to the lack of local cues. Recently,
local partition methods [10], [11], [15], [16] have been intro-
duced in person re-ID with remarkable performance gains.
However, these local partition based person re-ID methods
only utilize the coarse-grained level partitions, e.g. patches
[15] or horizontal stripes [17], which often introduce redundant
backgrounds and noises interference into the re-ID process.
In addition to the methods of the above types, loss functions
based methods [5], [18] deal with person re-ID problem
from different perspectives, and put more attention on the
constraints of distances among different samples. Although
these methods have achieved competitive accuracy, they are
still lack of consideration for the issues of hard sample
problem in person re-ID and the constraint for absolute intra-
class distance. For example, triplet loss defines the rela-
tive distance between anchor and inter-class, which uses the
same weight to deal with each triplet. Therefore, the perfor-
mance of these methods is often impaired by hard samples.
Different from the above methods, in this work, we con-
sider a spacial alignment on a fine-grained level and design
a focal triplet loss to further improve the performance of
person re-ID.
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Fig. 1. The illustration of attributes in person re-ID, where each column
shows two different people in a similar appearance, and each person can
be easily distinguished by different attributes (e.g., carrying bag, carrying
backpack, the length of hair, and wearing hat).

In this paper, we propose a novel model named Fine-
Grained Spatial Alignment Model (FGSAM) to tackle the
above issues in a unified and explicit framework. Our frame-
work jointly learns attribute and pixel-level local parts based
on the pose information, which well discovers and embeds
local context into deep global features towards robust person
re-ID. In particular, FGSAM adopts attribute information with
fine-grained local parts to improve the local perception of the
model, as well as refining the alignment between different
local parts. First, As illustrated in Fig. 1, human attribute helps
to distinguish identities with similar appearances. Therefore,
we use the attributes in the existing attribute-labeled datasets
[1]–[3] in our FGSAM. Furthermore, a pose resolve net is
proposed to encode pixel-level portrait spatial information with
the channel parse block (CPB) to supervise the subsequent
training of our FGSRM. This component enables our FGSRM
to learn more useful fine-grained foreground information
and reduce the impact of redundant backgrounds. Second,
to tackle the misalignment problem, we propose a locally
reinforced alignment mode, which discriminately combines
different local parts with the corresponding attributes in dif-
ferent branches to align these local parts. As such multiple
branches include different local parts and their accessory
attributes, multiple embeddings are then used to represent one
person. To better parse such a embedding space, we further
propose a simple yet effective loss function termed focal triplet
loss (FTL) to apply spatial constraints on intra-class and inter-
class distances, and give larger weights to learn the hard sam-
ples. Notably, the proposed loss function gives an additional
absolute distance constraint for intra-class and includes an
adaptive weight adjustment mechanism to strengthen the learn-
ing of hard samples. Finally, a fine-grained level embedding
space for intra-class and inter-class is learned in an end-to-end
manner. To sum up, our contributions are three-fold:

• We propose to optimize both intra-class and inter-class
distances in a fine-grained way, which includes different
body parts resolved from complex poses and their

accessory attributes. To the best of our knowledge, this
is the first attempt to explicitly exploits the pose and
attribute information in an alignment way.

• We propose a FGSAM to embed pixel-level local parts
and attribute information of human in a consistent repre-
sentation. FGSAM includes a pose resolve net to obtain
highlighted body features, and aligns the local parts with
the proposed locally reinforced alignment mode.

• We design a novel focal triplet loss to optimize the
absolute distances of intra-class, while adaptively
increasing the weight for learning hard samples.
Consequently, our model can be effectively trained
regardless of the sample distribution imbalance among
different classes in most person re-ID datasets.

This work is an extension of our conference version [19],
with three new innovations: (1) We further investigate the
alignment among fine-grained local parts, with a locally
reinforced alignment mode to enhance the model robustness
against the misalignment problem. (2) We propose a focal
triplet loss to improve the model adaptability for the hard sam-
ples. (3) We add more comprehensive experiments to validate
the locally reinforcement model and focal triplet loss, as well
as an additional experiment on PETA [3], which includes
several subsets collected from multiple different datasets.

The rest of this paper is organized as follows: Section II
briefly presents the overview of the related work. Section III
introduces our proposed FGSAM in details. The experimental
results and corresponding analysis are detailed in Section IV.
Finally, we conclude this paper in Section V.

II. RELATED WORK

Person re-ID has received great attention in computer vision
and beyond. As deep learning has been widely studied in many
computer vision tasks [20]–[25], there are also many excellent
works [4], [10], [11], [14], [15], [26]–[37] flooding into the
research community of person re-ID. Most of these works are
supervised learning, Ye et al. [36] proposed a Dynamic Graph
Matching (DGM) framework to improve the label estimation
process in an unsupervised manner. For the images captured by
thermal and visible cameras, Ye et al. [37] proposed a novel bi-
directional dual-constrained top-ranking (BDTR) loss to guide
a dual-path network to learn discriminative feature representa-
tions. In [34], Zheng et al. proposed a joint learning framework
to use the data generation technique to guide the re-id learning
in an end to end way. The generated data may miss some
local regions compared to the original data. In this paper,
we focus on the supervised learning to build a re-ID system
for the the images captured by ordinary cameras, and under
the supervision of different labels to learn how to retrieve the
pedestrian. In the past literature, global deep features based
methods [4], [14] are widely used in person re-ID. Due to
the human body is non-rigid, it is easy to cause misalignment
for global feature based methods when human poses change
seriously. Recent works in [11], [27] mainly focus on mining
and integrating local features to include more discriminative
information, with attribute information to increase the feature
richness. Some works [38], [39] proposed the stereo match-
ing techniques to search the target within a given area of
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Fig. 2. Visualized examples of different poses in the person re-ID scenes,
where each row shows different poses of one person. The original images are
shown in the first and third columns. The same local part of one person in
different images can be located with the resolved pose information.

the image, and the matching granularity is relatively coarse.
In addition, there is another type of methods [18], [26] further
committed to improving the loss functions to better construct
the embedding space. In this section, we give a brief review of
three most-related aspects in person re-ID, i.e., coarse-grained
level partition, attributes information and loss functions.

A. Coarse-Grained Level Partition

As the primary research object of person re-ID, human has
the nature of non-rigid properties which causes misalignment
and deformation problems. Based on this properties of human,
there are many works [11], [16], [35], [40], [41] introducing
coarse-grained level partition to cope with pose variations
in person re-ID. As shown in Fig. 2, human pose changes
and redundant backgrounds are common in person re-ID
scenes and resolving the pose information can provide a
better solutions for these situations. In [41], Zheng et al.
proposed a PoseBox structure to obtain the features of dif-
ferent human body parts, and then fuses different grained
of features to re-identify persons. Zhao et al. [16] designed
a multi-branch deep neural network to capture the features
of different human body parts, and fused these features to
form the final feature representation. In [40], Kalayeh et al.
introduced the human semantic parsing to obtain different
local body parts and aggregated those parts in a consistent
way to prevent misalignment. However, the partition strate-
gies adopted by these methods are coarse-grained, which
makes coarse positioning of the body parts that may lead
to re-identification failures. In [35], Sun et al. proposed a
general part-level feature learning method to describe an input
with several part-level features, and a refined part pooling
is designed to improve the original partition. Different from
these methods, we propose a model which takes fine-grained
local parts and attribute information of human in a consistent
representation.

B. Attribute Information

Human attributes are widely available (such as in Mar-
ket1501 [1], DukeMTMC-reid [2] and PETA [3]), which
inspires us to integrate such cues in person re-ID. As shown
in Fig. 1, when facing similar objects, one often distinguishes
them by their distinguishable markers, which indicate that
different attributes play an important role in person re-ID.
In [42], Su et al. used a semi-supervised deep model to
perform attribute learning based on global features. In [27],
Feng et al. designed a deep network model with attribute
learning to gain significant performance improvement on Mar-
ket1501 and DukeMTMC-reid. In [4], Lin et al. used attribute
information as a supplement to the identity recognition, which
indicates that attribute information is beneficial to person
re-ID. Considering both the global and local features are
useful in person re-ID, a model simply adopts one of the
global or local appearance feature is not enough to balance
both sides perfectly. In this paper, we propose a FGSAM
to integrate global feature with different fine-grained local
feature, which interactively learns the attribute information.
Our FGSAM includes two components to resolve global deep
feature representation and complex human poses, respectively.
Specifically, different local parts of a human body and their
surroundings are the keys to identifying certain attributes,
which indicates a spatial correlation between complex human
poses and attributes. Based on this insight, we use different
attributes to guide the learning of different fine-grained local
parts. A channel parse block (CPB) is designed to learn
to re-weight each channel of local features. Similar to the
attention mechanism which has been widely studied in [43],
[43]–[46], CPB aims at improving features’ perception of
important local parts. A locally reinforced alignment mode
is further proposed to fuse global deep features of different
persons with corresponding fine-grained local parts, which can
boost the performance on pose resolving task.

C. Loss Functions

In addition to the improvement of person re-ID in the
above two aspects, there are a certain amount of works [5],
[18], [26], [47]–[49] which designed new loss functions to
learn deep features for person re-ID. Traditional person re-ID
methods use the cross-entropy loss to learn deep features of
each identity, which ignores the metric information. To learn
a better metric, Hermans et al. [26] proposed an online hard
negative mining technique for the triplet loss. Triplet loss has
been widely used in re-ID and other computer visual tasks
like object tracking [50], [51]. As triplet loss focuses on
the training data, its generalization capability is inadequate.
To balance the generalization capability between the training
set and testing set, Chen et al. [18] introduced a quadruplet
loss. Compared to the triplet loss, such a quadruplet loss
leads to a larger inter-class variation and a smaller intra-
class variation. Different from the above methods, Wojke and
Bewley [48] encoded the metric learning objective in a method
for learning such a feature space, where the Cosine similarity
is effectively optimized through a simple re-parametrization of
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Fig. 3. The overview of our Fine-Grained Spatial Alignment Model, where “BN”, “FC”, “CPB” and “FTL” denote the batch normalization layer, full
convolution layer, channel parse block and focal triplet loss, respectively.

the conventional softmax classification regime. These methods
aim to construct a suitable embedding space for person re-ID,
while ignoring the imbalance in data distribution that makes
different sample learning costs being different. In this paper,
we propose a focal triplet loss that takes both the absolute
distance of intra-class and the imbalance in data distribution
into consideration. In [49], Ye et al. proposed a weighted
regularized triplet loss to retain the advantage of the triplet loss
while avoiding the introduction of introducing any additional
margin parameters. Our focal triplet loss is also based on the
idea of weight, but we attach more importance to automatically
balance the learning costs of different samples.

III. FINE-GRAINED SPATIAL ALIGNMENT MODEL

In this section, we firstly give an overview of our FGSAM.
Then, we describe each component of our FGSAM in details.
The motivation of our FGSAM focuses on fusing pose and
attribute information of human to align the complex spatial
distribution of a human body in a fine-grained way. Based on
this idea, we firstly propose a pose resolve net which involves
the proposed CPB to locate different parts of a human body
at pixel level. Furthermore, we add attribute information to
interactively learn the similarity of the aligned parts. The struc-
ture of our FGSAM is shown in Fig. 3. There are two main
components in the chief part of FGSAM: a ResNet-50 as a
backbone net and a pose resolve net to extract global semantic
cues and pixel level parts cues of human, respectively. Based
on our motivation, our FGSAM includes two complementary
tasks: 1) identity recognition which includes one cross entropy
loss and multiple focal triplet losses, 2) attribute discerning

which includes multiple cross entropy losses. Given an image
I as the input of the backbone net and the pose resolve net,
the outputs can be respectively expressed as:

F = M(I ), (1)

Correspondingly, based on [52], the pose resolve net learns
the part confidence maps and part affinity fields of local area
on a human body which are produced by the final stage.

(H3, C3) = P(I ). (2)

where H3 and C3 denote the part confidence map and the
part affinity field obtained in the final stage. Based on the
backbone net and the pose resolve net, we propose an elegant
model for person re-ID and the detailed illustrations of these
two main parts are given in following subsections. Moreover,
the proposed focal triplet loss and a strategy combining
multiple losses are presented.

A. Pose Resolve Net

The complex poses of human make person re-ID a tough
computer vision task. To mitigate the impact of the complex
poses, we propose a pose resolve net to discriminately resolve
different local parts of a human body in an end to end
way. In contrast to other pose based person re-ID methods,
our pose resolve net considers the cases of occlusion and
inaccurate detection. Specifically, we design an elegant module
called channel parse block (CPB) to give different weights for
different channels which corresponding to different local parts.
To better explanation our pose resolve net, we introduce the
backbone of our pose resolve net and CPB, respectively.
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1) Backbone of Pose Resolve Net: Inspired by the success
of the recently proposed pose estimation algorithm [52],
we design a four-stage model as the backbone of our pose
resolve net. The structure of our pose resolve net is shown
in Fig. 3. Based on the good nature of bottom-up pose
estimation model, pixel-level local parts can preliminary be
located.

In our framework, the task of the pose resolve net is to
capture the key parts of a human body in a fine-grained way
and learn a channel-based parsing rule. More specifically,
the two streams S1 and S2 in the pose resolve net provide
part confidence maps and part affinity fields of the key parts,
separately. In this work, we adopt the nineteen joints for
a human body which will produce nineteen part confidence
maps and thirty-eight part affinity fields. The pose branch
is composed of four stages which include one VGG and
three designed streams pre-trained on MSCOCO dataset [53].
Given an input image I , we denote the output part confidence
maps and part affinity fields of the k-th stage as Hk and Ck ,
respectively. It should be noted that the two streams in the
pose resolve net are firstly trained with the MSCOCO dataset.
More specifically, the pose resolve net is pre-trained with two
mean squared error (MSE) loss functions for the two streams.
Given the ground-truth maps Gu

1(p), Gv
2(p) and the estimated

predictions H t
u(p), Ct

v (p), the MSE losses for the two streams
are formulated as follows:

Lt
S1

=
U∑

u=1

∑
p

W (p) · ∥∥H t
u(p) − Gu

1(p)
∥∥2

2 , (3)

Lt
S2

=
V∑

v=1

∑
p

W (p) · ∥∥Ct
v (p) − Gv

2(p)
∥∥2

2 . (4)

To make use of pose information in pose resolve net,
we aggregate the combination of the part confidence maps
and part affinity fields of the pose resolve net with the feature
maps of the backbone net by compact bilinear pooling. In this
process, we add the batch normalization layer at the end
of the backbone net and pose resolve net. The goal of this
layer is to alleviate model overfitting and enforce the feature
maps produced by these two nets to be subjected to the same
distribution. Since the original structure in [52] is not designed
for person re-ID, it is lack of consideration for the problems
of occlusion and inaccurate detection. As the occlusion and
inaccurate detection are common problems in person re-ID
scenes, they cause the images of different identities usually
include redundant backgrounds and the local parts of a human
body usually become invisible. Therefore, how to suppress
areas that are not related to the identities in the images and
weaken the influence of the occluded part are another two key
concerns of by our pose resolve net. Taking this as a starting
point, we propose the CPB to handle the problems of occlusion
and inaccurate detection. The details of the CPB are presented
in the next.

2) Channel Parse Block: Different from previous coarse-
grained level based person re-ID methods [10], [16], we pro-
pose a CPB which not only considers the fine-grained local
parts, but also takes occlusion and inaccurate detection into

Fig. 4. The detailed structure of CPB.

account. Similar to the attention mechanism that widely stud-
ied in several works [43]–[45], which make use of the salient
object annotation to directly train a deep model to predict
the attentions on the targets. If the salient object annotation
is available in the re-ID benchmarks, the attention on the
pedestrian can be predicted, and the interference of complex
background could further be reduced to some extent. Our CPB
is to screen the channels of the features in the pose resolve net.
For the lack of the salient object annotation, the CPB module
re-weights each channel in the pose resolve net toward a goal
that is conducive to retrieval in reid.

Our CPB is inspired by the work of [54] from the fine-
grained image recognition community which presents an archi-
tecture called SE-net block to weight different channels of
features by modelling inter-dependencies between channels
explicitly. Different from SE-net, our CPB is applied into the
person re-ID community and we modify the FC layer in SE-
net to 1 × 1 convolution layer to unify the pose resolve net
and the CPB in the learning framework. The main goal of our
CPB is to improve the pixel-level local parts outputted by the
pose resolve net and make them more suitable with person
re-ID. The detailed structure of the CPB is shown in Fig. 4.
In our implementation, we use multiple CPBs to gradually
learn the corresponding weights for different channels in the
pose resolve net. As shown in Fig. 3, we aggregate the CPB
with a multi-stage CNN to form our pose resolve net and train
it to parse different channels of the feature maps outputted by
the multi-stage CNN. The different channels of feature maps
in our pose resolve net capture different local parts of a human
body. Thus, our CPB not only learns to assign large weights
to those channels in favor of identity recognition and attribute
discerning, but also adaptively learns to suppress redundant
backgrounds or occluded local parts.

B. Attribute Interactive Learning

In our FGSAM, we treat different attribute recognition tasks
as multiple classification tasks. The ResNet-50 [55] is adopted
as the backbone net of the other main part of our model.
This is because ResNet-50 is suitable for the classification
tasks. It should be noted that ResNet-50 can be easily replaced
with other networks. Moreover, the pre-trained weights on
the ImageNet are used for better convergence. As the pose
resolve net focuses on the different local parts of a human
body and their spacial relationships in person re-ID scenes,
there lacks supervision information to guide the pose resolve
net to learn effective local information during training phase.
It is necessary to use another supervision mechanism that can
be easily implemented in person re-ID scenes to make up
for this defect. Therefore, we introduce attribute information
which is available in several large person re-ID datasets (e.g.,
Market1501, DukeMTMC-reid and PETA) to our FGSAM.
For the attribute information is related with the local parts of
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TABLE I

TABLE OF DIFFERENT ATTRIBUTES ADOPTED IN OUR FGSAM ON DIFFERENT DATASETS. L.SLV, L.LOW, L.UP, B.PACK, H.BAG, C.UP, C.LOW, C.SHOES
DENOTE LENGTH OF SLEEVE, LENGTH OF LOWER-BODY CLOTHING, LENGTH OF UPPER-BODY CLOTHING, BACKPACK, HANDBAG, COLOR OF

UPPER-BODY CLOTHING, COLOR OF LOWER-BODY CLOTHING, AND COLOR OF SHOES, RESPECTIVELY

a human body, we use different attribute classification tasks
to interactively learn the corresponding attentions on the local
parts. That is the main idea of our attribute interactive learning
strategy and we describe the details as follows.

Firstly, we use a compact bilinear pooling to fuse the outputs
of the backbone net with the outputs of pose resolve net. As the
compact bilinear pooling preserves the expression ability of the
inputs, the rich semantic information outputted by the back-
bone net and pose resolve net can be effectively combined.
Besides, the memory and computational consumptions of the
compact bilinear pooling are lower than that of the ordinary
matrix multiplication. Then, we adopt multiple cross entropy
losses for the identity and attribute recognition tasks to train an
intermediate model. Specifically, the attribute recognition tasks
guide the pose resolve net to learn more discriminated local
information and enhance the expression ability of the final
fused features. In order to adapt to the re-ID tasks, we replace
the FC layer at the end of the backbone net with N FC clas-
sification layers for attributes recognition and a FC layer for
identity recognition. The attributes used in our framework on
Market1501, DukeMTMC-reid and PETA are listed in Table I.
It should be noted that PETA consists of multiple subdatasets
and the labels of attribute up to 65. Therefore, we re-organize
the labels of attributes in PETA to match the other two
datasets. For the identity and the i -th attribute, we firstly use
cross entropy loss to train the network as an intermediate
model. Let [[pi(1), pi (2), · · · , pi (N)] be the vector produced
by the i -th softmax layer, we calculate the cross entropy loss
of the i -th attribute and the identity as follow:

Li = −
N∑

n=1

log(pi(n))qi (n), (5)

where p(n) = exp(zn)∑N
i=1 exp(zi )

denotes the predicted possibility of

each attribute or ID label obtained by the softmax function.
qi (n) = 1, if the predicted result is same as the ground-truth.

As the outputs of the backbone net and pose resolve net
have differences in magnitude, we normalize the outputs of
two branches by using the batch normalization as follows:

F = f (k) − μ f√
σ 2

f + ε
, (6)

H3 = h(k) − μh√
σ 2

h + ε
, (7)

C3 = c(k) − μc√
σ 2

c + ε
. (8)

where μ∗ and σ∗ denote the corresponding mean and variance
of a mini batch, and ε is a parameter to prevent the denom-
inator from 0. After normalization, these three feature maps
can be constrained in the same magnitude.

After training the intermediate model, we use a locally rein-
forced alignment mode to reconstruct the model. Specifically,
we use the features after the pool5 layer of the backbone net to
fuse different channels of the features outputted by the pose
resolve net. The trained weights of the intermediate model
is used to initialize the corresponding layers of subsequent
model. Different from the intermediate model, we introduce
a locally reinforced alignment mode and the focal triplet loss
to train our FGSAM which learns local parts alignment in a
fine-grain style. Details about the locally reinforced alignment
mode and focal triplet loss will be introduced in following
subsections.

C. Locally Reinforced Alignment Mode

By effectively combing pose and attribute information, our
FGSAM can learn a fine-grained representation of a human
body which can improve the person re-ID performances.
However, the spatial distribution of different local parts of
a human body shows strong irregularity which may results
in the misalignment problem. Directly fusing the highlighted
human body may cause inconsistency between the fine-grained
local parts of a human body. This inspires us to learn a
locally reinforced alignment mode by considering the inde-
pendence between different local parts of a human body.
As we mentioned earlier, the different channels of features
outputted by the pose resolve net depict different local parts
of a human body. In this section, based on different channels
corresponding to different local parts, we propose a locally
reinforced alignment mode to learn the alignment between
different fine-grained local parts.

Since we use CPBs to re-weight each channel in the pose
resolve net, the pose resolve net outputs the visible and
important channels corresponding to the parts of a human body
automatically. Different from partition different local parts in
a coarse-grained way, we take a locally reinforced alignment
mode to address the misalignment problem among different
local parts.

In our locally reinforced alignment mode, we distinguish-
ably fuse different channels of the pose resolve net with
the feature outputted by the backbone net. More specifically,
we divide the channels of the pose resolve net into six parts
(i.e., head, upper body, upper arm, lower arm, upper leg and
lower leg). Based on these parts, we assign different attributes
to their related parts as a local supervision mechanism. In addi-
tion, we remain the branch which includes all parts for identity
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recognition. For the different parts, there is a 1×1 convolution
layer which achieves cross-channel information integration.
As shown in Fig. 3, there are several branches in our locally
reinforced alignment mode. Denote j -th local part of i -th
human as P j

i , we adopt the compact bilinear to fuse each part
with the outputs of the backbone net as six part branches. After
the compact bilinear, there are six parallel 1 × 1 convolution
layers which output the 256-dimensional embeddings after.
In addition to the six part branches, we use all parts follow the
same settings above to form the plenary branch which outputs
a 512-dimensional embedding. These embeddings are used in
the focal triplet loss for identity recognition.

Furthermore, we add a full convolution layer followed by a
softmax layer to generate different predictions of attributes for
the corresponding part branches and identity for the plenary
branch. And the cross entropy loss is adopted as the identity
loss for the plenary branch and attribute loss for different part
branches.

As an important part in our locally reinforced alignment
mode, the focal triplet loss is proposed to make up the
deficiencies of the loss functions often used in person re-ID.
On the one hand, the embedding space constructed by the
triplet loss lacks constraints on absolute distance. On the
other hand, the quantity of different identities shows serious
imbalance which may cause the hard sample problem in the
triplet loss. By addressing these problems, our focal triplet
loss constructs a suitable embedding space for the identity
recognition task. The detailed introduction of our focal triplet
loss is presented in the next subsection.

As shown in Fig. 6, the different local parts defined in
the locally reinforced alignment mode obtain corresponding
weights in a fine-grained way. Specifically, the redundant
backgrounds are suppressed effectively and weights are mainly
concentrated on the local parts and attribute-related areas.

D. Focal Triplet Loss

In this section, we firstly introduce the original triplet loss
and discuss the deficiency of triplet loss. Then, we describe
the imbalance in the data distribution of most person re-ID
datasets. Finally, we make a detailed description of our focal
triplet loss to make up for these deficiencies.

The original triplet loss is proposed in [56] for the face
recognition community and then introduced into the person
re-ID. The triplet means the training data is divided into
anchor, positive and negative to form a triplet structure. The
relative distance between each element constitute the main
parts of the loss function to optimize the models. Given a
triplet as

(
xa

i , x p
i , xn

i

)
where xa

i and x p
i belong to the same

identity, the triplet loss is defined as:
LT L = max

(
d

(
xa

i , x p
i

) − d
(
xa

i , xn
i

) + α, 0
)
, (9)

where d
(
xa

i , x p
i

)
and d

(
xa

i , xn
i

)
denote the embedding

distances of anchor from positive and negative, respectively.
The triplet loss gives a constraint for the relative distance

between different samples to some extent. However, it ignores
the absolute distance between different samples and the imbal-
ance in data distribution which may learns an incorrect relative

distance. As mentioned in [17], there often emerges large
differences in the different intra-distances which may larger
than inter-distances.

The imbalance in the data distribution exists in the most of
person re-ID datasets which means the different identities of
most datasets emerge large difference in quantity. As a result,
the hard sample problem is common in person re-ID. There
are several works have explored this problem. For example,
Hermans et al. [26] proposed an online hard negative mining
strategy that only considers binary weights for the most
difficult sample pair in a batch. As a result, it may causes
normal samples be susceptible to the outliers.

Based on the above analysis, we propose a focal triplet
loss and a multi-loss joint strategy to guide our FGSAM
to handle the hard sample problem. Our insight is to take
the absolute distance of intra-class and adaptive adjustment
weighting mechanism into consideration to design a proper
loss function for our FGSAM. Thus, we add a constraint on
the absolute distance of intra-classes and use the distance
of intra-classes and inter-classes as a factor to adaptively
adjust the weights for learning different samples. Specifically,
we seek an adaptive way to give large weights for the hard
samples. Inspired by the focal loss [57], we define λ =
max

(
d

(
xa

i , x p
i

) − d
(
xa

i , xn
i

) + 1, 1
)

as the indicator for hard
and easy samples. Specifically, we define easy samples as
λ = 1, otherwise we define difficult samples as λ > 1. Based
on this indicator, the focal triplet loss is defined as follow:

LFT L = λγLT L + max
(
d

(
xa

i , x p
i

) − β, 0
)
, (10)

where λγ indicates the weight of the corresponding loss. When
the sample is easy to distinguish from anchor, it means λ < 1
and the weight of the corresponding loss will be much smaller.
Otherwise, the weight of the corresponding loss will be much
larger when λ > 1. Besides, we use max

(
d

(
xa

i , x p
i

) + β, 0
)

as the absolute constraint within the class.
As shown in Fig. 3, our FGSAM uses multiple focal triplet

losses and cross entropy losses for identity recognition and
attribute recognition to jointly train the final model. Based
on the multiple losses, we denote i -th attribute loss as Li

C E L
where i = 1, 2, · · · indicates the number of attributes in the
corresponding datasets. The identity loss corresponding to the
j -th branch is denoted as L j

FT L where j = 1, 2, · · · indicates
the number of branches in our FGSAM. In addition, there
is a cross entropy loss for identity recognition mentioned in
locally reinforced alignment mode which denoted as LI D

C E L ,
Therefore, the total loss of our FGSAM is computed as:

L =
∑

i

Li
C E L +

∑

j

L j
FT L + LI D

C E L . (11)

Since our FGSAM includes multiple losses, we use
several phases to complete the training process for a better
convergence.

IV. EXPERIMENTS

In this section, we firstly introduce the datasets and
the evaluation protocol adopted in our experiments. Then,
we give a detailed description for our implementation. Thirdly,
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Fig. 5. The sensitivity analysis results of the hyperparameter α, β, γ in our
focal triplet loss on Market1501 [1].

we present the experimental results of our method on Mar-
ket1501 [1], DukeMTMC-reid [2] and PETA [3] datasets when
comparing with the state-of-art methods. Finally, we present
the ablation analysis to verify the effectiveness of the different
components in our method and the sensitivity of hyperpara-
meters.

A. Datasets and Evaluation Protocol

1) Market1501 [1]: This dataset includes 1,501 identities
captured by 6 different cameras. More specifically, there are
12,936 training images, 19,732 testing images and 3,368 query
images detected by the DPM [66]. These images are with the
resolution of 128 × 64, among which the training images and
the testing images contain 751 and 750 identities, respectively.

2) DukeMTMC-reid [2]: DukeMTMC-reid is another large
dataset which is used in multi-target tracking and person re-ID.
It contains 16,522 training images, 17,661 testing images
and 2,228 query images which cover 1,404 identities. All
these images are captured at the Duke University campus by
8 synchronized cameras, then annotated and aligned manually.

3) PETA [3]: PETA is a large dataset for person attributes
recognition and person re-ID. There are 19,000 images of
different resolution and corresponding 61 binary attributes
and 4 multi-class attributes collected from several subsets
of other datasets. PETA is originally applied primarily to
attribute recognition and needs a small amount of changes
to accommodate person re-ID. In this paper, we follow the
experimental protocol of ARP [4] to randomly select the same
amount of training, query and test images of PETA.

4) Evaluation Protocol: In our experiments, we adopt the
common evaluation protocol in person re-ID which includes
the cumulative matching characteristic (CMC) curve and
the mean average precision (mAP) for Market1501 and
DukeMTMC-reid. The CMC curve is a precision curve that
provides recognition precision for each rank. As a supplement,
the mAP is the metric to measure the accuracy of person re-ID
and it is the average of the maximum precisions at different
recall values.

B. Implementation Detail

We use tensorflow to implement our FGSAM. The con-
figuration of our computer is a HP Pro 3330 PC with Intel

Fig. 6. The visualization results of different weights corresponding to
different local parts which are defined in the locally reinforced alignment
mode. (a) and (b) are two samples and the first column is the original image,
the following six columns of images represent the different feature maps of
the different local parts obtained from the pose resolve net.

1.8GHz×32 CPU and GTX-1080 GPU. As mentioned in
Section III, we choose ResNet-50 as the baseline and we
replace the FC layer after the pool5 layer with several 1 × 1
convolution layers for different classification tasks. We use a
softmax layer to process the output of the 1 × 1 convolution
layer to obtain the final classification results. For the pose
resolve net, we use the MSCOCO dataset to re-train a four-
stage model as the backbone.

In the training process, we divided it into several phases for
a better convergence. In the first phase, we train the baseline
with the initialized weights pre-trained on ImageNet. The
baseline includes only a cross entropy loss for the identity
recognition. The learning rate is initialized to 0.001 and
decayed by 0.5 every 50 epoch. In this phase, the model is
trained with 150 epochs in total. After the first phase, we use
the compact bilinear pooling to combine the pose resolve
net with the baseline. In this phase, we introduce multiple
attributes recognition tasks into the model, and train this model
with 60 epochs based on the first phase. More specifically,
we add the batch normalization layer after the pool5 layer
in baseline and the final stage of the pose resolve net to
alleviate over-fitting. In this phase, we use the same learning
rate and decay rate as the previous phase. 100 epochs are
used to train our model. Finally, we use a locally reinforced
alignment mode with multiple focal triplet losses to construct
our FGSAM. Based on the number of attribute labels in
different datasets, we adjust the number of branches in the
locally reinforced alignment mode accordingly. We train this
final model with 400 epochs. At this phase, we set the learning
rate to 0.0001 and decay it by 0.5 every 100 epoch. In all
training phases, the initialized weights of the latter phase are
the trained weights corresponding to the previous phase. All
training phases cost about 1.5 days and the testing phases
cost about 1 hour. The Adam optimizer is implemented at
the recommended parameters in each mini-batch to update
the weights. The hyperparameters of α, β and γ in our focal
triplet loss are set to 0.5, 0.01, 2, respectively. It should be
noted that these phases in the training process are designed
for better convergence of our FGSAM and there are no other
fancy training tricks like random erasing augmentation in our
training process.
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TABLE II

QUANTITATIVE COMPARISON RESULTS ON MARKET1501 [1] AND DUKEMTMC-REID [2]

TABLE III

QUANTITATIVE COMPARISON RESULTS ON PETA [3]

C. Comparison With State-of-the-Art Methods

Based on the evaluation protocol mentioned above, we com-
pare FGSRM with the state-of-art methods on Market1501,
DukeMTMC-reid and PETA, respectively. The comparison
results on Market1501 and DukeMTMC-reid are shown
in Table II. To the best of our knowledge, there are a small
number of methods which belong to the similar category of
ours and provide the comparable results on PETA. So we
choose ARP [4] to compare with FGSRM and the details are
shown in Table III.

As shown in Table II, we firstly adopt Spindle [16], PIE
[41], OIM [58], ACRN [59], SVDNet [60], Part-aligned
[61], AACN [62], ARP [4], PSE [9], GLAD [7], MGCAM
[6], AANet-50 [63], Lrdnn [19], IANet [64] and MHN-6
(IDE) [65] to compare with our FGSRM on Market1501 and
DukeMTMC-reid. It can be seen from this tables that our
FGSRM achieves competitive results among the compared
methods in rank-1 and mAP metrics. Specifically, our FGSRM
exceeds MHN-6 (IDE) [65] by 1.8% in mAP on Market1501.
For DukeMTMC-reid, FGSRM surpasses IANet [64] by 0.7%
in mAP, and compared with MHN-6 (IDE) [65], FGSRM
achieves comparable results.

As shown in Table III, our method outperforms ARP [4]
with improvements up to 3.9% and 1.4% in rank-1 and mAP
on PETA. Since PETA includes multiple person re-ID scenes,
it indicates that our method has a certain adaptability in
complicated scenes.

Among the compared methods, ARP [4] adopt attribute
clues to guide the deep network to learn attribute recognition
which helps re-identifying different persons and MGCAM [6]
uses the pose clues to learn the local features of a human
body. Different from these two methods, we aggregate both
attribute and pose clues of a human body into one frame-
work effectively. Moreover, we propose the locally reinforced

alignment mode and the focal triplet loss to further enhance
the performance of our FGSAM on person re-ID. As shown
in Fig. 6, our method provides a fine-grained spatial align-
ment among different local parts of a human body. Overall,
the comprehensive comparison results on the three datasets
indicate the effectiveness of our method.

D. Ablation Analysis and Sensitivity Study
of Parameters

To further verify the effectiveness of our approach, we com-
pare the contributions of different components in our method
by ablation analysis. For the pose resolve net, the attribute
clues and the focal triplet loss, we perform an ablation study
on both Market1501 and DukeMTMC-reid to verify their
effectiveness. The ablation study of the CPB is performed on
Market1501 for a clear comparison. Besides, there are several
parameters in our focal triplet loss function and we present
the sensitivity analysis in Fig. 5 on Market1501.

Firstly, we investigate the effect of the pose resolve
net combined with the baseline and provide the results
in Table IV. In this part, we add the batch normalization layer
at the end of the pose resolve net and the baseline. Then,
we adopt the compact bilinear pooling to obtain the fusion
embeddings. As shown in Table IV, the pose resolve net
(Base + Pose) obtains improvements in rank-1 and mAP on
both Market1501 and DukeMTMC-reid. Furthermore, there
are about 7.8% and 5.8% improvements in rank-1 and mAP
on Market1501 compared to the baseline. This is consistent
with our intuition that the pose resolve net helps to suppress
redundant regions of images and effectively improves the
representation ability of the embeddings.

Secondly, we use the locally reinforced alignment mode
with attributes to find out how the locally reinforced alignment
mode affects the accuracy. As shown in Table IV, there are
promotions in rank-1 and mAP on both Market1501 and
DukeMTMC-reid when the locally reinforced alignment
mode (Base + Pose + LRAM) is adopted. Specifically,
compared with the results of Base + Pose, there are about
7.9% and 1.4% improvements in mAP on Market1501 and
DukeMTMC-reid, respectively. Based on the fusion features
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TABLE IV

THE ABLATION ANALYSIS RESULTS OF DIFFERENT COMPONENTS IN OUR
FGSAM ON MARKET1501 [1] AND DUKEMTMC-REID [2]. “BASE”,

“POSE”, “LRAM” AND “FTL” MEANS BASELINE, POSE RESOLVE

NET, LOCALLY REINFORCED ALIGNMENT MODE AND FOCAL

TRIPLET LOSS, RESPECTIVELY

TABLE V

THE ABLATION ANALYSIS RESULTS OF THE CPB ON MARKET1501 [1]

from the combination of the pose resolve net and the baseline,
the locally reinforced alignment mode brings attributes as
supervisory information to further align different local parts
in a fine-grained way which makes our FGSAM be robust to
the complex poses and misalignment problems.

Thirdly, we analyze the effect of our focal triplet loss.
As shown in Table IV, our focal triplet loss gets about
2.9% and 1.4% improvements in mAP on Market1501 and
DukeMTMC-reid, respectively. There is also a certain
improvement in rank-1. Compare with the original triplet
loss and cross entropy loss, our focal triplet loss takes
both absolute intra-class distance and hard sample problem
into account which provides an adaptive weight adjustment
mechanism for different samples and receives a more suitable
embedding space.

Finally, we analyze the influence of the CPB on Mar-
ket1501. As shown in Table V, based on the weight adjustment
to the pose resolve net, we observe 1.6% and 1.0% improve-
ments in rank-1 and mAP, respectively.

For the different parameters in our focal triplet loss function,
the sensitivity studies of these parameters are shown in Fig. 5.
Among these parameters, α controls the margin of intra-class
and inter-class. β controls the absolute distance of inter-class.
According to the results, our FGSAM achieves better results
when α = 0.5 and β = 0.02. It indicates that proper distance
constraints for intra-class and inter-class help our FGSAM
construct a suitable embedding space for preson re-ID. The
exponential factor γ helps our FGSAM achieve better results
when γ = 2. After the value of γ reaches a certain range,
the performance begins to deteriorate. This mainly caused by
the model biased in favor of learning hard samples when a
excessive weight is given to the hard samples.

V. CONCLUSION

In this paper, we put our focus on the pose and attribute
information of human and design a fine-grained spatial align-
ment model (FGSRM) for person re-ID with focal triplet
loss. Different from existing person re-ID methods which
separately combine pose or attribute information into person
re-ID, we investigate how to jointly make use of pose and
attribute information in person re-ID. For the complex poses

of human, we introduce a pose resolve net to obtain local parts
of a human body. As the inaccurate detection and occlusion
problems make it difficult to obtain the pose information,
we design a channel parse block in the pose resolve net, which
can learn to further purify the pose information and suppress
the redundant regions. For the attribute information, we ana-
lyze how to use the attribute information to assist the learning
of pose information in a mutually reinforcing way, and further
address the misalignment problem in person re-ID. Then,
we propose a locally reinforced alignment mode which unites
different attributes of human as a supervisory information to
further align local parts in a fine-grained way. In addition,
we investigate the deficiencies of the loss functions often used
in person re-ID and propose the focal triplet loss. Our focal
triplet loss makes up for the deficiencies of triplet loss and
includes a mechanism of adaptive weight adjustment which
learns to give greater weights for the hard samples. Finally,
the experimental results on the Market1501, DukeMTMC-
reid and PETA datasets have verified the effectiveness of our
FGSAM. Since the image in the real scene may contain the
identity of more than one pedestrian, the object detection
algorithms are needed to extract these identities which require
additional processing time. One possible direction for future
research is use the stereo matching techniques to directly
match the identities in different images without the help of
the object detection algorithm, which can further improve the
efficiency of reid.
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