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Abstract

Education holds great potential for improvement from gen-
erative AI integration. Efforts to employ AI tools in curricu-
lum creation and generation have been by tried by compa-
nies, but recent reports of hallucination rates among com-
monly used LLMs demonstrate a rate of erroneous output far
too high for reliable deployment in medical education. We
propose ClaraNP, a generative LLM fine-tuned from SBERT
open-source code for nursing education with internal hallu-
cination and bias mitigation. We demonstrate our prelimi-
nary progress, articulate our plan for achieving further do-
main specificity, and explain our plans for in-class testing and
integration.

Introduction
Medical education involves great depth of study and high
consequences of failure. It is estimated that 20-40 percent of
tasks performed by K-12 educators could be automated with
current technology (Bryant et al. 2023). Initial automation
efforts have integrated general-purpose language models in
medical education (Safranek et al. 2023), yet common mod-
els do not have the domain knowledge or accuracy to create
medical course materials. The average hallucination rate of
the top 10 language models is still 6 percent (Hughes, Con-
nelly, and Ashimine 2023). Even the top LLMs in halluci-
nation mitigation fail to return repeated correct information
during iterative querying(Megahed et al. 2023).

We propose ClaraNP: a generative nursing education lan-
guage model fine-tuned from an falcon-7b- base. Aiming to
eliminate contextual and accuracy concerns, the model fea-
tures internal hallucination and bias mitigation, as well as
pdf input capability at the scale of large textbooks.

Methodology
Language Model Preparation and Querying
To begin, we imported libraries for PDF processing, text ma-
nipulation, and machine learning model deployment. This
includes the langchain package for document parsing, text
segmentation, and embedding, the transformers library for
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accessing transformer models, and standard Python libraries
for regular expressions, JSON handling, and file system in-
teractions. We established constants representing the spe-
cific pre-trained models Instructor XL, SBERT MPNet base,
and FLAN T5 base.

The class architecture consists of functionalities pertinent
to question-answering using PDF documents. This class en-
compasses methods for model and embedding initialization,
vector database construction from PDFs, retrieval QA chain
configuration, and output cleaning from language models,
establishing the operational blueprint. A pre-prompt was
designated, and a dedicated method is implemented for re-
fining the language model’s output, removing extraneous
tags and spaces, and enhancing answer clarity and readabil-
ity. A loop is defined to perform iterative querying. Ten dif-
ferent outputs of the same query are passed to the accuracy
module.

Hallucination Mitigation Model Preparation and
Implementation
PDF handling and tokenizing libraries such as pdfminer,
scikit-learn, and TensorFlow were installed. Functions were
defined for reading, tokenizing, and truncating pdf text. An
except function is defined using an OCR library of pytesser-
act to enable extraction of text from photocopied pages. To-
kenized pdf text and queries are concatenated into a ‘ques-
tion’ against which the set of answers are compared. Func-
tions of the keras and tensorflow libraries were used to ini-
tialize a Siamese neural network (SNN). For tokenizing and
encoding the text, we utilized the fine-tuned version of the
AllenAI’s Longformer Encoder-Decoder (LED)(Beltagy,
Peters, and Cohan 2020), specifically the ’led-large-16384-
pubmed’ checkpoint available on Hugging Face (von Platen
2021). A semantic similarity score is calculated by com-
paring the cosine angle between the resulting semantic vec-
tors. A keyword ranking model is defined using similar pdf
handling protocol and a Jaccard similarity algorithm. The
SNN and keyword similarity scores are used to calculate a
weighted average that is insensitive to comparative answer
length, sensitive to semantic content, and semi-sensitive to
question/answer keyword parity. Let SSNN represent the
SNN score and let Skeyword represent the Jaccard keyword



similarity. The weighted average Sweighted is given by the
equation:

Sweighted =
wSNN · SSNN + wkeyword · Skeyword

wSNN + wkeyword
.

Given the weights wSNN = 0.6 and wkeyword = 0.4, the an-
swer representing the highest Sweighted score is returned as
model output.

Domain-Specific Considerations
For textbook capability, truncation and batching of the
model were adjusted to allow for PDF input of indefi-
nite size. An optical character recognition-based extraction
method was also employed as a backup during text extrac-
tion to ensure functionality on scans or photocopies. The
pre-prompt employs the “persona” method among others
and asks the model to follow instructions as if they were a
graduate nursing instructor. An open-source model was con-
sciously chosen to create a copyright risk-averse resource
for higher education institutions. The Longformer Encoder-
Decoder (LED) (Beltagy, Peters, and Cohan 2020) model
was used for tokenization and embedding in the accuracy al-
gorithm due to its hybrid global/local attention mechanism,
a feature that allows for more accurate representation of
longer context input. The additional supervised fine tuning
of the ’led-large-16384-pubmed’ checkpoint (von Platen,
2021) introduces domain-specific knowledge and represen-
tation tendencies. The selection of a SNN model was con-
scious due to its reliance on semantic vector comparison
instead of character length vectors. Each generated by one
of the twin models, the resulting input (context and prompt)
and response(answer) vectors are magnitude-blind, allowing
for accurate comparison between sizable inputs and short
answers.

Experiments and Preliminary Results
The preliminary structure of ClaraNP was recently com-
pleted, thus extensive tests have not been conducted. We
obtained a textbook from the graduate course in which
this model will be tested and generated several series of
10 outputs through prompting a general purpose model to
make a given quiz 10% less specific with each iteration. We
recorded the output and ran this series through the halluci-
nation mitigation model, and it assigned higher rankings to
the un-augmented answers, regardless of their length. The
independent human ranking of these sets by two professors
loosely reflected the model results but did not directly coin-
cide.

Challenges and Limitations
As output results are generated common consensus around
top outputs may be the subject of debate between staff mem-
bers. Although the tiiuae falcon-7b-instruct base model hal-
lucinates on 16.2% of outputs (Hughes 2023) , this fallacy
rate is not high enough to cause observable disparity be-
tween the top 4-6 outputs and thus the top 2-3 human la-
bels are likely to vary based on individual preference. A

Figure 1: Accuracy Module Output for Incrementally Aug-
mented Model Responses

very small percentage of internal bias toward longer an-
swers may be introduced by the keyword similarity algo-
rithm. The Jaccard Index computes similarity by dividing
the intersection of two the two vectors by their union (Jac-
card, 1901). Longer answers, even if incorrect, are likely
to achieve higher Jaccard scores because higher numbers
of terms will be shared between the documents. However,
keyword comparison is necessary for achieving terminology
parity between textbook context and the output.

Future Project Plan
In the next phase of the project, we will fine-tune the falcon-
7b-instruct base and the various embedding models on a
large corpus of nursing textbooks. We will employ super-
vised fine tuning with datasets such as pubmed and SQuAD,
and perform direct preference optimization on a dataset we
have hand labeled from medical queries of general purpose
models. We will add designated use options to the generation
interface, allowing for increased pre-prompt specificity, and
we will vectorize the code in all iteration structures. An anti-
bias toolkit such as IBM’s AIF360 (Bellamy 2018), Fair-
learn (Weerts et. al, 2023), or factored verification by the
LED itself will be integrated into the accuracy model. Al-
though racial and gender references in medical textbooks are
rare and most information is purely empirical, these mech-
anisms will ensure that model outputs never feature refer-
ences or overgeneralizations of race or gender. We are also
in the process of developing a vector store with additional
nursing domain textbook content. Later, a prototype inter-
face will undergo in-class testing with Dr. Crystal Dodson
and Dr. Julie Hinkle of the UNCW nursing department.

Conclusion
ClaraNP is a step in a long-overdue integration of genera-
tive tools into nursing education. Test cases and assessment
materials are two of the biggest limiting factors on the qual-
ity of healthcare coursework, and ClaraNP aims to provide
a reliable source of this material free from the hallucination
concerns that surround general-purpose transformer models.
Our architecture (Safranek et al. 2023) represents an easy-
to-implement strategy that could be duplicated by other in-
stitutes of higher education seeking similar results in their
interfaces. This paper discusses the challenge hallucinations



pose in higher education as well as the methods we are tak-
ing to address the problem. We also outlined the remaining
steps to completion and discussed our plans for in-classroom
integration.
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