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ABSTRACT

Detection transformers (DETR) have emerged as powerful end-to-end learning
frameworks for object detection, directly regressing detection parameters as point
estimates. However, these networks often lack the ability to express any uncer-
tainty within their estimates. In this work, we replace the regression of point esti-
mates with the direct learning of the posterior distribution in a sampling-free man-
ner by leveraging deep evidential learning, complementing the end-to-end DETR
architecture. We present an instance-aware uncertainty framework by extending
evidential deep learning with an IoU-aware loss, jointly modelling both classifica-
tion and localization uncertainties. Furthermore, we enable the model to leverage
its uncertainty for self-calibration, aligning the predicted probabilities with the
true likelihood of outcomes, and effectively apply evidential deep learning for
the task of imbalanced dense object detection. Our approach is easily extensi-
ble and requires only fine-tuning, thus leveraging the pre-training of transformers
on large datasets. We conduct extensive experiments on two in-domain and three
out-of-domain datasets, demonstrating impressive improvements in generalization
performance, especially when fine-tuning on heavily imbalanced datasets charac-
terized by data scarcity.

1 INTRODUCTION

Object detection is a fundamental aspect of machine vision, including in safety-critical applications
such as perception in autonomous vehicles (Balasubramaniam & Pasricha, 2022). While detection
accuracy is crucial, it is equally important to quantify the uncertainty associated with the detection
estimates. However, state-of-the-art object detection networks predominantly rely on deep neu-
ral networks, which are often viewed as black-box models (Liang et al., 2021). This presents a
significant challenge as it becomes difficult to assess the trustworthiness of these networks and to
understand their decision-making processes. Despite notable advancements in deep learning and
computer vision over the past decade, there remains a significant gap in research in understanding
and quantifying the uncertainty associated with the outputs of such object detection networks.

Addressing uncertainty in object detection is particularly challenging because it must account for
both localization and classification uncertainties (Feng et al., 2021). Localization uncertainty in-
volves the accuracy of predicted bounding boxes, which can be affected by factors such as occlu-
sions and complex backgrounds. Meanwhile, classification uncertainty pertains to the confidence
in the predicted class labels, often influenced by ambiguous visual features and out-of-distribution
data. The need to jointly model these uncertainties complicates the development of effective de-
tection systems, as traditional methods often treat them separately, as a multi-task problem (Oksuz
et al., 2020). This separation can hinder the ability to provide a comprehensive understanding of the
overall uncertainty associated with each detection.

Previous studies addressing uncertainty in object detection for autonomous vehicles have typically
relied on sampling-based methods, such as Bayesian neural networks and Monte Carlo dropout
(Gawlikowski et al., 2023). While these methods are effective in quantifying uncertainty, they are
computationally expensive, require multiple runs to sample different results, and often result in re-
duced overall accuracy due to factors such as biased sampling, improper weighting, and the removal
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of parameters caused by dropout in Monte Carlo methods (Feng et al., 2021). Ever since the emer-
gence of evidential deep learning (Sensoy et al., 2018; Amini et al., 2020), there has been increased
interest in leveraging evidence theory for object detection (Park et al., 2023; Nallapareddy et al.,
2023), estimating uncertainty by predicting prior distributions of posterior models in a sampling-
free manner. However, the existing object detection networks required various post-processing
techniques to derive the final object estimates, and incorporating evidential learning necessitated
sophisticated modifications to the base detection networks requiring significant pre-training.

Moreover, evidential deep learning is not without its challenges, particularly concerning biases that
can arise in the context of object detection. One significant issue is class imbalance (Xia et al.,
2022), which is prevalent in real-world driving scenarios due to the varying densities of objects in
each frame. When certain object classes are observed significantly more frequently than others,
the evidential model may develop a bias towards these dominant classes. This bias can lead to
overconfidence in predictions for the more common classes while underestimating uncertainty for
less frequent classes, resulting in poor performance in detecting under-sampled objects.

Another approach is to focus on model calibration (Pathiraja et al., 2023; Kuzucu et al., 2024; Munir
et al., 2024) which aims to align the predicted class probabilities and bounding box localization with
the true likelihood of outcomes. By refining both the confidence scores and the spatial accuracy of
bounding boxes produced by object detection models, calibration techniques can also provide more
reliable estimates without the need for multiple forward passes through the network.

Recently, Carion et al. (2020) demonstrated that detection transformers (DETR) can be effectively
used for end-to-end object detection, by framing it as a sequence-to-sequence problem, regressing
detection estimates as an unordered sequence i.e. as a set prediction problem. Their approach elimi-
nates the need for hand-crafted components such as Non-Maximum Suppression (NMS) and anchor
formulation. In this paper, we extend DETR with evidential deep learning to incorporate uncertainty
estimation, enabling the direct output of detection estimates and their associated uncertainties in an
end-to-end, sampling-free manner.

1.1 PROBLEM FORMULATION AND CONTRIBUTIONS

In this work, we address multiple challenges:

1. Evidential deep learning is typically ill-posed for object detection due to the significant
class imbalance between foreground and background objects, as well as their varying den-
sities from frame to frame. In this work, we address class imbalance and adapt evidential
deep learning for object detection. Furthermore, we leverage model uncertainty during
training to implicitly self-calibrate model confidence to align with the true likelihood of
outcomes, using the model calibration error to modulate uncertainty regularization.

2. Existing methods address localization and classification uncertainty in object detection as
independent tasks within a multi-task framework. We present an instance-aware uncer-
tainty framework by extending evidential deep learning with an IoU-aware loss, enabling
the joint modelling of both localization and classification uncertainties.

3. Previous works in the literature that incorporated evidential deep learning in object detec-
tion required sophisticated transforms to their base object detection networks. In this pa-
per, we propose a simple, easily extensible, end-to-end approach for integrating evidential
learning into object detection using DETR. To the best of our knowledge, this represents
the first adaptation of DETR to incorporate evidence theory within its learning framework
for supervised learning. Our approach is easily extensible and can be applied to any DETR
architecture. Our method does not require any pre-training, i.e. it can be implemented
using only fine-tuning.

4. DETR supervises one-to-one matching and utilizes a non-differentiable bipartite graph
matching for ranking object queries, which can lead to training instability due to stochastic
optimization. We incorporate uncertainty estimates during the matching process, provid-
ing a probabilistic framework for informed decision-making in the assignment of object
queries to ground truth instances. This approach not only improves generalization but also
reduces the model variations observed across multiple training sessions.
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2 BACKGROUND AND RELATED WORK

Prior research employing evidential deep learning in the context of supervised object detection is
quite limited. This includes Park et al. (2023), who argued that evidential deep learning (Sensoy
et al., 2018) couldn’t be directly applied to traditional object detection networks such as Faster R-
CNN (Girshick, 2015) and SSD (Liu et al., 2016). They noted that learning the parameters of a
posterior Dirichlet distribution (Jsang, 2018) for dense object detection, as opposed to simple clas-
sification, lead to training instability and overly uncertain predictions. To address the limitations
associated with learning a Dirichlet distribution as originally proposed by Sensoy et al. (2018), they
augmented the learning framework and introduced a new Model Evidence Head module to effec-
tively harness evidential learning for object detection. However, networks like Faster R-CNN and
SSD still require significant overhead, including anchor formulation and non-maximum suppression
(NMS).

Additionally, Nallapareddy et al. (2023) proposed an extension to CenterNet (Zhou et al., 2019) and
modelled uncertainty as Gaussian heatmaps utilizing 3D convolutional layers to estimate objectness
uncertainty as a binary value. However, their method was inherently conditioned on the compute-
intensive operation of estimating high-resolution heatmaps, and required additional regularization
parameters for accurate localization of object centeredness. While CenterNet is more efficient com-
pared to traditional detection models, it still necessitates post-processing to derive final predictions
from Gaussian heatmaps.

In contrast, our approach, based on the DETR framework (Carion et al., 2020), simplifies the train-
ing process by eliminating the need for anchor boxes and NMS, which are common complications
in traditional object detection methods. Traditional models often struggle with the design and tuning
of anchor boxes, which can lead to suboptimal performance if not carefully calibrated. Furthermore,
the reliance on post-processing techniques like NMS can introduce additional computational over-
head and potential errors in object localization. Our method, being highly generalizable, can be
seamlessly applied to any DETR model.

3 UNCERTAINTY ESTIMATION

Typically, neural networks are trained to generate predictions by minimizing a loss function that
quantifies an error between the predicted outcomes and the actual results. However, these networks
often lack a mechanism to express the level of confidence associated with their predictions. More-
over, in object detection, biases such as class imbalance can hinder a model’s ability to learn accurate
representations of real-world scenarios, as underrepresented classes may not be adequately captured
during training, leading to biased predictions and a failure to generalize effectively.

To address these challenges, we employ evidential deep learning in conjunction with an instance-
aware class balancing loss. Evidential deep learning (Sensoy et al., 2018; Amini et al., 2020) is a
framework that extends traditional neural networks by modelling uncertainty in predictions through
the use of evidence theory or the Dempster–Shafer Theory of Evidence (Dempster, 1968).

3.1 INSTANCE AWARE UNCERTAINTY ESTIMATION IN OBJECT CLASSIFICATION

In a classification task, the final layer of a neural network often uses an activation function like
softmax. The softmax function converts the raw output scores (logits) from the previous layer into
probabilities that sum to 1. This means that for a multi-class classification problem with K classes,
the output can be represented as:

pk =
ezk∑K
j=1 e

zj
, (1)

where zk are the logits for class k.

The softmax function provides a point estimate for class probabilities but does not inherently quan-
tify uncertainty. For instance, if the softmax outputs probabilities of [0.7, 0.2, 0.1], it indicates a
strong belief in the first class, but it does not express how confident the model is in that estimate or
how much it might vary with noisier inputs.
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Figure 1: Network architecture: We replace the conventional approach of learning point estimates
with the direct estimation of posterior distributions. For bounding boxes, we learn the Normal
Inverse Gamma (NIG) distribution for each parameter. Each decoder layer regresses estimates for the
target bounding box parameters sampling from a common distribution, the distribution parameters
are iteratively refined every layer. For classification, each decoder layer learns a Beta distribution
for all classes. We aggregate the outputs from all layers to quantify both aleatoric and epistemic
uncertainties.

To address this limitation, we aim to represent class confidence as a probability distribution rather
than as a single-point estimate. Typically, this is achieved by capturing the posterior distribution
through sampling from multiple runs. Utilizing the posterior distribution allows us to reflect the
likelihood of various outcomes and to better understand the uncertainty associated with predictions.
However, Sensoy et al. (2018) demonstrated that deep neural networks can directly estimate the
posterior distribution in a sampling-free manner by learning the parameters of a Dirichlet distribution
(Jsang, 2018), providing an end-to-end approach eliminating the redundant computational overhead.

The Dirichlet distribution is parameterized by a vector of positive reals, often referred to as pseudo-
counts, denoted as α = [α1, α2, . . . , αK ], where K is the number of classes and αk represents the
belief for the kth class. The probability density function of the Dirichlet distribution is given by:

D(p|α) =
1

B(α)

K∏
k=1

pαk−1
k , (2)

where p = [p1, p2, . . . , pK ] is a vector of probabilities such that pk ≥ 0 and
∑K

k=1 pk = 1. Here,
B(α) is the normalization constant, known as the K-dimensional multinomial beta function (Kotz
et al., 2019).

However, the number of samples, i.e., the frequency per class, can significantly impact the estimation
of parameters for the Dirichlet distribution. Class imbalance can substantially affect the performance
of models, leading to an overestimation of the likelihood for the majority class while underestimating
that of minority classes (Cui et al., 2019). This issue is particularly pronounced in object detection
scenarios, where class imbalance is challenging to address due to the varying densities of objects
present in each frame.

To address the challenges posed by class imbalance, RetinaNet (Lin et al., 2017) introduced the
focal loss for Faster R-CNN, specifically designed for dense object detection. The focal loss is an
adaptation of the standard cross-entropy loss that adds a modulating factor to the loss function, and
for a binary class can be represented as:

FL(p, y) =

{
−κ(1− p)γ log(p) if y = 1

−(1− κ)pγ log(1− p) otherwise,
(3)

where y ∈ [0, 1] denotes the class label, p ∈ [0, 1] the predicted class probability, κ a balancing
factor to address class imbalance, and γ a focusing parameter that adjusts the rate at which easy
examples are down-weighted. A higher value of γ puts more focus on hard-to-classify examples.

As explored by Mukhoti et al. (2020), the focal loss effectively self-calibrates the learned model
by minimizing a regularized Kullback-Leibler (KL) divergence between the predicted and target
distributions. This approach not only reduces the KL divergence but also enhances the entropy of

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

the predicted distribution, thereby mitigating the risk of the model becoming overconfident in its
predictions.

Building on this, VFNet (Zhang et al., 2021) introduced the varifocal loss, which also incorporated
localization by integrating an Intersection over Union (IoU)-aware Classification Score (IACS). The
score could serve as a joint representation of both object presence confidence and localization accu-
racy, further refining the model’s ability to handle class imbalance in dense object detection scenar-
ios. The varifocal loss can be defined as:

VFL(p, q) =

{
−q(qlog(p) + (1− q)log(1− p)) q > 0

−κpγ log(1− p) q = 0,
(4)

where p is the predicted IACS score and q denotes the target score. The value of q is determined by
the IoU between the predicted bounding box and the ground truth.

Instance-aware uncertainty estimation In light of these insights, we present a new instance-
aware uncertainty estimation scheme. Instead of employing a multivariate Dirichlet distribution, we
learn the parameters of a univariate Beta distribution (Forbes et al., 2011) and individually model
and modulate uncertainty for each class, and overcome class imbalance.

The Beta distribution is characterized by two positive parameters, α and β. Here, α represents the
evidence supporting that an object belongs to the class, while β reflects the evidence indicating that
the object is not of that class, and is part of the background respective to the class. The problem
can also be framed as learning the ‘objectness‘ of feature representations for that class. For each
class, we gather evidence of whether the detected feature representation is an object or not an object.
From Equation (2), the probability density function of the Beta distribution for a binary class can be
defined as:

B(p|α, β) = pα−1(1− p)β−1

B(α, β)
. (5)

The probability p and uncertainty u for a binary class can be computed as:

p =
α

α+ β
, u =

2

α+ β
. (6)

We also introduce a few changes to the sum of squares loss proposed by (Sensoy et al., 2018) for
uncertainty estimation. Unlike Sensoy et al. (2018), we apply an exponent rather than the ReLU
function to derive our evidence, as empirically it performs better. Given a sample i, let f(xi|Θ) de-
note the evidence vector predicted by the network for classification, where Θ represents the network
parameters. As illustrated in Fig 1, for each class k, the network outputs parameters αik and βik

for its corresponding Beta distribution, where αik = exp(zαk) + 1, βik = exp(zβk) + 1, and zαk,
zβk are the output logits. Let yi be a one-hot vector encoding the ground-truth class of observation
xi and yik = 0 for all k ̸= j. We can plug in the parameters into the sum of squares evidential
classification loss proposed by (Sensoy et al., 2018) where:

Li(Θ) =

K∑
j=1

(yij − pij)
2 +

pij(1− pij)

αij + βij + 1
. (7)

Then, we introduce IoU scores to integrate localization accuracy and compute instance-aware class
weights, which can be applied as:

WIoUi
=

K∑
j=1

κjp
γj

ij (1− yij) + qij , (8)

where κj is the class balancing factor, γj class-specific focusing parameter, yij a binary label, and
qij the IoU between the predicted bounding box and the ground truth. The class confidence is
down-weighted for samples with a lower IoU score.

“I don’t know” regularization A Beta distribution with no evidence is equivalent to a uniform
distribution, implying all outcomes are equally unlikely. To maintain predictions in line with this
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notion of uncertainty, characterized by “I don’t know,” Sensoy et al. (2018) added an adversarial
KL divergence term to the loss function. This term ensures that predictions remain conservative
and do not become overly confident in situations where there is insufficient information about the
outcomes.

However, in the context of object detection, the adversarial regularization hinders learning and
causes training instability, as the background uncertain predictions heavily outnumber the limited
instances of foreground classes. For object classification, Sensoy et al. (2018) proposed an annealing
loss to prevent premature convergence to the uniform distribution for misclassified samples, which
could potentially be classified correctly in later epochs.

Uncertainty aware self-calibration To alleviate the adversarial interaction, we let the model be
self-aware of its uncertainty and introduce self-calibration regularization. Our method not only
stabilizes training but implicitly calibrates the model. The evidence is dynamically weighed based on
the confidence of the predictions. When the predicted probability deviates from the actual outcome,
the regularization term is increased, thereby reducing the accumulated evidence and forcing the
distribution towards a state of maximum uncertainty. Conversely, when the predicted probability
aligns closely with the actual outcome, the regularization term is decreased, allowing the model to
accumulate more evidence, and reinforcing the learned distribution. This approach ensures that the
model remains adaptable, penalizing overconfident predictions that are incorrect while encouraging
exploration of the parameter space when uncertainty is high.

We extend the standard evidential loss by incorporating the model calibration error to dynamically
modulate uncertainty regularization. The loss is then weighted with the IoU score for instance-aware
uncertainty estimates. The overall calibrated evidential classification loss function can be defined
as:

Lclass(Θ) =

L(Θ) + λann |y − p|︸ ︷︷ ︸
Model Calibration Error

LKL

⊙ WIoU︸ ︷︷ ︸
Instance-Aware Weight

, (9)

where LKL is the adversarial KL divergence loss and λann is the annealing regularization coeffi-
cient.

3.2 UNCERTAINTY AWARE OBJECT LOCALISATION

In a typical bounding box regression task, the objective is to learn a function f(x;Θ) that can accu-
rately estimate the average correct output for a given input. This is usually achieved by minimizing
the mean squared error loss, defined as:

Li(Θ) =
1

2
||yi − f(xi; Θ)||2. (10)

While this formulation effectively trains the model to approximate the expected bounding box coor-
dinates, it does not account for its prediction uncertainty. Specifically, it lacks any explicit represen-
tation of the underlying noise or variability in the data during the estimation process.

Amini et al. (2020) explain how the Dirichlet distribution can be further exploited for the task of
learning the epistemic and aleatoric uncertainty in regression. The Dirichlet distribution is typically
well-suited for modelling uncertainty in scenarios with categorical outcomes. However, by treating
multiple detections of the same object as samples from a distribution, we can leverage the Dirichlet
distribution to capture the variability in localisation predictions.

We assume the target bounding boxes parameters—specifically, the center coordinates cx, cy and the
dimensions w (width) and h (height)—as being drawn from their respective Gaussian distributions.
Each of these parameters is characterized by an unknown mean µ and an unknown variance σ2. For
each bounding box parameter, we aim to estimate the Gaussian prior for the unknown mean and the
Inverse-Gamma prior for the unknown variance,

(y1, ..., yN )t ∼ N (µt, σ
2
t ), for t ∈ {cx, cy, w, h}, (11)

µt ∼ N (γt, σ
2
t v

−1
t ), σ2

t ∼ Γ−1(αt, βt),

where Γ(.) is the gamma function, m = (γ, v, α, β), and γ ∈ R, v > 0, α > 1, β > 0.
For every bounding box parameter, our aim is to estimate a posterior distribution q(µ, σ2) =

6
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p(µ, σ2|y1, ..., yN ) which we can approximate as the Gaussian conjugate prior, i.e., the Normal
Inverse Gamma (NIG) Amini et al. (2020) as follows:

p(µ, σ2︸ ︷︷ ︸
θ

| γ, υ, α, β︸ ︷︷ ︸
m

) =
βα

√
υ

Γ(α)
√
2πσ2

(
1

σ2

)α+1

exp

{
−2β + υ(γ − µ)2

2σ2

}
. (12)

The evidential regression loss, proposed by Amini et al. (2020), can be defined as:

LNLL
i (Θ) = 1

2 log
(
π
υ

)
− α log(Ω) +

(
α+ 1

2

)
log((yi − γ)2υ +Ω) + log

(
Γ(αt)

Γ(α+ 1
2 )

)
, (13)

LR
i (Θ) = |yi − γ| · (2υ + α), (14)

Li(Θ) = LNLL
i (Θ) + λLR

i (Θ), (15)

where Ωt = 2βt(1 + υt). The bounding box then can be parameterized by the mean of the NIG

distribution as b̂ = {γcx, γcy, γw, γh}. To account for different bounding box scales, we also incor-
porated a generalized IoU loss Liou(., .) (Rezatofighi et al., 2019) that is scale-invariant. The overall
evidential bounding box regression loss can be formulated as:

Lbbox =

N∑
i=1

(
Li(Θ) + λIoULIoU(bi, b̂i)

)
, (16)

where bi is the ground truth bounding box.

3.3 UNCERTAINTY AWARE OBJECT DETECTION

We extend DETR (Carion et al., 2020), a transformer-based object detection network, into an
uncertainty-aware framework by integrating evidential deep learning into its architecture. How-
ever, our approach is easily extensible and can be applied to any subsequent DETR iterations (Zhu
et al., 2020; Zhao et al., 2024). DETR models leverage the attention mechanisms in the encoder-
decoder architecture of transformers for the task of detection, treating it as an unordered sequence,
i.e. a set prediction problem, rather than relying on traditional methods that involve region proposal
networks and non-maximum suppression.

Fig 1 illustrates our network architecture. The transformer decoder consists of multiple decoder
layers where each layer outputs an estimation. Each decoder layer contributes to progressively
refining the object query, allowing the model to better manifest the relationships between objects
and their contexts in the image.

For localization, our aim is to learn the parameters of the higher-order, evidential distribution. We
assume the estimates are drawn from the same Gaussian, and as we gather more evidence over
multiple layers, for every layer, we iteratively refine the parameters of the Normal Inverse-Gamma
distribution (NIG). For bounding box estimates given a NIG distribution, we can compute the pre-
diction, aleatoric, and epistemic uncertainty as follows:

E[µ] = γ︸ ︷︷ ︸
prediction

, E[σ2] = β
α−1︸ ︷︷ ︸

aleatoric

, Var[µ] = β
υ(α−1)︸ ︷︷ ︸

epistemic

. (17)

For classification, the aleatoric uncertainty can be defined as the variance of the beta distribution
which can be calculated as follows:

Var(θk) =
αkβk

(αk + βk)2(αk + βk + 1)
. (18)

To quantify epistemic uncertainty, we consider the ensemble of predictions from multiple decoder
layers. Each layer provides an estimate of the class probabilities, which can be treated as samples
from a distribution of possible models. We compute the mutual information between the predictions
and the model parameters (Steuer et al., 2002).
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Table 1: In-Domain object detection performance and Detection-Expected Calibration Error (D-
ECE) on the KITTI detection benchmark.

Model Car ↑ Pedestrian ↑ Cyclist ↑ D-ECE ↓

Baseline Easy Medium Hard Easy Medium Hard Easy Medium Hard

CenterNet 95.2 87.3 79.0 76.6 61.1 52.5 73.5 54.4 48.6 5.8
DETR 6.2 11.6 14.8 14.0 18.4 17.8 10.0 8.0 8.2 87.0
D-DETR 93.6 84.2 77.4 70.0 60.2 54.0 66.0 47.4 44.8 9.4
RT-DETR 95.9 92.6 88.3 84.9 77.5 71.7 82.5 65.3 62.5 8.3

Evidential Deep Learning

EvCenterNet 96.1 88.0 86.5 74.9 66.0 58.0 82.1 63.4 58.1 4.5

Instance-Aware (Ours)

DETR (+EDL) 94.3 84.0 77.3 78.0 69.5 63.0 66.5 50.3 48.4 7.9
D-DETR (+EDL) 95.8 85.1 79.2 76.5 65.3 58.5 68.9 52.0 47.2 4.6
RT-DETR (+EDL) 97.0 93.9 89.8 88.1 80.4 74.0 85.3 68.3 65.8 2.7

Uncertainty-aware ranking DETR establishes a one-to-one correspondence and addresses a
global optimization problem utilizing self-attention to generate a distinct bounding box for each
prediction. During training, DETR employs Hungarian matching (Kuhn, 1955) which guarantees
that each predicted object has a unique match with a ground truth label. However, this results in
training instability and slow convergence. DETR operates with a fixed set of predetermined queries,
which necessitates careful selection of a subset of these queries to ensure effective performance.

Several solutions have been proposed to address these challenges. Deformable DETR (D-DETR)
(Zhu et al., 2020) introduced a multi-scale deformable attention mechanism, which enables the net-
work to dynamically sample locations based on the input features. RT-DETR (Zhao et al., 2024)
further iterates the approach by incorporating query denoising techniques and implementing an
uncertainty-minimal query selection scheme.

In this work, we present a probabilistic framework for Hungarian matching. In situations where
multiple predictions may correspond to a single ground truth, evidential learning aids in resolving
ambiguities by offering a probabilistic approach. The model evaluates the likelihood of each po-
tential match, enabling it to make more informed decisions regarding the association of predictions
with ground truths. By providing richer information about uncertainty, evidential learning enhances
the training signals, leading to improved convergence and performance in the matching process.
Consequently, the model becomes more adept at distinguishing between confident and uncertain
predictions

4 EVALUATION

We incorporate our instance-aware uncertainty framework into DETR (Carion et al., 2020),
Deformable-DETR (Zhu et al., 2020), and RT-DETR (Zhao et al., 2024). We use EvCenterNet
(Nallapareddy et al., 2023) as our evidential deep learning baseline, along with Cal-DETR (Munir
et al., 2024) and BPC (Munir et al., 2023) as our calibration baselines.

Datasets The networks are trained on KITTI (Geiger et al., 2012) and Cityscapes (Cordts et al.,
2016). To demonstrate their generalization, out-of-domain evaluation is conducted on BDD100K
(Yu et al., 2020), nuImages (Caesar et al., 2020), and Foggy Cityscapes (Sakaridis et al., 2018). The
KITTI dataset consists of 3,712 images for training and 3,769 for evaluation and includes 3 classes:
car, pedestrian, and cyclist. The Cityscapes dataset consists of 2,975 training images and 500
validation images, including 8 classes: person, rider, car, truck, bus, train, motorbike, and bicycle.
BDD100K includes 10,000 images for the validation set and features the same classes as Cityscapes.
Foggy Cityscapes is a foggy version of Cityscapes, which includes 500 validation images simulated
with severe fog, used for evaluation in an out-of-domain scenario. The nuImages validation set is
composed of 3,249 images, and the car and pedestrian classes are used for evaluation.
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Table 2: Out-Domain object detection performance trained on KITTI and evaluated on BDD100k
and nuImages demonstrating improved generalization on COCO AP50 metric.

Model BDD100k (AP50) nuImages (AP50) Model BDD100k (AP50) nuImages (AP50)

Baseline Car ↑ Pedestrian ↑ Car ↑ Pedestrian ↑ Evidential Deep Learning Car ↑ Pedestrian ↑ Car ↑ Pedestrian ↑

CenterNet 30.8 19.2 44.3 23.7 EvCenterNet 33.4 23.3 46.5 26.3
DETR 8.0 3.1 12.3 4.2 DETR (+EDL) 35.7 17.9 44.8 24.6
D-DETR 31.6 23.1 40.6 23.4 D-DETR (+EDL) 37.2 28.6 47.3 27.9
RT-DETR 41.6 30.9 48.7 30.5 RT-DETR (+EDL) 43.6 36.0 54.2 38.2

Table 3: Object detection and calibration performance against baseline calibration methods on
Deformable-DETR (D-DETR) measured against D-ECE and COCO AP.

Model In-Domain (Cityscapes) Out-Domain (Foggy Cityscapes) Out-Domain (BDD100k)

D-ECE ↓ mAP ↑ mAP50 ↑ D-ECE ↓ mAP ↑ mAP50 ↑ D-ECE ↓ mAP ↑ mAP50 ↑

D-DETR 13.8 26.8 49.5 19.5 17.3 29.3 11.7 10.2 21.9
BPC 9.9 26.8 48.7 12.5 17.7 30.2 10.6 11 23.6
Cal-DETR 8.4 28.4 51.4 11.9 17.6 29.8 11.4 11.1 23.9
D-DETR (+EDL) 9.1 35.7 56.8 10.2 26.9 40.7 10.7 18.3 32.9

Evaluation metrics We utilize the KITTI evaluation benchmark to assess in-domain object detec-
tion performance on the KITTI dataset, and we use the COCO Average Precision (mAP) (Lin et al.,
2014) for other datasets. Additionally, we employ detection expected calibration error (D-ECE)
(Kuppers et al., 2020) to evaluate network precision error.

4.1 QUANTITATIVE RESULTS

Our uncertainty-aware network improves upon the baseline methods and effectively generalizes to
more diverse and imbalanced datasets. In Table 1, the KITTI benchmark differentiates between
’easy’ detections and more challenging detections that involve heavy occlusions and varying light-
ing conditions. Our instance-aware framework demonstrates a substantially lower D-ECE error,
indicating that the network is both accurate and more confident in its predictions and can better
navigate the challenges posed in real-world driving scenarios. DETR relies on the computation-
ally expensive operation of self-attention in transformers and has necessitated various optimization
techniques, such as multi-scale inputs, deformable attention and query denoising in subsequent iter-
ations. Our efforts show that incorporating a self-calibrating probabilistic framework during training
helps modulate self-attention within transformer networks and has the potential to be expanded to
other attention-based networks.

Table 2 demonstrates that our instance-aware uncertainty framework can generalize effectively, even
when fine-tuned on only a few thousand images. Compared to the previous evidential deep learning
baseline, EvCenterNet, our method incorporates uncertainty within transformer networks, and our
instance-aware weighting scheme shows a clear improvement for the underrepresented Pedestrian
class, which had a heavily imbalanced training dataset with 10,608 instances of cars and only 1,654
instances of pedestrians.

In Table 3, we train on Cityscapes and evaluate on Foggy Cityscapes and BDD100K. All datasets
share the same overall classes. Both BPC (Munir et al., 2023) and Cal-DETR (Munir et al., 2024)
leverage train-time calibration losses and rely on a large amount of data to effectively improve
detection performance. By comparison, our method significantly improves generalization and de-
tection performance. We achieve a higher detection performance and the drop when moving from
Cityscapes to Foggy Cityscapes is comparable to similar methods and our method generalizes much
better when evaluated on BDD100K.

Ablation and analysis In Table 4, we conduct an ablation study on the novel components in-
troduced in the paper. The original implementation proposed by Sensoy et al. (2018) cannot be
easily extended to dense object detection, and the evidential framework fails against the overwhelm-
ing class-imbalanced datasets. Our IoU-aware weighing mechanism modulates the foreground-
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Table 4: Ablation study on Deformable DETR on the various components introduced in the paper
against D-ECE and COCO AP. The networks were trained for 12 epochs.

Model Cityscapes Cityscapes → BDD100k KITTI KITTI → BDD100k [Car Only]

D-ECE ↓ AP ↑ D-ECE ↓ AP ↑ D-ECE ↓ AP ↑ D-ECE ↓ AP ↑

D-DETR 16.3 21.7 12.6 6.4 11.4 31.2 13.7 21.4
D-DETR + Standard EDL 78.3 2.4 83.6 0.8 82.6 11.4 23.7 4.2
D-DETR + IoU Aware Weights 13.6 27.4 14.2 10.6 9.6 38.3 10.4 23.4
D-DETR + Self-Calibration Regularization 9.6 30.5 11.7 14.3 4.9 43.2 5.3 26.9
D-DETR + Hungarian Matching 9.5 30.9 11.7 14.4 4.9 43.1 5.2 27.1

Figure 2: Qualitative results from Deformable-DETR on BDD100K, KITTI, and Foggy Cityscapes,
in that order. The top figures represent the baseline D-DETR, while the bottom figures incorporate
our uncertainty framework. The green lines indicate the mean, while the blue lines represent uncer-
tainty within the width and height at different confidence thresholds. The centers are kept at their
mean values without applying uncertainty estimates.

background imbalance and evidential deep learning is very effective in improving generalization
of detection performance. However, the adversarial nature of forcing the model to remain uncertain
diminishes the true potential of the evidential framework. By enabling the model to be self-aware
of its uncertainty, it is able to implicitly calibrate its performance and improve confidence in its pre-
dictions. Finally, we integrate the estimated uncertainties as an application within the network itself
and utilize them to address the global optimization problem for DETR models, which are designed
to learn one-to-one correspondences for detections.

4.2 QUALITATIVE RESULTS

In Figure 2, the qualitative results demonstrate that, compared to the baseline D-DETR, our
uncertainty-aware model exhibits significantly greater confidence in its predictions, particularly for
occluded and partially out-of-view vehicles. Furthermore, we can predict distributions of bounding
boxes and learn their variance to effectively model uncertainty for downstream applications. Never-
theless, due to our IoU-aware weighting scheme, confidence and IoU are correlated; generally, only
bounding boxes with high IoU and low variance will exhibit high confidence.

5 CONCLUSIONS

The results are quite impressive and highly applicable to many real-world scenarios where pre-
trained networks are fine-tuned on datasets with limited samples, particularly in safety-critical ap-
plications. The calibration performance is comparable to that of other state-of-the-art methods,
while our approach also improves detection performance.

REFERENCES

Alexander Amini, Wilko Schwarting, Ava Soleimany, and Daniela Rus. Deep evidential regression.
Advances in neural information processing systems, 33:14927–14937, 2020.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

Abhishek Balasubramaniam and Sudeep Pasricha. Object detection in autonomous vehicles: Status
and open challenges. arXiv preprint arXiv:2201.07706, 2022.

Holger Caesar, Varun Bankiti, Alex H Lang, Sourabh Vora, Venice Erin Liong, Qiang Xu, Anush
Krishnan, Yu Pan, Giancarlo Baldan, and Oscar Beijbom. nuscenes: A multimodal dataset for
autonomous driving. In Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition, pp. 11621–11631, 2020.

Nicolas Carion, Francisco Massa, Gabriel Synnaeve, Nicolas Usunier, Alexander Kirillov, and
Sergey Zagoruyko. End-to-end object detection with transformers. In European conference on
computer vision, pp. 213–229. Springer, 2020.

Marius Cordts, Mohamed Omran, Sebastian Ramos, Timo Rehfeld, Markus Enzweiler, Rodrigo
Benenson, Uwe Franke, Stefan Roth, and Bernt Schiele. The cityscapes dataset for semantic urban
scene understanding. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pp. 3213–3223, 2016.

Yin Cui, Menglin Jia, Tsung-Yi Lin, Yang Song, and Serge Belongie. Class-balanced loss based
on effective number of samples. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pp. 9268–9277, 2019.

Arthur P Dempster. A generalization of bayesian inference. Journal of the Royal Statistical Society:
Series B (Methodological), 30(2):205–232, 1968.

Di Feng, Ali Harakeh, Steven L Waslander, and Klaus Dietmayer. A review and comparative study
on probabilistic object detection in autonomous driving. IEEE Transactions on Intelligent Trans-
portation Systems, 23(8):9961–9980, 2021.

Catherine Forbes, Merran Evans, Nicholas Hastings, and Brian Peacock. Statistical distributions.
John Wiley & Sons, 2011.

Jakob Gawlikowski, Cedrique Rovile Njieutcheu Tassi, Mohsin Ali, Jongseok Lee, Matthias Humt,
Jianxiang Feng, Anna Kruspe, Rudolph Triebel, Peter Jung, Ribana Roscher, et al. A survey
of uncertainty in deep neural networks. Artificial Intelligence Review, 56(Suppl 1):1513–1589,
2023.

Andreas Geiger, Philip Lenz, and Raquel Urtasun. Are we ready for autonomous driving? the kitti
vision benchmark suite. In 2012 IEEE conference on computer vision and pattern recognition,
pp. 3354–3361. IEEE, 2012.

Ross Girshick. Fast r-cnn. In Proceedings of the IEEE international conference on computer vision,
pp. 1440–1448, 2015.

Audun Jsang. Subjective Logic: A formalism for reasoning under uncertainty. Springer Publishing
Company, Incorporated, 2018.

Samuel Kotz, Narayanaswamy Balakrishnan, and Norman L Johnson. Continuous multivariate
distributions, Volume 1: Models and applications, volume 334. John Wiley & Sons, 2019.

Harold W Kuhn. The hungarian method for the assignment problem. Naval research logistics
quarterly, 2(1-2):83–97, 1955.

Fabian Kuppers, Jan Kronenberger, Amirhossein Shantia, and Anselm Haselhoff. Multivariate con-
fidence calibration for object detection. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition workshops, pp. 326–327, 2020.

Selim Kuzucu, Kemal Oksuz, Jonathan Sadeghi, and Puneet K Dokania. On calibration of object
detectors: Pitfalls, evaluation and baselines. arXiv preprint arXiv:2405.20459, 2024.

Yu Liang, Siguang Li, Chungang Yan, Maozhen Li, and Changjun Jiang. Explaining the black-box
model: A survey of local interpretation methods for deep neural networks. Neurocomputing, 419:
168–182, 2021.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr
Dollár, and C Lawrence Zitnick. Microsoft coco: Common objects in context. In Computer
Vision–ECCV 2014: 13th European Conference, Zurich, Switzerland, September 6-12, 2014,
Proceedings, Part V 13, pp. 740–755. Springer, 2014.

Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and Piotr Dollár. Focal loss for dense
object detection. In Proceedings of the IEEE international conference on computer vision, pp.
2980–2988, 2017.

Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy, Scott Reed, Cheng-Yang Fu, and
Alexander C Berg. Ssd: Single shot multibox detector. In Computer Vision–ECCV 2016: 14th
European Conference, Amsterdam, The Netherlands, October 11–14, 2016, Proceedings, Part I
14, pp. 21–37. Springer, 2016.

Jishnu Mukhoti, Viveka Kulharia, Amartya Sanyal, Stuart Golodetz, Philip Torr, and Puneet Doka-
nia. Calibrating deep neural networks using focal loss. Advances in Neural Information Process-
ing Systems, 33:15288–15299, 2020.

Muhammad Akhtar Munir, Muhammad Haris Khan, Salman Khan, and Fahad Shahbaz Khan.
Bridging precision and confidence: A train-time loss for calibrating object detection. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11474–
11483, 2023.

Muhammad Akhtar Munir, Salman H Khan, Muhammad Haris Khan, Mohsen Ali, and Fahad Shah-
baz Khan. Cal-detr: calibrated detection transformer. Advances in neural information processing
systems, 36, 2024.

Monish R Nallapareddy, Kshitij Sirohi, Paulo LJ Drews, Wolfram Burgard, Chih-Hong Cheng,
and Abhinav Valada. Evcenternet: Uncertainty estimation for object detection using evidential
learning. In 2023 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS),
pp. 5699–5706. IEEE, 2023.

Kemal Oksuz, Baris Can Cam, Sinan Kalkan, and Emre Akbas. Imbalance problems in object
detection: A review. IEEE transactions on pattern analysis and machine intelligence, 43(10):
3388–3415, 2020.

Younghyun Park, Wonjeong Choi, Soyeong Kim, Dong-Jun Han, and Jaekyun Moon. Active learn-
ing for object detection with evidential deep learning and hierarchical uncertainty aggregation. In
The Eleventh International Conference on Learning Representations, 2023.

Bimsara Pathiraja, Malitha Gunawardhana, and Muhammad Haris Khan. Multiclass confidence
and localization calibration for object detection. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 19734–19743, 2023.

Hamid Rezatofighi, Nathan Tsoi, JunYoung Gwak, Amir Sadeghian, Ian Reid, and Silvio Savarese.
Generalized intersection over union: A metric and a loss for bounding box regression. In Pro-
ceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp. 658–666,
2019.

Christos Sakaridis, Dengxin Dai, and Luc Van Gool. Semantic foggy scene understanding with
synthetic data. International Journal of Computer Vision, 126:973–992, 2018.

Murat Sensoy, Lance Kaplan, and Melih Kandemir. Evidential deep learning to quantify classifica-
tion uncertainty. Advances in neural information processing systems, 31, 2018.

Ralf Steuer, Jürgen Kurths, Carsten O Daub, Janko Weise, and Joachim Selbig. The mutual infor-
mation: detecting and evaluating dependencies between variables. Bioinformatics, 18(suppl 2):
S231–S240, 2002.

Tong Xia, Jing Han, Lorena Qendro, Ting Dang, and Cecilia Mascolo. Hybrid-edl: Improving
evidential deep learning for uncertainty quantification on imbalanced data. In Workshop on Trust-
worthy and Socially Responsible Machine Learning, NeurIPS 2022, 2022.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Fisher Yu, Haofeng Chen, Xin Wang, Wenqi Xian, Yingying Chen, Fangchen Liu, Vashisht Madha-
van, and Trevor Darrell. Bdd100k: A diverse driving dataset for heterogeneous multitask learn-
ing. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp.
2636–2645, 2020.

Haoyang Zhang, Ying Wang, Feras Dayoub, and Niko Sunderhauf. Varifocalnet: An iou-aware
dense object detector. In Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition, pp. 8514–8523, 2021.

Yian Zhao, Wenyu Lv, Shangliang Xu, Jinman Wei, Guanzhong Wang, Qingqing Dang, Yi Liu,
and Jie Chen. Detrs beat yolos on real-time object detection. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 16965–16974, 2024.

Xingyi Zhou, Dequan Wang, and Philipp Krähenbühl. Objects as points. arXiv preprint
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A APPENDIX

A.1 EXPERIMENTAL SETUP

Datasets and metric The network was trained on KITTI and Cityscapes and evaluated on
KITTI, Cityscapes, Foggy Cityscapes, BDD100K, nuImages. For evaluation, Cityscape and Foggy
Cityscapes were resized to [1024, 512] from [2048, 1024], and BDD100K and nuImages to a res-
olution of [896, 512] from [1280, 720] and [1600, 900] respectively. We used the official KITTI
benchmark, pycocotools, and netcal for evaluating KITTI metrics, COCO metrics and D-ECE. D-
ECE was evaluated using a bin size of 10, IoU threshold of 0.5, and score threshold of 0.3.

The network was trained on a single GPU with 24GB VRAM.

All baseline models followed their respective training schemes. All Evidential DETR models fol-
lowed a common training scheme unless stated otherwise so they could also be directly compared
against each other.

Implementation details We used Resnet-50 backbone for all the different DETR models and
used the default COCO weights the models were originally trained on. The default architecture
parameters were used and the following is a list of shared hyperparameters.

Table 5: E-DETR shared parameters.

Item Value

epochs 24
optimizer AdamW

base learning rate 1e-4
backbone learning rate 1e-5

freezing BN True
weight decay 1e-3

clip gradient norm 0.1
λann start 0.0
λann end 0.1

λann linear decay steps 7420
lr decay rate 0.1
lr step size 7420

cudnn benchmark True
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A.2 EXTRA EVALUATIONS

Table 6: COCO vs Corrupted COCO on E-DETR (D-DETR) trained for 12 epochs measured against
D-ECE and COCO AP.

COCO Corrupted COCO
D-ECE ↓ mAP ↑ D-ECE ↓ mAP ↑

10.3 38.3 10.7 14.7

Table 7: Cityscapes vs Corrupted Cityscapes on E-DETR (D-DETR) trained for 12 epochs measured
against D-ECE and COCO AP.

Cityscapes Corrupted Cityscapes
D-ECE ↓ mAP ↑ D-ECE ↓ mAP ↑

9.6 30.5 9.9 12.6

Table 8: Sim10K vs BDD100K (Car) on E-DETR (D-DETR) trained for 12 epochs measured against
D-ECE and COCO AP.

Sim10K BDD100K
Model D-ECE ↓ AP ↑ D-ECE ↓ AP ↑

BCH 6.1 65.4 6.3 23.4
Cal-DETR 6.2 65.9 6.3 23.8
E-DETR 7.4 61.3 7.2 20.6
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