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Abstract

Diffusion models have demonstrated remarkable capabilities in image generation
tasks, including image editing and video creation, representing a good understand-
ing of the physical world. On the other line, diffusion models have also shown
promise in robotic control tasks by denoising actions, known as diffusion policy.
Although the diffusion generative model and diffusion policy exhibit distinct capa-
bilities—image prediction and robotic action, respectively—they technically follow
a similar denoising process. In robotic tasks, the ability to predict future images and
generate actions is highly correlated since they share the same underlying dynamics
of the physical world. Building on this insight, we introduce PAD, a novel visual
policy learning framework that unifies image Prediction and robot Action within a
joint Denoising process. Specifically, PAD utilizes Diffusion Transformers (DiT)
to seamlessly integrate images and robot states, enabling the simultaneous predic-
tion of future images and robot actions. Additionally, PAD supports co-training
on both robotic demonstrations and large-scale video datasets and can be easily
extended to other robotic modalities, such as depth images. PAD outperforms
previous methods, achieving a significant 26.3% relative improvement on the full
Metaworld benchmark, by utilizing a single text-conditioned visual policy within
a data-efficient imitation learning setting. Furthermore, PAD demonstrates supe-
rior generalization to unseen tasks in real-world robot manipulation settings with
28.0% success rate increase compared to the strongest baseline. Project page at
https://sites.google.com/view/pad-paper.

Metaworld
 (All tasks)

Real-world Panda 
 (Seen Tasks)

Real-world Panda 
 (Unseen Tasks)

0.0

0.2

0.4

0.6

0.8

1.0

Su
cc

es
s 

Ra
te

Diffusion Policy SuSIE RT-1 RT-2* GR-1 PAD(ours)

Figure 1: Multi-task performance comparisons in two domains.

1 Introduction

Making predictions and taking actions are critical human capabilities, allowing individuals to foresee
the change of their surroundings and behave appropriately in response [1, 2]. Despite prediction
and action seeming like two distinct abilities, they are highly coupled since they share the same
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Figure 2: Diffusion models have achieved impressive success in visual generation tasks (a) and
visual-motor control tasks (b). Image prediction and robot action are actually highly correlated since
they share the same underlying physical dynamics. The PAD framework predicts the future and
generates actions in a joint denoising process.

underlying physical laws of the world [3]. Understanding these laws enables humans to make better
predictions and actions.

Recently, diffusion models [4, 5, 6] have achieved impressive success in visual generation tasks
by training on extensive web-scale image and video datasets [7, 8, 9]. For example, image editing
models can predict outcomes based on user instructions [10, 11, 12], while video generation models
can generate sequences of future images [13, 14, 15], representing a good understanding of the
physical world. On the other line, diffusion models have also shown efficacy in robotic control tasks
by denoising actions conditioned on robot observations, known as diffusion policy [16]. Although
the diffusion generative model and diffusion policy serve different functions across two domains, we
believe that the capability for image prediction could significantly enhance robot policy learning,
as they share the same fundamental physical laws. Previous works [17, 18, 19] have employed the
image-editing model in an off-the-shelf manner by first synthesizing a goal image and subsequently
learning a goal-conditioned policy. However, this two-stage approach separates the prediction and
action learning process, neglecting deeper connections between prediction and action. In this way,
actions do not leverage the pre-trained representations in the prediction models which encode rich
knowledge of the physical world.

In this paper, we introduce the Prediction with Action Diffuser (PAD), a unified policy learning frame-
work that integrates prediction and action under the same diffusion transformer (DiT) architecture
[20]. Specifically, we utilize the diffusion transformer model to seamlessly merge all modality inputs
and simultaneously predict future images and actions via joint denoising, as illustrated in Figure
2(c). Additionally, the flexible DiT backbone also allows PAD to be co-trained on large-scale video
data and extended to other robotic modalities, such as depth images. We have conducted extensive
experiments on the MetaWorld Benchmark [21] as well as real-world robot arm manipulation tasks,
demonstrating the efficacy of our approach, as shown in Figure 1. Our key contributions are:

• We propose a novel policy learning framework, Prediction with Action Diffuser (PAD),
to predict futures and robot actions through a joint denoising process, benefiting policy
learning for robotic tasks.

• The proposed PAD framework enables co-training of different datasets containing different
modalities, allowing encoding rich physical knowledge from various data sources.

• We outperform previous methods with a clear margin in the Metaworld benchmark, sur-
passing baselines with a 26.3% relative improvement in success rate using a single visual-
language conditioned policy. Furthermore, our method outperforms all baselines in the
real-world robot manipulation experiments and can better generalize to unseen tasks.

2 Preliminaries

Problem Statement. We consider pixel-input language-conditioned robotic control under the
imitation learning setting. We denote a robotic dataset Drobot = {ζ1, ζ2, ...ζn} comprising n
demonstrations. The ith demonstration ζi = (Ii, li, τi) contains a natural language instruction li, a

2



sequence of pixel inputs Ii, and a robot trajectory τi consisted of a sequence of robot poses p1:Ti .
However, since collecting robotic data is risky and costly, the scale of Drobot will be limited. We
therefore also consider the RGB video dataset Dvideo which is easily accessible on the Internet.
An instance in Dvideo can be represent as ζj = (Ij). Although Dvideo lacks robot action data,
our proposed PAD framework enables co-training on both robotic dataset Drobot and video dataset
Dvideo, leveraging the large-scale Dvideo data to enhance visual policy learning.

Latent Diffusion models. The core idea of diffusion models is to continuously add Gaussian noise to
make a sample a Gaussian and leverage the denoising process for generating data [4]. Let z0 = ε(x0)
denote a latent sample encoded from real data. The noising process gradually adds normal Gaussian
noise (N ) to z0 over T steps, resulting in a set of noisy samples Z = {zt|t ∈ [1, T ]}, which is
equivalent to sampling from the following distribution: q(zt|zt−1) = N (zt;

√
αtzt−1, (1 − αt)I),

where {αt|t ∈ [1, T ]} are predefined hyper-parameters that control the amplitude of the noise. Let
ᾱt =

∏t
i=1 αi, and according to DDPM [5], zt can be directly obtained by adding a Gaussian noise

ϵt to z0: zt =
√
ᾱtz0 +

√
1− ᾱtϵt . Further, the denoising process starts with the most noisy latent

sample zT , and progressively reduces the noise to recover the real sample z0 with condition c. It is
based on a variational approximation of the probabilities q(zt−1|zt, c) given by:

p(zt−1|zt, c) = N (zt−1;
√
ᾱt−1µθ(zt, t, c), (1− ᾱt−1)I) ,

µθ(zt, t, c) = (zt −
√
1− ᾱtϵθ(zt, t, c))/

√
ᾱt.

(1)

The noise estimator ϵθ(zt, t, c) is implemented as a neural network and is trained to approximate the
gradient of the log-density of the distribution of noisy data [22]., that is:

ϵθ(zt, t, c) ≈ −
√
1− ᾱt∇zt log p(zt|c). (2)

3 PAD: Prediction with Action via Joint Denoising Process

3.1 Overview of PAD

Multi-modalities Generation. In this section, we introduce our PAD framework, which concurrently
predicts future frames and actions within a joint latent denoising process. We primarily focus on the
RGB image modality MI and the robot action modality MA. Each robot action can be characterized
by a robot pose that includes the position and rotation of the end-effector, as well as the gripper status.
Notably, this framework can easily extend to extra modalities ME . For instance, we additionally
incorporate the depth image modality in the experiment part, which provides a more accurate measure
of distances.

Conditional Generation. In the proposed PAD framework, predictions and actions are conditioned
on multi-modality current observations, which include RGB images cI , robot pose cA, an additional
depth map cE (in Real-World tasks), and natural language instruction text l. The framework simul-
taneously outputs the corresponding future predictions xI , xE and robot action xA. Rather than
predicting a single future step, PAD can forecast k future steps x1:k

I , x1:k
A , x1:k

E , which can be viewed
as k step planning of the robot. Only the first predicted action x1

A is executed by the robot, which then
triggers a new prediction cycle. This iterative prediction and execution process allows the robot to
continuously plan and act in a closed-loop manner. The implementation details are discussed further
in the subsequent section.

3.2 Model Architectures

Model Input Process. Given that the original data may come in various formats with high dimensions,
we first map all modalities to a latent space and undertake a latent diffusion process. Following
the process in [20], the RGB image xI is initially processed through a pre-trained, frozen VAE[23]
encoder εI to derive the latent representation εI(xI). This latent representation is then converted into
a sequence of tokens tI with embedding size h via tokenizer. Similarly, the robot pose xA is encoded
using a Multi-Layer Perceptron (MLP) [24] into εA(xA) and linearly transformed into tokens tA
with the same embedding size h. If available, the depth image is downsampled and tokenized into tE .
The natural language instruction is processed through a frozen CLIP encoder [25] to produce the text
embedding cl.
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Figure 3: Visualization of the PAD framework. Current observations in different modalities are
first encoded into latent and concatenated with white noise channel-wise. These noised latent are
then tokenized into tokens and perform a joint denoising process to predict the images and robot
actions simultaneously. PAD can flexibly accommodate extra or missing modal inputs through a
masked-attention mechanism

Diffusion Transformer (DiT) Backbone. We have adopted the Diffusion Transformer (DiT) [20]
as our model backbone, which offers several advantages over the U-net backbone commonly used
in previous works [18, 17]. Notably, the DiT architecture efficiently integrates various modalities
via the self-attention mechanism. Inputs such as RGB images, robot poses, and additional data
are transformed into token sequences tI , tA, tE with lengths TI , TA, TE , respectively. These token
sequences from different modalities are concatenated and undergo a joint latent denoising process

Furthermore, the DiT architecture is adaptable to missing modalities. For example, in the case of
a video dataset that lacks robot actions, the input to DiT only comprises the image tokens tI . We
simply extend the token sequence to the combined length TI + TA + TE and introduce an attention
mask in the self-attention block to exclude the padding tokens. Only effective predictions are retained
in the output, discarding any padded parts. A brief illustration of the whole process is depicted on the
right side of Figure 3. This design choice enables PAD to be concurrently trained on both RGB-only
video datasets and robotic datasets.

Joint Conditional Generation. We initialize future observations as white noise and aim to re-
construct future observation frames and desired robot action, conditioning on current observations
cI , cA, cE . Following a similar strategy as in [26], we concatenate conditional latent and noise latent
in the channel dimension. Specifically, after obtaining encoded latent εI(cI), εA(cA), εE(cE), we
concatenate these latent with noise to obtain conditioned noised latent LI = [εI(cI), z

I
t ], LA =

[εA(cA), z
A
t ], LE = [εE(cE), z

E
t ]. For instance, if the encoded latent εI(cI) has a shape of c×d×d,

then zIt would have a shape of kc× d× d to represent k future frames, resulting in the final latent LI

having a shape of (k + 1)c× d× d. The other modalities undergo a similar process.

After concatenating the latent, these conditioned noisy latent from different modalities are tokenized
into sequences of tokens tI , tA, tE with the same embedding size. The tokenization of image latent
LI follows a patchify process same to [20], while the tokenization of robot pose employs a simple
linear projection. Finally, these tokens are fed into multiple layers of DiT to predict the latent
representation of future frames. An illustration of the overall process can be found in Figure 3.

3.3 Training Process

Initialization. Following the initialization process in [15], we also initialize the PAD weights from
the DiT model pre-trained on ImageNet for the image generation task conditioned on class [20].
However, we can not directly load the model since we have missing or incompatible model parameters.
We discard the label embedding layers in DiT and zero-initialize new layers for text embedding, we
replicate the weight of the image latent tokenizer for k+1 times to encode the stacked latent, and the
encoder and decoder for robot state are also zero-initialized.
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Training Objective. The diffusion process adds noise to the target encoded latent
{εI(xI), εA(xA), εE(xE)} and results in noised latent ZI,A,E = {zIt , zAt , zEt }. We train the PAD
model to simultaneously predict the noise ϵI , ϵA, ϵE added to the sample data, conditioned on current
observations CI,A,E = {cI , cA, cE} and instructions l. This denoiser is trained with the DDPM [5]
loss:

Lδ
diff (θ) = Eϵδ∼N (0,1),t,C,l

[∣∣∣∣ϵδ − ϵδθ
(
zδt , t, C, l

)∣∣∣∣2
2

]
, (3)

where δ ∈ {I, A,E} represents different types of input modalities. The denoising loss Lδ
diff aims to

maximize the evidence lower bound (ELBO) [5] while approximating the conditional distribution
p(εδ(xδ)|C, l). We jointly minimize the following latent diffusion objectives and use hyperparameters
λI , λA, λE to balance the prediction loss between different modalities. Formally, the final training
objective is given by:

L(θ) = λILI
diff + λALA

diff + λELE
diff . (4)

4 Experiments

In this section, we conduct a series of experiments on the simulated Metaworld Benchmark [21] and
a real-world table manipulation suite, utilizing our joint prediction framework. We aim to answer the
following questions:

• Can PAD enhance visual policy learning through joint prediction and action with limited
robotic data?

• Can PAD benefit from co-training on large-scale internet video datasets and better generalize
to unseen tasks?

• Can scaling up computational resources improve PAD’s performance?

(1) Bridge video data                  (2) All 50 tasks in MetaWorld (3) Real-world Panda Manipulation
Expert data                   Unseen Tasks                Button                   Cable-route

Drawer                   Pick/Place 

……

Figure 4: We learn a single vision-language conditioned policy to solve all tasks in each domain with
limited demonstrations, co-training with the bridge video data. In simulated MetaWorld, we learn a
policy to tackle all 50 tasks. In real-world panda manipulations, we split objects into seen objects and
unseen new objects to test the generalization ability of our policy.

4.1 Environmental Setups and Baselines

Metaworld. Metaworld [21] serves as a widely used benchmark for robotic manipulation, accommo-
dating both low-level feature and pixel input modalities. Previous studies that utilized pixel input
generally developed separate task-specific policies for each of the 50 tasks. In contrast, our approach
demonstrates a significant advancement by employing a single text-conditioned visual policy to
address all 50 tasks, within a data-efficient imitation learning framework. We collected 50 trajectories
per task, consistently using the “corner2” camera viewpoint and recording the robot’s pose with
4-dimensional states that include end-effector position and gripper status. For a fair comparison, we
do not utilize an additional depth input in Metaworld.

Real-World Panda Manipulation Tasks. Our real-world experiments involve a Panda arm per-
forming diverse manipulation tasks such as pressing buttons, opening drawers, routing cables, and
picking and placing with various objects, as shown in Figure 4. We follow the same hardware setup
described in SERL [27] and utilize a wrist-mounted camera for pixel input [28]. The robot’s poses
are represented by 7-dimensional vectors, including 3 end-effector positions, 3 rotation angles, and 1
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Easier Tasks button-
press

button
topdown

drawer-
open

door-
open

faucet-
close

plate-
slide

reach-
wall

window-
open

window-
close

door-
lock

Diffusion Policy 0.92 0.16 0.36 0.32 0.76 0.60 0.72 0.60 0.36 0.12
SuSIE 0.96 0.32 0.60 0.68 0.56 0.68 0.92 0.68 0.96 0.32
RT-1 0.88 1.00 0.56 0.56 1.00 0.08 0.12 1.00 1.00 0.00
RT-2* 1.00 0.84 0.92 0.96 0.96 0.88 0.76 1.00 0.96 0.40
GR-1 1.00 0.84 1.00 1.00 0.96 0.88 1.00 1.00 1.00 0.60

PAD (ours) 1.00 0.92 1.00 1.00 0.92 0.72 1.00 0.92 1.00 0.88
PAD w/o img 1.00 0.92 1.00 0.88 0.92 0.16 0.92 1.00 1.00 0.12

PAD w/o co-train 1.00 0.92 1.00 0.92 0.92 0.48 0.92 0.96 0.96 0.72

Harder Tasks assem-
ble

basket-
ball

coffee-
pull hammer peg-

insert
pick-place

-wall
shelf-
place

stick-
push

stick-
pull

Average
(50tasks)

Diffusion Policy 0.20 0.08 0.00 0.08 0.16 0.36 0.00 0.00 0.00 0.279
SuSIE 0.40 0.24 0.32 0.04 0.24 0.24 0.08 0.16 0.16 0.410
RT-1 0.00 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.346
RT-2* 0.24 0.08 0.68 0.20 0.12 0.32 0.20 0.12 0.00 0.522
GR-1 0.64 0.08 0.52 0.48 0.24 0.48 0.28 0.60 0.44 0.574

PAD (ours) 0.88 0.84 0.80 0.80 0.68 0.92 0.72 0.96 0.88 0.725
PAD w/o img 0.04 0.44 0.40 0.48 0.16 0.36 0.16 0.24 0.16 0.436

PAD w/o co-train 0.32 0.28 0.32 0.72 0.92 0.68 0.56 0.88 0.40 0.592

Table 1: Comparisons on Metaworld benchmark. We utilize a single policy to solve all 50 tasks in
Metaworld. Due to the space limit, we show a subset of tasks and the average success rate on all 50
tasks. Detailed data can be found in Appendix A.4.

gripper status dimension. We collected 200 trajectories per task through teleoperation using a space
mouse and scripted commands. Similarly, we developed a single policy capable of addressing all
tasks, conditioned on instructions. We also assessed the policy’s generalization capabilities on unseen
tasks, as depicted in Figure 5.

Policy Training Details. As detailed in Section 3, the flexible PAD framework can be co-trained on
various internet RGB video data and robotic demonstrations. In order to save computational resources
and avoid the need to co-train the model from scratch in each robot domain, we first pre-train the
model on internet data to establish better image prediction priors. We then adapt this pre-trained
model to various robotic domains, including the simulated Metaworld and the real-world panda
manipulation. Empirically, we first pretrain 200k steps on the BridgeData-v2 dataset [9], which
consists of 60,000 trajectories. After this, we adapted the model to each domain, continuing training
for an additional 100k steps with robotic demonstrations. The pre-training and adaptation stage
requires approximately 2 days and 1 day, utilizing 4 NVIDIA A100 GPUs.

Moreover, we found that increasing the weight of the image prediction loss during the early adaptation
stages accelerates convergence, as image priors are already established in the pre-trained models.
Specifically, we maintained the image prediction loss coefficient λI at 1.0 throughout the training
period and linearly increased λA and λE from 0.0 to 2.0 during the 100k training steps.

Policy Execution Details. Our policy is conditioned on the current image, cI , and the robot pose, cA,
and predicts k frames of futures and actions. We configure the prediction horizon at k = 3 and set the
interval between frames at i = 4 for both Metaworld and real-world tasks. During policy execution,
we utilize 75 steps of DDIM sampling [5] to denoise the k steps of future images, x1:K

I , and actions,
x1:k
A . These k step predictions can be viewed as k step planning and only the first predicted action,

x1
A, is executed by the robot. The robot then moves to the first desired pose using a simple linear

interpolation motion planner, triggering the next prediction cycle.

Comparisons. Visual policy learning has been widely explored in previous studies. In our experi-
ments, we opted to compare against a representative subset of prior methods that have either achieved
state-of-the-art performance or share a similar architecture with our methods. Notably, all methods
are trained on all tasks in the domain using a single text-condition visual policy.

• Diffusion Policy [16]. A novel visual control policy that generates robot actions through
an action diffuser. We augmented the original diffusion policy model with instruction
conditions to address the multi-task setting. We use the CLIP encoder [25] as instruction
encoders, referring to related work [29].
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Task Button- Cable- Pick Place Drawer- Drawer- Average
Press Route (4 tasks) (3 tasks) Open Close

Diffusion Policy 0.70 0.30 0.28 0.34 0.42 0.58 0.38
SuSIE 0.74 0.44 0.46 0.40 0.42 0.70 0.49
RT-1 0.72 0.52 0.40 0.34 0.44 0.50 0.43

RT-2* 0.80 0.60 0.64 0.74 0.66 0.82 0.69
PAD(ours) 0.80 0.55 0.76 0.72 0.56 0.84 0.72

PAD-Depth(ours) 0.78 0.64 0.84 0.78 0.60 0.88 0.78

Table 2: Comparisons on real-world manipulation in-distribution tasks. PAD achieves the highest
success rate. Incorporating depth modality can additionally lead to performance improvement. We
evaluate each task with 50 roll-outs.
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Figure 5: Generalization test under 3 levels of difficulties. The yellow bounding box suggests the
target position. Our proposed PAD shows the strongest generalization abilities in unseen tasks.

• SuSIE [18]. A two-stage approach that utilizes a pre-trained image-editing model [26] to
generate image goals for robotic tasks, followed by a goal-conditioned low-level diffusion
policy. We fine-tune the image-editing diffusion model on the same dataset and also use the
diffusion policy for goal-conditioned behavioral cloning. To ensure a fair comparison, we
also use the more powerful DiT framework as the image-editing model.

• RT-1 [30]. An end-to-end robot control policy that leverages FiLM-conditioned [31]
EfficientNet [32] to fuse visual input and language input, then followed by transformer
blocks to output action.

• RT-2* [33] (re-implement). A large-scale embodied model that directly fine-tunes vision-
language models(VLMs) to produce robot actions. The original RT-2 model was fine-tuned
on the PaLM model [34], which is not publicly available. Following the specifications
outlined in the original paper, we re-implemented the RT-2 model using the InstructBlip-7B
[35] backbone.

• GR-1 [36]. Method that also leverages image prediction to assist policy learning. Different
from PAD, they generate images and actions via auto-regressive architecture.

4.2 Main Results

Performance Analysis. In all comparisons, we train a single visual policy to address all tasks within
a domain, conditioned on instructions. Our proposed PAD outperforms all baselines by a significant
margin. As shown in Table 1, in the Metaworld benchmark, PAD achieved an average success rate
of 72.5%, which markedly surpasses the strongest baseline at 57.4%. Due to space constraints, we
present comparisons on a subset of tasks and report the average success rate across all 50 tasks. A
comprehensive comparison of all 50 tasks is available in Appendix A.4. Furthermore, Table 2 shows
the results in real-world seen-tasks where PAD also attains the highest success rate.

We notice that PAD predicts more precise future images than the GR-1 method (Figure 6), likely
due to the superior capabilities of diffusion models in image generation tasks. These precise images
may more effectively facilitate policy learning, leading to higher success rates, particularly in tasks
requiring precise and accurate operation such as picking small blocks, insertion, basketball, etc., in
Metaworld.
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Current Observation                 Ground Truth Future                  PAD Predicted Future                   GR-1 Predicted Future

Figure 6: Comparisons on predicted images between PAD and GR-1. PAD generates more precise
images than GR-1 which may potentially lead to more accurate control actions. Zoom in for better
comparisons.

Current Observation                     Ground Truth                       Predicted Future

“Put corn in bowl sink." “Open cabinet.”

Figure 7: Predictions on bridge datasets. PAD predicts futures align with instructions but also keeps
uncertainty. In the first image, PAD imagines "a yellow pear" instead of the ground truth "banana"; in
the second image, PAD imagines scenes faster than the ground truth.

Quality of the Generated Images. In addition to achieving the highest success rate in robotic control,
we also present visualizations of some image prediction results in Figure 6 and Figure 7. In the
Metaworld domain, the predicted image (second row) closely resembles the ground truth image (first
row), which is directly decoded from the original latent. In the Bridge domain, the predicted image
aligns with the language instructions but also keeps a certain level of uncertainty. These indicate that
the PAD model has effectively learned the physical dynamics across these two domains.

4.3 Generalization Analysis

PAD can leverage existing physical knowledge from co-training on large-scale internet video datasets
to enhance its generalization capabilities across new tasks. We evaluated PAD’s generalization ability
in real-world panda manipulation with unseen tasks. As depicted in Figure 4, the expert dataset
comprises only colored square blocks and plates, while we introduce a variety of previously unseen
fruit and vegetable toys during testing. We designed tasks of three difficulty levels: easy mode,
featuring 1-4 disturbance objects; a middle level with 5-15 disturbance objects; and difficult tasks that
require picking previously unseen objects with 5-15 disturbances or unseen backgrounds. We excluded
depth input to ensure a fair comparison. As illustrated in Figure 5, PAD demonstrates remarkable
generalization abilities, successfully managing out-of-distribution objects such as strawberries, carrots,
and eggplants, and even adapting to new backgrounds. The baseline method failed to generalize to
difficult unseen tasks.

4.4 Ablation Studies

Effectiveness of RGB image prediction. We evaluated the effectiveness of our joint prediction
process by modifying the original model to exclude the image prediction component, namely in PAD
w/o image prediction. This modification leads to significant performance drops compared to PAD,
as illustrated in Table 1. The absence of image prediction compromises the robot’s ability to utilize
the physical knowledge encoded in the image modalities, which may be crucial for robotic control.
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Figure 8: We observe that co-training with an internet video dataset leads to better image generation
qualities, which may potentially lead to better robot action predictions.

Furthermore, predicting solely the robot pose provides only low-dimensional supervision signals,
potentially leading to overfitting of the training data.

Effectiveness of Co-training with Internet RGB Video Datasets. Another major benefit of PAD
is the ability to co-train with large-scale internet-sourced RGB videos, which potentially leverages
the physical knowledge embedded in these web datasets to enhance robotic pose prediction. We
train PAD without the inclusion of web-scale RGB data, namely PAD w/o co-train. We observed a
performance drop without co-train on the video dataset, as shown in Table 1. Furthermore, the quality
of the predicted image also decreased. For instance, as depicted in the bottom column of Figure 8, the
blue block is absent in the predicted images. The quality of the predicted images markedly improves
with co-training, which in turn indirectly enhances robot action prediction.

Conditions Predictions

RGB Image 
Ground Truth 

PAD Output

Depth Image
Ground Truth 

PAD Output

Figure 9: PAD can flexibly train with
additional modality, and simultaneously
predict all the futures through joint de-
noising process.

Compatible with Additional Modalities. As detailed in
Section 3, our framework accommodates additional modal-
ities owing to the adaptable DiT architectures. We incor-
porate additional depth image inputs in real-world manipu-
lation experiments and jointly predict future RGB images,
depth images, and robot actions, denoted as PAD-depth.
We observe highly aligned prediction results among dif-
ferent modalities under our joint denoising framework,
with some results illustrated in Figure 9. The inclusion of
depth input enhances performance in manipulation tasks,
as demonstrated in Table 2. This improvement may stem
from the precise prediction of depth information, which
aids agents in discerning distance changes, thereby en-
hancing performance. Moreover, our framework could be
extended to predict other modalities relevant to robot con-
trol, such as tactile force or point clouds, which we left for
the future work.

4.5 Scaling Analysis

We evaluated models across various sizes and patchify sizes [20], as outlined in Table 3. For example,
the XL/2 model denotes the model with an XL size and a 2× 2 patchify size. Halving the image
patch size will quadruple the image token lengths, which leads to higher computational costs. Our
findings reveal a strong correlation between computational allocation (measured as transformer
Gflops) and the success rate (SR) of the learned policy, as depicted in Figure 10. All the experiments
are run in Metaworld benchmarks and detailed success rates for each task are provided in Appendix
A.5.

5 Related Work

Pre-training for Embodied Control. Vision-language pre-trained models, encoded with physical
knowledge, can enhance embodied control from multiple aspects. Primarily, the pre-trained model
can directly act as policy by either generating high-level plans [37, 38, 39, 40, 41] or producing direct
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PAD- PAD- PAD- PAD- PAD-
XL/2 XL/4 XL/8 L/2 B/2

Layers 28 28 28 24 12
Hidden size 1152 1152 1152 1024 768

Heads 16 16 16 16 12
Token length 257 65 17 257 257
Parameters 661M 661M 661M 449M 128M

Gflops 119.1 29.5 7.7 79.1 22.5
Average SR 72.5% 64.5% 48.2% 68.4% 62.4%

Table 3: We test PAD performance under various
sizes and computational costs.
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Figure 10: Correlation between Trans-
former Gflops and policy success rate.

low-level motor control signals [30, 33, 42, 43, 44]. Many studies utilize the reasoning capabilities of
pre-trained LLMs and VLMs to create high-level plans followed by motion primitives. Additionally,
some approaches adapt pre-trained models to emit low-level motor control signals by adding an
action head. Beyond directly acting as policy, pre-trained models can also guide policy learning
from multiple aspects, such as providing good representations [45, 46, 47], providing reward signals
[48, 49, 50], synthesizing goal images [18, 51], and predicting future sequences [17].

Diffusion Models for Embodied Control. Recently, diffusion models have been adopted to tackle
challenges in embodied control. A subset of research focuses on training conditional diffusion models
that guide behavior synthesis based on desired rewards, and constraints under low dimensional state-
input setting [52, 53, 54, 55]. Diffusion Policy [16] trains a visual-motor policy to be conditioned
on RGB observations and can better express the multimodal action distributions. However, these
methods develop task-specific policies from scratch, missing out on the benefits of pre-training with
internet data. Another strand of research utilizes large-scale pre-trained diffusion models to perform
data augmentation on training data, such as GenAug [56], ROSIE [57], and CACTI [58].

Future Prediction for Policy Learning. There also exist works that leverage future image predictions
to assist policy learning. GR-1 [36] employs an autoregressive transformer to sequentially predict
future images and actions. In contrast, we adopt a joint diffusion architecture that predicts more
accurate future images, potentially leading to improved policy learning performance. UniPi[17]
and SuSIE [18] employ a two-stage policy learning process, initially using a diffusion generative
model to forecast future image or video sequences, and subsequently training an inverse dynamics
model or a low-level diffusion policy based on these goal images. In contrast to these two-stage
methods, our approach presents distinct advantages. First, while previous methods utilize diffusion
models with a CNN-based U-net backbone [23], designed primarily for image generation and limited
to visual predictions, our method adopts a diffusion transformer (DiT) architecture [20]. This
architecture adeptly handles multiple modalities concurrently via straightforward token concatenation
and attention-mask mechanisms, enabling us to jointly predict future and actions simultaneously.
Secondly, using images as the interface between prediction and action may not fully leverage the
encoded features inside pre-trained diffusion models. The effectiveness of these two-stage methods
depends heavily on the quality of the generated images. In contrast, our model integrates image
generation and robotic action within a unified denoising process.

6 Conclusion and Discussion

We present PAD, a novel framework to predict future images and generate actions under a joint
denoising process. Moreover, PAD can co-train with internet video datasets and extend to other
robotic modalities. Both simulated and real-world experiments demonstrated the efficiency of PAD.

A limitation of the current method is that we only tested with three types of modalities. Subsequent
endeavors could extend this framework to incorporate additional robot-related input data, such as
tactile information, which we believe are valuable research directions. Another limitation is that
the control frequency of PAD is not very high since we need to jointly denoise the images and
actions. Future work can explore efficient ways to leverage image predictions, such as utilizing the
intermediate latent space of predicted images rather than the high-dimensional pixel spaces.
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A Appendix

Videos of PAD can be found at https://sites.google.com/view/pad-paper.

A.1 Additional Implementation Details of PAD

A.1.1 Input Encoder and Output Decoders

Image Encoder and Tokenizer. The image encoder is a frozen VAE encoder same as [20]. Take
PAD-XL/2 model for example, the encoded latent space for 256× 256 image is 32× 32× 4, and
patchify into (32/2) ∗ (32/2) = 256 patches, which then are tokenized into 256 tokens.

Robot action Encoder and Tokenizer. The robot action is concatenated into a vector and passed into
MLP layers, we predict k steps of the future each with 7-dimensional poses, which totally consists
(k + 1) ∗ 7 dimensional vectors ((k + 1) ∗ 4 in Metaworld), and then this vector is tokenized into 1
token.

Depth image Encoder and Tokenizer (If presented). We directly down-sample the depth image to
a size of 32 ∗ 32 ∗ 1, and follow the same patchfy process as the RGB image. The patch size is set to
8. The patchfy for depth image resulted in (32/8) ∗ (32/8) = 16 patches, which then are tokenized
into 16 tokens.

Output Decoder. The decoder part mainly inverses the encoder part. The decoder process first
reconstructs the future latent from the token output by DiT, then adopts the corresponding decoder to
recover the original samples in each modality.

A.2 Additional Implementation Details of Baselines

The RT-1 baseline is based on official implementation https://github.com/
google-research/robotics_transformer.

The Diffusion Policy baseline is based on https://github.com/real-stanford/diffusion_
policy, and we follow https://github.com/real-stanford/scalingup to add language
condition.

The RT-2 baseline is re-implemented by ourselves. We use the InstructBlip-vicuna-7b model as
backbone https://huggingface.co/Salesforce/instructblip-vicuna-7b.

The GR-1 baseline is built on https://github.com/bytedance/GR-1. Since we can not access
the pretraining dataset in the original paper, we initialize the model with the author’s open-source
checkpoint.

A.2.1 Additional Model Training Details

PAD- PAD- PAD- PAD- PAD-
XL/2 XL/4 XL/8 L/2 B/2

Layers 28 28 28 24 12
Hidden size 1152 1152 1152 1024 768

Heads 16 16 16 16 12
Parameters 661M 661M 661M 449M 128M

Gflops 119.1 29.5 7.7 79.1 22.5
Learning Rate 1e-4 1e-4 1e-4 1e-4 1e-4

Batch size 256 256 256 256 256
Input image shape 256*256 256*256 256*256 256*256 256*256
Input noised latent 32*32*(4*4) 32*32*(4*4) 32*32*(4*4) 32*32*(4*4) 32*32*(4*4)

Patchify size 2*2 4*4 8*8 2*2 2*2
Image token size 256 64 16 256 256

Input robot action shape 1*28 1*28 1*28 1*28 1*28
Action token size 1 1 1 1 1
Total token size 257 65 17 257 257

Table 4: Models with various size and computational cost.
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A.3 Real world Experiment Details

Expert data collection. We collected data on 6 categories of tasks, including button press, cable-
route, pick and place, and drawer open/close. For the pick task, we include 4 colors of blocks. For the
place task, we include 3 colors of plate. We randomly placed 1-5 objects on the table and asked the
robot to pick/place certain objects conditioned on instruction. Some samples of expert demonstrations
are visualized in Figure 11.

Generalization Test Task Samples. We test the generalization ability of learned policy under
numerous unseen objects. The unseen task is much more complicated than expert tasks, as shown
in Figure 12. For convenience, videos of PAD can be found at https://sites.google.com/
view/pad-paper.

Figure 11: Samples of tasks that we collected demonstrations.

Figure 12: Samples of unseen tasks used for generalization test.
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A.4 Details Baselines and Ablations in Metaworld

Task Diffusion SuSIE RT-1 RT-2* GR-1 PAD PAD PAD w/o
Policy w/o img cotrain

assembly-v2 0.20 0.40 0.00 0.24 0.64 0.88 0.04 0.32
basketball-v2 0.08 0.24 0.00 0.08 0.08 0.84 0.44 0.28
button-press-topdown-v2 0.16 0.32 1.00 0.84 1.00 0.92 0.92 0.92
button-press-top-wall-v2 0.00 0.24 0.60 0.88 0.80 0.96 0.64 0.84
button-press-v2 0.92 0.96 0.88 1.00 1.00 1.00 1.00 1.00
button-press-wall-v2 0.44 0.60 1.00 0.44 0.48 0.68 0.48 0.60
coffee-button-v2 0.64 0.80 1.00 1.00 1.00 1.00 1.00 1.00
coffee-pull-v2 0.00 0.32 0.08 0.68 0.52 0.80 0.40 0.32
coffee-push-v2 0.16 0.32 0.04 0.76 0.44 0.52 0.48 0.64
dial-turn-v2 0.52 0.52 0.00 0.52 0.44 0.56 0.28 0.52
disassemble-v2 0.00 0.72 0.00 0.12 0.40 0.88 0.24 0.64
door-close-v2 0.52 0.56 1.00 1.00 1.00 1.00 1.00 0.96
door-open-v2 0.32 0.68 0.56 0.96 1.00 1.00 0.88 0.92
drawer-close-v2 0.52 0.88 1.00 0.96 0.96 1.00 0.88 0.96
drawer-open-v2 0.36 0.60 0.56 0.92 1.00 1.00 1.00 1.00
faucet-open-v2 0.64 0.36 0.88 1.00 1.00 1.00 0.40 1.00
faucet-close-v2 0.76 0.56 1.00 0.96 0.96 0.92 0.92 0.92
hammer-v2 0.08 0.04 0.00 0.20 0.48 0.80 0.48 0.72
handle-press-side-v2 0.44 0.72 1.00 0.76 0.48 0.40 0.76 0.40
handle-press-v2 0.72 0.68 1.00 0.96 0.80 0.80 0.96 0.80
lever-pull-v2 0.20 0.32 0.32 0.20 0.4 0.32 0.28 0.08
peg-insert-side-v2 0.16 0.24 0.00 0.12 0.24 0.68 0.16 0.92
peg-unplug-side-v2 0.28 0.20 0.32 0.48 0.32 0.60 0.16 0.20
pick-out-of-hole-v2 0.00 0.16 0.00 0.24 0.24 0.52 0.00 0.36
pick-place-wall-v2 0.36 0.24 0.00 0.32 0.48 0.92 0.36 0.68
pick-place-v2 0.08 0.24 0.00 0.48 0.72 0.80 0.20 0.20
plate-slide-v2 0.60 0.68 0.08 0.88 0.88 0.72 0.16 0.48
plate-slide-side-v2 1.00 1.00 0.84 1.00 1.00 0.88 0.36 0.68
plate-slide-back-v2 0.00 0.80 0.20 0.72 0.36 1.00 0.36 0.04
plate-slide-back-side-v2 0.00 0.16 0.00 0.12 0.00 0.12 0.00 0.12
soccer-v2 0.00 0.08 0.28 0.28 0.12 0.08 0.08 0.32
stick-push-v2 0.12 0.20 0.00 0.12 0.60 0.96 0.24 0.88
stick-pull-v2 0.00 0.16 0.00 0.00 0.44 0.88 0.16 0.40
push-wall-v2 0.08 0.16 0.00 0.68 0.32 0.84 0.20 0.44
push-v2 0.20 0.32 0.00 0.40 0.44 0.52 0.16 0.60
reach-wall-v2 0.72 0.92 0.12 0.76 1.00 1.00 0.92 0.92
reach-v2 0.40 0.60 0.76 0.40 1.00 1.00 0.44 1.00
shelf-place-v2 0.00 0.08 0.00 0.20 0.28 0.72 0.16 0.56
sweep-into-v2 0.08 0.16 0.12 0.36 0.16 0.40 0.24 0.28
sweep-v2 0.04 0.16 0.24 0.60 0.72 0.80 0.20 0.44
window-open-v2 0.60 0.68 1.00 1.00 1.00 0.92 1.00 0.96
window-close-v2 0.36 0.96 1.00 0.96 1.00 1.00 1.00 0.96
bin-picking-v2 0.00 0.24 0.00 0.12 0.40 0.88 0.00 0.72
box-close-v2 0.00 0.20 0.00 0.00 0.40 0.52 0.16 0.60
door-lock-v2 0.12 0.32 0.00 0.40 0.60 0.88 0.12 0.72
door-unlock-v2 0.44 0.44 0.28 0.52 0.44 0.60 0.68 0.56
hand-insert-v2 0.08 0.24 0.16 0.28 0.20 0.40 0.08 0.20
push-back-v2 0.00 0.04 0.00 0.20 0.52 0.28 0.00 0.52
Average 27.9% 41.0% 34.6% 52.2% 57.4% 72.5% 43.6% 59.2%

Table 5: Detailed success rate of baselines and ablations. We did not include the handle-pull-side-v2
and handle-pull-v2 tasks since the expert policy for these two tasks in the original benchmark had
low success rates. Every task is tested with 25 rollouts.
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A.5 Detailed Scaling Results

Task XL/8 B/2 L/2 XL/4 XL/2
assembly-v2 0.32 0.96 0.96 0.20 0.88
basketball-v2 0.00 0.36 0.32 0.40 0.84
button-press-topdown-v2 1.00 0.76 1.00 1.00 0.92
button-press-topdown-wall-v2 0.72 1.00 0.90 0.90 0.96
button-press-v2 1.00 1.00 1.00 1.00 1.00
button-press-wall-v2 0.88 0.56 0.60 0.40 0.68
coffee-button-v2 1.00 1.00 1.00 1.00 1.00
coffee-pull-v2 0.32 0.10 0.30 0.68 0.80
coffee-push-v2 0.28 0.60 0.40 0.52 0.52
dial-turn-v2 0.28 0.40 0.56 0.20 0.56
disassemble-v2 0.52 0.80 0.92 1.00 0.88
door-close-v2 1.00 1.00 1.00 1.00 1.00
door-open-v2 0.92 1.00 1.00 1.00 1.00
drawer-close-v2 0.52 1.00 1.00 1.00 1.00
drawer-open-v2 0.88 1.00 1.00 1.00 1.00
faucet-open-v2 0.32 1.00 1.00 1.00 1.00
faucet-close-v2 0.92 0.44 0.96 1.00 0.92
hammer-v2 0.60 1.00 0.68 0.92 0.80
handle-press-side-v2 0.40 0.48 0.72 0.60 0.40
handle-press-v2 0.48 0.92 0.84 0.80 0.96
lever-pull-v2 0.00 0.20 0.64 0.12 0.32
peg-insert-side-v2 0.80 0.52 0.80 0.80 0.68
peg-unplug-side-v2 0.44 0.32 0.56 0.48 0.60
pick-out-of-hole-v2 0.36 0.10 0.16 0.50 0.52
pick-place-wall-v2 0.20 0.68 0.56 0.60 0.92
pick-place-v2 0.32 0.32 0.76 0.52 0.80
plate-slide-v2 0.52 0.76 0.60 0.48 0.72
plate-slide-side-v2 0.40 0.96 0.52 0.92 0.88
plate-slide-back-v2 0.20 0.36 0.12 0.20 1.00
plate-slide-back-side-v2 0.04 0.20 0.04 0.12 0.12
soccer-v2 0.12 0.00 0.32 0.24 0.08
stick-push-v2 1.00 1.00 1.00 1.00 0.96
stick-pull-v2 0.32 0.92 0.64 0.40 0.88
push-wall-v2 0.60 0.40 0.84 0.80 0.84
push-v2 0.28 0.32 0.92 0.64 0.52
reach-wall-v2 1.00 1.00 1.00 1.00 1.00
reach-v2 1.00 1.00 1.00 1.00 1.00
shelf-place-v2 0.40 0.72 0.90 0.80 0.72
sweep-into-v2 0.12 0.40 0.48 0.36 0.40
sweep-v2 0.48 0.64 0.88 0.80 0.80
window-open-v2 0.32 1.00 1.00 0.90 0.92
window-close-v2 0.28 1.00 1.00 0.72 1.00
bin-picking-v2 0.88 0.72 0.80 1.00 0.88
box-close-v2 0.40 0.40 0.72 0.52 0.52
door-lock-v2 0.60 0.88 0.76 0.84 0.88
door-unlock-v2 0.40 0.68 0.30 0.64 0.60
hand-insert-v2 0.12 0.00 0.16 0.20 0.40
push-back-v2 0.16 0.20 0.52 0.12 0.28
handle-pull-side-v2 N/A N/A N/A N/A N/A
handle-pull-v2 N/A N/A N/A N/A N/A
Average 48.2% 62.4% 68.4% 64.5% 72.5%

Table 6: Detailed success rate under different model sizes and computational allocations. We did not
include the handle-pull tasks since the expert policy for these two tasks are in low success rates.
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A.6 Instructions used in tasks

Task Instructions
assembly-v2 assemble the object
basketball-v2 shoot the basketball
button-press-topdown-v2 press the button
button-press-topdown-wall-v2 press the button
button-press-v2 press the button
button-press-wall-v2 press the button
coffee-button-v2 press the button
coffee-pull-v2 pull back cup
coffee-push-v2 push forward cup
dial-turn-v2 turn the dial
disassemble-v2 disassemble the object
door-close-v2 close the door
door-open-v2 open the door
drawer-close-v2 close the drawer
drawer-open-v2 open the drawer
faucet-open-v2 open the faucet
faucet-close-v2 close the faucet
hammer-v2 pick up hammer
handle-press-side-v2 press the handle
handle-press-v2 press the handle
lever-pull-v2 pull the lever
peg-insert-side-v2 insert the peg
peg-unplug-side-v2 unplug the peg
pick-out-of-hole-v2 pick red object
pick-place-wall-v2 pick red object
pick-place-v2 pick red object
plate-slide-v2 slide forward plate
plate-slide-side-v2 slide side plate
plate-slide-back-v2 slide back plate
plate-slide-back-side-v2 slide back plate
soccer-v2 kick the soccer
stick-push-v2 push the stick
stick-pull-v2 pull the stick
push-wall-v2 push the object
push-v2 pick red object
reach-wall-v2 reach red object
reach-v2 reach red object
shelf-place-v2 place blue object
sweep-into-v2 sweep brown box
sweep-v2 sweep brown box
window-open-v2 open the window
window-close-v2 close the window
bin-picking-v2 pick green object
box-close-v2 close the box
door-lock-v2 lock the door
door-unlock-v2 unlock the door
hand-insert-v2 put box into hole
handle-pull-side-v2 pull the handle
handle-pull-v2 pull the handle
push-back-v2 push back object

Table 7: Instructions for each tasks in metaworld. We mainly designed the instruction based on the
task names.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We carefully claim our contribution under specific settings.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We include the limitation part in the last section.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

20



Justification: The paper does not include theoretical results
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We carefully describe the method details in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Code is included in supplementary material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: we specify details in the Experiment section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We provide detailed data in the Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We describe the computational cost in Experiment section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We did not see any negative social impact at this moment.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original paper that produced the code package or dataset

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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