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Abstract

The emergence of the tool agent paradigm
has broadened the capability boundaries of the
Large Language Model (LLM), enabling it to
complete more complex tasks. However, the
effectiveness of this paradigm is limited due to
the issue of parameter failure during its execu-
tion. To explore this phenomenon and propose
corresponding suggestions, we first construct a
parameter failure taxonomy in this paper. We
derive five failure categories from the invoca-
tion chain of a mainstream tool agent. Then, we
explore the correlation between three different
input sources and failure categories by apply-
ing 15 input perturbation methods to the input.
Experimental results show that parameter name
hallucination failure primarily stems from in-
herent LLM limitations, while issues with in-
put sources mainly cause other failure patterns.
To improve the reliability and effectiveness of
tool-agent interactions, we propose correspond-
ing improvement suggestions, including stan-
dardizing tool return formats, improving error
feedback mechanisms, and ensuring parameter
consistency.

1 Introduction

In recent years, LLMs have shown promising per-
formance in many tasks, but for some professional
tasks or tasks that require multi-step processing,
relying on a single LLM may not be sufficient
to meet the task requirements. To address these
challenges, researchers have proposed the concept
of tool agents, which integrate LLLMs with vari-
ous external tools to complete numerous complex
tasks (Shen et al., 2023; Qin et al., 2023; Qu et al.,
2024). This expands the capabilities of LLMs (Yao
et al., 2023; Xi et al., 2023) and highlights their
significant application potential.

Figure 1 illustrates how a tool agent resolves a
user query. As we can see, when a tool agent re-
ceives a user query, it first retrieves the tool and

plans the tool sequence. Then, by parsing the ex-
isting input (user query or output result of the pre-
vious tool), it forms a parameter list for the sub-
sequent tool invocation. Consequently, the proper
execution of tool agents is highly dependent on the
accuracy of parameter parsing, which is a critical
process. However, parameter errors or parameter
hallucinations often occur during the parameter
parsing process due to incomplete or ambiguous
user queries, low-quality tool document parame-
ter specifications, non-standard tool return results,
and limitations of LLLM capabilities (Zhang et al.,
2024a; Ye et al., 2024b). For example, in the erro-
neous invocation chain on the left side of Figure 1,
the tool does not call success because “Australia”
does not meet the abbreviation requirement for the
“region” parameter. It also includes deviations
from the intent of the user. On the right side of the
figure, setting the region to “US” does not match the
country “Australia” in the query. More failure
cases can be seen in the Appendix A.4.

As demonstrated in the example, parameter is-
sues often lead to failed tool invocations by the
agent and may even confuse the invocation chain,
thereby reducing the quality of task completion,
like the “Butterfly Effect” in the toolchains that af-
fects the normal tool agent execution. Moreover,
according to existing research (Zhang et al., 2024b),
parameter issues commonly exist in the execution
traces of tool agents. Data shows that about 44%
of simple user queries and 48% of complex user
queries have parameter issues, which greatly lim-
its the usability of tool agents, especially in some
critical domains (Cemri et al., 2025; Ruan et al.,
2023). These concerning figures highlight the ur-
gency of addressing the parameter issues in tool
agent execution traces.

Many research works have been proposed to ex-
plore the above issues (Singh et al., 2024; Qin et al.,
2023; Wang et al., 2024a; Li et al., 2023). However,
they either focus on specific tasks or emphasize the
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Figure 1: The process by which a tool agent resolves a user query, as well as the parameter issues that may occur

during the invocation of the toolchain.

completion of overall tasks while neglecting the
internal logic of tool effectiveness and the mech-
anisms of parameter handling. In addition, few
studies comprehensively consider the impact of dif-
ferent input sources on the accuracy of parameter
filling, including user queries, tool documents, and
tool return results.

To bridge this gap, we propose an empirical
study that analyzes the parameter filling process
in tool agents. We aim to construct a comprehen-
sive parameter failure taxonomy, deeply analyze
the impact of different input sources on parameter
filling accuracy, and provide actionable insights
to enhance the reliability of tool agents, alleviat-
ing the parameter generation errors and hallucina-
tion issues. Specifically, we used the current main-
stream tool agent ToolLLaMa (Qin et al., 2023)
as the investigated target and scientifically applied
Grounded Theory (GT) (Glaser and Strauss, 1967)
to develop a failure taxonomy through open coding
and constant comparative analysis. By applying
15 perturbation methods to input sources, we ana-
lyzed the impact on agent parameter behavior on
four advanced LLMs.

The contributions of this paper are as follows.

* We systematically identify parameter failure
patterns and construct a failure taxonomy for
API-type tool invocations.

* We propose 15 input perturbation methods
and conducted perturbation experiments on
three types of input sources involved in the

tool agent, revealing the impact of different
input sources on parameter failure issues.

* We provide practical advice to enhance the
effectiveness and reliability of tool agents.

» We release the code and dataset! to facilitate
further research.

2 Related Work

Evaluation of LLMs Tool Use Evaluating LLMs’
tool use abilities has drawn widespread atten-
tion. (Tang et al., 2023; Patil et al., 2023; Qin et al.,
2023) focus on the model’s tool usage, and (Huang
et al., 2023) assess the understanding of tool usage
and tool selection . (Huang et al., 2024) covers a
wide range of dimensions and explicitly evaluates
the model planning part. (Li et al., 2023) demon-
strates the tool-calling capabilities of different mod-
els, including planning and retrieval . (Wang et al.,
2024a) focuses on real-world multi-model context
inputs and (Ye et al., 2024b; Ruan et al., 2023) em-
phasize the necessity of improving the robustness
and security of LLMs in tool use.

The execution process within the tool agent is
shown in Figure 1. And it typically involves receiv-
ing user query tasks, retrieving relevant tools, plan-
ning the execution sequence of tools, and invoking
the selected tools. Finally, it parses and aggregates
the results returned by the tools and generates a

"https://anonymous.4open.science/r/toolagent-parameter-
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final response to the user. In this process, most cur-
rent research focuses on how to better achieve tool
retrieval and selection, paying attention to the final
response (Ning et al., 2024; Wang et al., 2024b).
However, it fails to delve deeply into the risk points
when invoking the tools. Moreover, since existing
research does not discuss and analyze the source of
parameter information (Lu et al., 2024), the evalu-
ation work is difficult to reflect the complex input
scenarios in the real world. We have discovered
that the quality of parameter filling significantly
influences whether tools can effectively enhance
LLM’s problem-solving capabilities. Therefore,
our research focuses on the issue that LLMs pro-
vide incorrect parameters during the tool invocation
phase. Specifically, we performed a comprehensive
analysis of LLM parameter-filling behaviors and
constructed a data-driven taxonomy. In addition,
to further simulate complex real-world scenarios,
we strive to perturb the input source of parame-
ter information. By analyzing the changes in the
LLM’s parameter behavior, we can provide effec-
tive suggestions for improving the reliability and
effectiveness of the tool agent.

3 Failure Taxonomy Construction

The purpose of this study is to explore the impact
of parameter failure issues on tool agents, identify
the root causes of tool invocation failure involving
parameters, and propose improvement suggestions.
However, there is not yet a comprehensive param-
eter failure taxonomy in place. Therefore, before
conducting experiments, we first need to construct
a parameter failure taxonomy. The construction
process is shown in Figure 2.

We first utilized benchmark datasets reported
in (Ye et al., 2024a), and adopted ToolLLaMa as
the foundational LLM to obtain the behavior tra-
jectories of the LLM when resolving user queries.
The selected dataset and LLM are widely used in
the field of tool agent research, ensuring the rep-
resentativeness of the results. After obtaining the
behavior trajectories, they will be utilized for min-
ing failure patterns. We followed the Grounded
Theory Approach (GT) (Glaser and Strauss, 1967),
which is a qualitative research method that directly
constructs theories from empirical data, to identify
failure patterns.

Specifically, the annotators first understand the
function of each available tool and clarify the rele-
vant parameter requirements, then apply the Open

Coding approach (Khandkar, 2009) to analyze the
agent parameter filling behavior in the environment
interaction trajectories that we collected. Open
coding is a data analysis method that involves de-
composing and conceptualizing data to generate
corresponding codes for identifying key patterns,
themes, or phenomena in the data. Then, using
constant comparative analysis, we systematically
compared the new codes created by the annotators
with the existing codes. This iterative process of
parameter failure pattern identification and open
coding continued until no new insights emerged
from additional data. Eventually, we obtained pre-
liminary patterns from ToolLLaMa’s behavioral
trajectories.

To refine the patterns, we conducted a group
agreement study to ensure that all three annotators
had a consistent understanding of the results and
gradually made iterative modifications to form the
consensus patterns. This process continues until
the Cohen’s Kappa score reaches above 0.9, which,
as suggested by (Landis and Koch, 1977), indicates
an almost perfect level of agreement among annota-
tors and high data quality. Finally, we constructed
a taxonomy that includes five distinct categories
of parameter failures that occur during tool agent
invocation as follows:

* Missing Information: This means that when
invoking tools, the LLM fails to fill in all the
parameters required to solve the task, resulting
in the tool obtaining less information than nec-
essary. This not only leads to imprecise results
returned by the tool, but also directly causes
the failed tool invocation when required pa-
rameter items are missing.

* Redundant Information: This means that
when invoking tools, the LLM sets some addi-
tional parameters within the range identifiable
by the tool that were not mentioned by the
user. For example, it may limit the number of
results that the tool returns. Although this case
usually does not cause the failed tool invoca-
tion, it restricts the range of returned results,
thereby affecting the final result.

» Hallucination Name: This means that when
invoking tools, the LLM has raised a param-
eter name hallucination error, generating pa-
rameter items that are not within the tool’s
recognition range, which prevents the tool
from being correctly invoked. This stops the
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Figure 2: The process of systematically mining the failure patterns using the Grounded Theory Approach
(GT) (Glaser and Strauss, 1967) to obtain a scientific failure taxonomy.

tool from responding normally. In Figure 1,
the “query” parameter set by the LLM for
get_autocomplete is exactly an example of
a parameter name hallucination failure.

* Task Deviation: This means that the param-
eter values deviate from the requirements of
the target task. For example, inconsistencies
in crucial task-related information, such as re-
gions, times, and ID attributes, fall into this
category of failure. In such cases, the tool
appears to be invoked correctly from a macro-
scopic perspective, but it actually misleads
the LLM, causing it to generate incorrect final
solutions to the user’s query.

* Specification Mismatch: This means that the
parameter values set do not match the speci-
fications defined in the tool document. Mis-
match in parameter types, value ranges, and
formats will prevent the tool from processing
the parameters as expected, thereby affecting
the normal use of the tool and the quality of
task completion.

4 Methodology

Based on the constructed taxonomy, we can con-
duct a corresponding sensitivity analysis on the
phenomenon of parameter failure. This process
can draw on the ideas of defect detection in the
field of software engineering, which leverage test
oracle to evaluate the results of the test execution
and determine if they meet expectations (Young,
2001) Based on this concept, we treat the initial
correct behavior trajectories as test oracles and per-
turb them to generate the test samples. Considering
that there are three input sources (i.e., Tool Doc-

ument, User Query, Tool Return) of tool agent
that will have impact on the parameters, to conduct
comprehensive analysis, we design targeted pertur-
bation methods for each of the three input sources
to generate corresponding test samples, which will
be explained in detail as follows.

4.1 Tool Document Perturbation

For the tool document, there are 6 perturbation
methods, namely RD (Removed Description), RE
(Removed Example), WD (Wrong Description),
WT (Wrong Type), SD (Swapped Description), and
CO (Changed Order). These methods perturb the
parameter description documents from different as-
pects, and for comprehensive algorithmic descrip-
tions and implementation details of each perturba-
tion method, please refer to Appendix A.3.1.

* RD and RE test the behavior of LLM un-
der information-lack conditions. The RD
removes the description information of the
required parameters, while the RE erases all
the usage example information. They are in-
tended to investigate whether the model can
accurately comprehend and apply parameters
in the absence of crucial descriptions or exam-
ple guidance.

* WD and WT test LLM sensitivity to envi-
ronmental noise. WD substitutes the param-
eter descriptions in the document with those
of other irrelevant tools, and the WT algo-
rithm alters the data types of the parameters.
This enables us to understand the influence
of such incorrect information on the model’s
understanding of parameters and its correct
utilization of tools.



¢ SD and CO test LLM sensitivity to changes
through information order and correspon-
dence. SD swaps the usage description infor-
mation of a specified pair of parameters, and
CO rearranges the order of the parameter us-
age descriptions. This helps to understand the
model’s adaptability when faced with changes
in the order of parameter descriptions or the
correspondence between descriptions and pa-
rameters.

4.2 User Query Perturbation

For user query, there are 4 perturbation methods,
namely RPr (Remove First Parameter), RPr, (Re-
move Last Parameter), CP (Complicate Param-
eter), and AN (Add Noise). These algorithms
perturb the original user query ) from different
dimensions, aiming to explore the performance of
the model when faced with changes in this input
source, and for comprehensive algorithmic descrip-
tions and implementation details of each perturba-
tion method, please refer to Appendix A.3.2.

* RPr and RPj test the LLM’s dependence
on the integrity of user query. RPp re-
moves the first parameter information from
the user query, while RP;, removes the last
parameter information. They are used to eval-
uate whether the model can still execute tasks
based on the remaining parameters when key
parameters are missing in the user query.

* C'Pand AN test the anti-interference abil-
ity of the LLM when faced with complex
or noisy queries. C'P replace the parameters
with complex descriptive phrases, while AN
adds interfering information similar to the pa-
rameters after the query. This is helpful for
testing the adaptability and robustness of LLM
in real and variable user query environments.

4.3 Tool Return Perturbation

For tool return, there are 5 perturbation methods,
namely FK (Fuzz Key), AP (Apply Prefix), CK
(Camel Case Key), UK (Underscore Notation Key)
and CF (Corrupt JSON format). The purpose is to
explore the specific impacts of different types of
changes in tool return on the performance of LLM,
and for comprehensive algorithmic descriptions
and implementation details of each perturbation
method, please refer to Appendix A.3.3.

¢ FK and AP test LLM’s understanding and
utilization of keys and values in the JSON

format tool return. The FK algorithm re-
places the key names in the tool return with
“Object_i", where i varies according to the
number of keys, eliminating the original se-
mantic information of the key names. Simu-
lates the situation where the semantic infor-
mation of key names may be ambiguous in
practical applications. AP, specifically target-
ing ID-type return (the most likely to be uti-
lized as parameters in tool chain scenarios),
adds the prefix “ID_" to them. By perturbing
the semantic information of key names and
adding prefixes to ID types of return, we can
observe the sensitivity and processing ability
when changing the tool’s return results.

CK and UK test the LL.M’s compatibility
and adaptability to these different naming
conventions. CK converts the key names in
the tool return into camel-case notation, while
the UK converts them into underscore nota-
tion. In actual data interactions, different tools
or systems may adopt different naming con-
ventions. By performing different conversions
on the key names, we can evaluate the flexi-
bility of the model when processing multiple
data formats and determine whether the model
can maintain stable performance when facing
different naming styles.

CF tests the impact of malformed tool re-
turn format on the LLM’s judgment. CF
simulates the format errors of tool return data
during transmission or processing by corrupt-
ing the JSON format of the tool return. Test
the fault tolerance. When the model faces
the tool’s return with a corrupted format, we
observe whether it can make a reasonable re-
sponse, to understand the robustness and sta-
bility of the model when dealing with abnor-
mal data formats.

5 Experiment

5.1 Data Preprocessing

The process of data preprocessing for the evalua-
tion experiment is shown in Figure 3. To ensure the
representativeness and generalizability of the ex-
perimental results, we further introduced the Tool-
Bench dataset for testing, which contains a variety
of original user queries, including single-tool and
multi-tool commands. We excluded data with orig-
inally unsolvable queries to avoid interfering with
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Figure 3: The process of data preprocessing in our experiment. Enhanced behavioral trajectories were obtained
through input sources perturbation to evaluate changes in LLMs’ parameter behaviors.

subsequent analysis of the impacts of parameter
information sources. We also excluded scenarios
where no parameters are required for any tools, as
these do not contribute to understanding changes
in parameter behaviors. Filtering the data helps in
analyzing how various input sources impact param-
eter behaviors, thus improving the reliability of the
results. In addition to addressing the sample insuf-
ficiency issue due to the filtering operations, we
also generated some augmented data using GPT-4
based on the original data as a supplement. Ulti-
mately, for each investigated LLM, 600 behavior
trajectories are obtained as initial data. For each
600 LLM-specific initial data, we apply 15 pertur-
bation methods based on the input sources, and a
total of 9,000 enhanced behavioral trajectories will
be used in a sensitivity analysis.

5.2 Setting

All experiments run on a NVIDIA GeForce RTX
A6000 GPU and set maximum_observation_length
as 1024. We evaluated 4 state-of-the-art open
source and closed source LLMs that have outstand-
ing tool utilization capabilities, including GPT-
3.5-Turbo(OpenAl, 2022), GPT-40-mini(OpenAl,
2024), ToolLLaMA-v2 (Qin et al., 2023) and
Qwen2.5-Plus(Yang et al., 2024).

Evaluation Metrics. We define the Failure
Rate to measure the frequency of failures during
the testing process, and the formula is as follows

ey

where N represents the number of test cases
that have passed, and N, represents the total
number of test cases. We use oracles and the de-
rived failure taxonomy. The parameter filling be-
havior of the LLM is compared against the oracle.
If no failure patterns are detected, the test case is
considered passed, otherwise, it is marked as failed.
For Task Deviation and Specification Mismatch pat-
terns, we further used the Rouge-L (Lin, 2004),
setting the threshold at 0.8, and calculated the se-
mantic similarity of this failure manifestation to
the oracle based on this criterion.

6 Results

In this section, we analyze the sources of failure
and clarify their impact on task completion. Based
on these results, we propose further suggestions for
improvement in the tool agent design. The main
results are shown in Table 1. Overall, most of the
information about tool parameters is included in
the user query, while the internal operation mecha-
nism of the agent in actual use is usually invisible
to the user. There is a conflict between the informa-
tion gap between the two and the requirement for
information consistency. Additionally, the design
of the tool return results should not be overlooked,
they should have good organization and a unified
contextual style. Hallucination name failures oc-
cur mainly due to inherent issues with LLMs, and
external information problems usually do not exac-
erbate this issue. The experimental results of each
input source will be further explained below. Fur-



Table 1: Failure Rate (FR, %) of different base large language models under perturbation algorithms targeting tool
documents, user queries, and tool returns. Also shown are the proportions of Task Deviation and Specification
Mismatch exceeding the threshold of 0.8 (%) based on Rouge-L.

Base LLMs ‘ Failure Taxonomy

‘ Perturbation Tool Document

‘ Perturbation User Query ‘ Perturbation Tool Return

RD RE WD
(%) (%) (%) (%)

SD CO WT |RPr RPp

CP AN |FK AP CK UK CF

(%) (%) | () (%) (%) (%) | (%) (%) (%) (%) (%)

Task Deviation 19.00 20.50 27.83 21.50
Specification Mismatch | 2.17 2.00 3.00 3.00
Hallucination Name 1.17 117 117 1.00
Missing Information 9.67 6.50 11.17 9.33
Redundant Information|12.50 5.00 3.67 6.17

GPT-3.5-Turbo

20.67 46.00(58.17 58.83 27.33 20.67|18.33 20.33 19.00 18.83 19.17
2.83 23.17|2.83 2.00 5.17 3.00|1.83 217 333 250 1.67
1.17 033 |0.67 1.00 0.67 1.33|0.83 0.67 050 133 0.50
8.67 10.50| 7.83 10.17 7.17 833 |6.17 850 6.67 7.17 8.67
7.83 350|450 4.83 483 533|433 517 533 450 3.83

|Rouge-L 16.22 15.71 14.05 17.59

15.71 31.03| 7.14 5.92 16.14 14.08|13.97 17.95 17.80 16.23 15.59

Task Deviation 8.67 11.50 18.67 6.50
Specification Mismatch | 0.83 1.67 2.33 0.50
Hallucination Name 0.17 0.00 0.33 0.00
Missing Information 22.17 4.83 6.67 4.17
Redundant Information| 5.00 3.00 5.33 4.33

ToolLLaMA-v2

13.83 37.83|55.17 55.17 17.00 4.17 | 3.67 133 0.67 0.83 3.33
2.00 21.50| 1.33 0.83 3.17 0.67 | 0.17 0.00 0.00 0.00 0.17
0.00 0.00|0.00 0.00 0.00 0.00|0.00 0.00 0.00 0.00 0.00
10.67 4.83 | 5.67 5.00 3.67 350|133 1.00 0.83 0.67 1.67
9.17 6.00|5.83 4.17 1.67 283|150 0.17 0.67 0.50 1.33

|Rouge-L |18.18 20.00 16.26 10.77

15.29 36.10| 4.26 4.21 8.39 14.63|3.85 0.00 0.00 0.00 7.69

Task Deviation 15.83 18.50 26.00 19.00
Specification Mismatch | 2.17 2.00 4.50 3.00
Hallucination Name 0.17 0.00 0.17 0.00
Missing Information 15.33 5,50 9.33 7.33
Redundant Information| 5.33 2.83 4.33 5.00

GPT-40-mini

19.00 49.0051.33 50.50 28.17 19.50|19.33 18.33 20.17 19.33 13.50
2.33 24.00| 3.00 3.33 5.83 250|233 317 133 150 7.33
0.17 0.00|0.00 0.17 0.00 0.17 | 0.00 0.17 0.17 0.17 0.00
733 850933 9.17 633 550 |6.00 583 517 517 9.50
533 433|467 3.83 4.17 3.00|4.00 450 3.83 4.00 2.83

‘Rouge—L 23.67 14.90 17.07 21.23

20.00 29.28| 8.26 11.49 17.61 16.89|22.03 24.88 16.24 15.46 17.01

Task Deviation 7.83 17.83 11.67 8.17
Specification Mismatch | 1.17 3.50 2.00 1.33
Hallucination Name 3.00 1.83 2.17 3.67
Missing Information 5.33 4.00 4.17 2.67
Redundant Information| 2.83 1.67 3.50 2.33

Qwen2.5-Plus

9.83 14.17|41.67 44.33 17.00 11.67| 9.33 7.83 6.83 9.00 5.83
0.67 20.50|2.17 1.33 3.67 133 |1.17 1.00 150 1.00 0.83
283 217|133 1.17 1.67 1.67 | 2.67 183 1.67 150 1.33
450 2.83|3.17 2.83 3.50 3.00|3.17 200 2.67 3.50 3.33
1.83 233|183 150 1.50 1.67 |2.17 150 083 1.17 1.50

|Rouge-L |21.25 27.84 17.59 16.88

17.02 58.49‘ 9.27 5.78 20.51 20.75‘23.40 21.52 25.00 14.44 18.52

thermore, we also explored the transmission effects
between failures and the causes of cases that did
not result in failures, and provided relevant insights.
For details, please refer to the Appendix A.1 and
A2.

6.1 Result on Tool Document Perturbation

As shown in Table 1, among several perturbation
methods, WT perturbation can greatly lead to task
deviation and specification mismatch, and this phe-
nomenon exists in different LLMs, revealing the
correlation between data types and these two types
of failure patterns. Especially for the failure pattern
of specification mismatch, the FR of WT is much
higher than other methods, indicating that this per-
turbation may be the key cause of this failure pat-
tern. In addition, RD also exhibits a relatively high
FR in the failure pattern of missing information.
Although other methods may not be particularly
prominent, they still have a certain FR for some
types of failure patterns, so they cannot be ignored.
The significant decrease in the Rouge-L score indi-
cates a clear semantic difference in failure patterns.
Even perturbation methods with a low error rate
may threaten the accuracy of parameter filling by

interfering with the structure or semantic informa-
tion of the input sources, and comprehensive con-
sideration is needed in the design of tool agents.
In summary, wrong parameter type descriptions in
tool documents mislead LLMs’ parameter setting,
causing excessive or insufficient information allo-
cation and degrading tool performance. Missing
required parameters may lead LLMs to conclude
tasks are unsolvable after repeated failed invoca-
tions, undermining agent usability. Inaccurate re-
turn results deprive LLMs of effective information
during aggregation, affecting task solutions. Mean-
while, tools for obtaining additional information
can increase the security risks of the agent.

We suggest that: In the design of tool agents,
it is necessary to ensure the completeness and ac-
curacy of the tool documentation information. A
parameter data-type verification mechanism can be
employed. Once an error is detected, it can provide
timely feedback and prevent further tool operations.
The role of using a small number of samples for
learning to enhance the LLM’s understanding of
parameter functions should not be underestimated.
Especially when the user query lacks information,
we observed in our experimental results that the



supplementary information in the examples can
effectively mitigate failures. In addition, it is neces-
sary to regularly evaluate the usage of tool parame-
ters and promptly adjust the tool design to improve
fault tolerance.

6.2 Result on User Query Perturbation

From Table 1, it can be seen that the two RP meth-
ods have the greatest impact on task deviation, ex-
ceeding 50% FR on almost all LL.Ms, indicating
that parameter removal has a significant impact on
task completion. In addition, parameter removal
also has a certain impact on missing information
and redundant information, but since other pertur-
bation methods can also trigger these failures to
some extent, parameter removal is not the main
cause of these failure patterns. A lower Rouge-L
score indicates that the task deviation caused by the
absence of user query parameters is more severe,
and it is also more likely to lead to task failure. In
summary, after removing some parameter details
from the user query, LLMs will utilize their text
generation capabilities to construct parameters to
invoke the tool. This characteristic causes the be-
havior trajectory to deviate, making it difficult to
ensure the quality of the final result. Inaccurate
expression of user information will exacerbate the
problem of parameters not conforming to the spec-
ifications. The problem is more serious, especially
when the parameters depend on user expressions
or when the organizational structure of parameter
information is inconsistent with the tool document.

We suggest that: In the design of tool agents,
it is crucial for users to understand the require-
ments of the tools and to know what constitutes a
correct expression. Completely invisible tool oper-
ations are detrimental to the functionality of tool
agents. Effective query templates and prompts can
be provided to users. The key is to ensure the in-
put specification of the information required by the
tool and its protection during transmission. When
using safety-related tools, more attention needs to
be paid to the situation where the LLM constructs
parameters that are not in line with the user’s intent.

6.3 Result on Tool Return Perturbation

For the tool return perturbation, FR is lower com-
pared to the other two input sources, but it still has
a triggering rate of over 5% for some failure pat-
terns, especially for two closed-source large mod-
els. As shown in Table 1, different perturbation
methods can trigger the task deviation and miss-

ing information to some extent. Among them, CF
has the highest failure rate on missing information,
which indicates the importance of tool return for-
mats. It can be seen that even if the overall Failure
Rate (FR) is not high, the deviation from the task
is still significant once a failure occurs from the
Rouge-L results. In summary, agent developers
should not overlook tool return specifications, as
ignoring parameter passing relationships can cause
downstream tools to misparse parameters, disrupt
toolchain invocation, and lead to task failure. Insuf-
ficient feedback from tool failures prevents LLMs
from making effective adjustments, necessitating
improved error message design to enhance post-
failure behavioral adaptation.

We suggest that: In the design of tool agents, it
is essential to clearly specify the format standards
for tool return results and require external tools
to return results following unified specifications.
The feedback content of the tool error messages
should be redesigned so that LLMs can effectively
correct failures. Additionally, ensuring the consis-
tency of parameter passing between different tools
is necessary, as coordinating the parameter passing
process is crucial for the smooth operation of the
toolchain. Furthermore, setting the return length to
avoid abrupt truncation of tool content is important,
as this can otherwise disrupt the complete format
standards.

7 Conclusion

The study delves into the complex parameter chal-
lenges faced by LLLM tool agents during the execu-
tion of the toolchain, revealing five distinct failure
patterns that disrupt workflow integrity. Missing
required parameters will prevent the tool from fully
processing the task; redundant information affects
the accuracy of the tool’s return results; hallucina-
tion names and mismatch specifications fundamen-
tally prevent the tool from being invoked, and task
deviation affects the practical value of the result to
the user. Ambiguous user queries, defective tool
documents, or poorly written tool return results can
spread throughout the toolchain, causing parame-
ter failures and ultimately leading to task failure.
This paper provides a blueprint for designing ro-
bust tool agents by mapping failure patterns and
their interconnections, highlighting proactive input
structuring, adaptive error correction, and attention
to parameter propagation in the toolchain to ensure
reliable and traceable toolchain operations.



Limitations

Our experiments focused mainly on data in English.
There are significant differences in morphology,
syntax, and semantics in different languages. This
could influence how parameters are extracted and
processed from the input information. Therefore,
there may be differences in the failure taxonomy
and the relationships between the observed fail-
ure patterns. Future research should broaden its
scope to include multilingual data, improving the
generalizability of our findings. In addition, our
research was limited to relatively controlled single-
turn conversation scenarios. It lacked considera-
tion of real-time and multi-turn conversation sce-
narios and mainly revolved around API-type tool
invocations. Errors in non-API-type tools, such
as command-line tools and libraries used in spe-
cific programming language environments, were
not explored in this article. Future research should
investigate parameter filling processes and failures
across a broader range of tool types to develop
more comprehensive strategies to improve the reli-
ability of tool agents.

Ethical Considerations

The main ethical concern of this article is that the
use of the tools may involve personal sensitive in-
formation, posing a risk of privacy leakage. Ad-
ditionally, for some behaviors related to the local
operating system environment, a virtual environ-
ment isolation mechanism should be set up. Ensure
that tool interactions and executions occur within a
sandbox environment to prevent the direct exposure
of sensitive system details.
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A Appendix

A.1 Transfer Effect between Parameter
Failure

After further statistical analysis of the experimental
results, we found that more than half of the failed
data in all perturbation cases exhibited multiple
failure patterns. This indicates that these failure
patterns may not exist independently but are inter-
related and exhibit a transfer effect.

To illustrate this, we have created Figure 4,
which shows a heatmap of the failure correlations.
The transfer of these failure patterns shows asym-
metry. Except for the failure of parameter name
hallucination, other failures show a significant ten-
dency to cause the tool invocation to deviate from
the user’s intent. This is especially true for the
failure of redundant information. This means that
once there is a problem with the tool parameters of
this type of tool agent, it will largely affect the us-
ability of the agent’s results for users. Furthermore,
redundant information significantly alters the tool’s
results, leading to a subsequent incorrect chain of
thought.

A.2 Ineffective Perturbation Analysis

We also examined the cases where the perturbation
had no effect. We found that when the amount of
information was not affected after removing the pa-
rameters in the user query, the agent would not fail.
For example, in “Japanese language (ja)”, the
tool requires “ja” as a parameter. Even if “ja” is
lost in the query due to improper operation, the sen-
tence’s meaning remains intact. This emphasizes
the importance of securing key information in pa-
rameters. Secondly, when the LLM identifies tools
that can help retrieve missing information, it will
actively choose to invoke the tool to try to obtain
more complete information, ensuring task comple-
tion. This indicates the importance of having a
robust disaster-tolerance toolkit.
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Figure 4: Heatmap of the correlation between the transi-
tivity among failure taxonomy

A.3 Perturbation Methods Details

A.3.1 Details of Tool Document Perturbation
Methods

Details of the formulas used in the perturbation
methods for tool documents applied in this article
can be found in Table 2

A.3.2 Details of User Query Perturbation
Methods
Details of the formulas used in the perturbation

methods for user queries applied in this article can
be found in Table 3

A.3.3 Details of Tool Return Perturbation
Methods

Details of the formulas used in the perturbation
methods for tool returns applied in this article can
be found in Table 4

A.4 Parameter Failure Cases
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Table 2: Details of six perturbation methods for tool document

Method
Name

Formula

Description

RD

RE

WD

WT

SD

(6(0]

D' = RD(D) = {(p, d)E}Dlp ¢ RYU{(p,2)lp €

D' = RE(D) = {(z,2)|(z,y) € D}

D' =WD(D) = {(p,W(d))|(p,d) € D}

D' =WT(D) = {(p,W(t))|(p,t) € D}

: (pirdy) ifk =i
D'=8D(D) =4 (pj,di) ifk=j
(px,dr) otherwise

where (pk,di) € D

D' = CO(D) = {(Px(i), dr(i))|(pi, di) € D}

D’ is the new tool document ob-
tained by removing the descrip-
tion information of required pa-
rameters from D.

D’ is the new tool document ob-
tained by removing all parame-
ter usage example information
from D.

D’ is the new tool document ob-
tained by replacing the parame-
ter descriptions in the tool docu-
ment D with the descriptions of
other irrelevant tools.

D’ is the new tool document
obtained by changing the data
types of parameters in D to
other types.

D’ is the new tool document ob-
tained by swapping the usage de-
scriptions of a specified pair of
parameters in D.

7 be a permutation of the set
{1,2,---,n}, which defines a
new order for the usage descrip-
tions of the parameters. Then
the new tool document D’ ob-
tained by changing the order of
the usage descriptions in D

12



Table 3: Details of four perturbation methods for user query

I\I{Ieth()d Formula Description
ame
Q' is the new user query ob-
RPr Q' = RPr(Q) = {info;li=2,--- ,n} tained by removing the first pa-
rameter information from Q.
Q' is the new user query ob-
RPrL, Q' = RPL(Q) = {infoili=1,--- ,n—1} tained by removing the last pa-
rameter information from Q.
Q' is the new user query ob-
;o . . N1 tained by complicating the pa-
cp Q =CPQ) ={C@nfo)li=1,---,n} rameter description for each pa-
rameter information in Q.
Q' = AN(Q) I’ is obtained by adding interfer-
AN =QaJ @ng _information whose meaning
= (infon,info, -+ nfor) © (v o o) 5T 1© Bl f the parame-
jk:f(infok)7k:1727"'7n '
Table 4: Details of five perturbation methods for tool return
hl/{leth()d Formula Description
ame
O’ is the new tool return ob-
/
FK O = FK(O) ={F(k) : v, F(k2) : v2, tained by fuzzing the key names
< Fkn) s vn} inO.
. Then O’ is the new result ob-
AP r_ {oi; : P(oi))lj =1, ,m}U tained by applying prefix to the
{ok : vk & {i1,i2, " ,im}} I D-type return values in O.
O =CK(0) O’ is the new result obtained by
CK ={C(ki) : vi converting key names to camel
(ki,v:) € Oyi=1,--- ,n} case notation in O.
O' =UK(0) O’ is the new result obtained by
UK = {U(ki) : vi converting key names to under-
(ki,v) € 0,0 =1 n} score notation in O.
iy Ui yb— Lyt
/. . .
CF 0 = CF(0) =s(0)[0: ~1]@”...” O' is obtained by corrupting the

JSON format of O.
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User

LLM:

Tool

Tool

LLM:

Tool
Tool

LLM:

Tool

Tool

LLM:

Specification Mismatch Failure

Query: Can you provide the top five related queries for "Bitcoin”
worldwide?

I am calling the "google_trends_search” function with the arguments:
query="Bitcoin” and region="world"”. This API call is made to retrieve
the top five related queries for "Bitcoin” worldwide. By analyzing the
current state, I can see that the user wants to know the popular queries
related to Bitcoin. Calling this function will provide the desired
information and help me generate a comprehensive answer for the user.

Invoke: google_trends_search{"query"”: "Bitcoin”, "region": "world"}

Return: Unsupported “world™ region parameter.

Since the previous API call with

the "world” region parameter failed, I am now trying a different region
parameter to retrieve the top five related queries for "Bitcoin”. By
analyzing the current state, I can see that the user wants to know the
popular queries related to Bitcoin. Calling this function with the new
region parameter will provide the desired information and help me
generate a comprehensive answer for the user.

Invoke: google_trends_search {"query"”: "Bitcoin”, "region”: "COUNTRY"}
Return: Please change the “data_type™ parameter to the one that supports

the “region” parameter.

I am calling the "google_trends_search” function with the arguments:
query="Bitcoin” and region="COUNTRY". Since the previous API call with
the "world” region parameter failed, I am now trying a different region
parameter to retrieve the top five related queries for "Bitcoin". By
analyzing the current state, I can see that the user wants to know the
popular queries related to Bitcoin. Calling this function with the new
region parameter will provide the desired information and help me
generate a comprehensive answer for the user.

Invoke: google_trends_search {"query”: "Bitcoin”, "region": "US"}

Return: Unsupported “US™ region parameter.

I'm sorry, but I couldn't retrieve the top five related queries for
'Bitcoin' worldwide at the moment.
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Missing Information Failure

User Query: We are trying to determine the gender of someone named Alex from
the United States, can you help?

LLM: Based on the user's request to determine the gender of someone named
Alex from the United States, I will call the "predict_gender"” function
with the argument "{"names”: "Alex"}". This function will provide the
best guess for the gender based on the given name. By using this function,
I can help the user determine the gender of Alex accurately.

Tool Invoke: predict_gender{"names": "Alex"}

Tool Return: [{"count"”: 1665200, "name": "Alex", "gender": "male",
"probability”: ©.95}]

LLM: The gender prediction for Alex is male with a probability of 0.95.

Redundant Information Failure

User Query: I have experience as a project manager and am looking to
transition into the tech industry. Can you provide some job
options that might be suitable for me?

LLM: Based on the user's query, they are looking for job options in the tech
industry. To provide suitable job options, I will use the "
google_jobs_search” function to search for tech-related job opportunities.
By specifying the query as "tech industry” and the country as "us”, I
can retrieve relevant job listings. This will help the user explore
different job options and find a suitable position in the tech industry.

n

Tool Invoke: google_jobs_search{"query": "tech industry”, "gl": "us"}

Tool Return: [{"title": "Technology Director”,...... 1]

LLM: Here are some job options suitable for you in the tech industry:
1. Technology Director at Bullhorn....
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User

LLM:

Tool
Tool

LLM:

Tool
Tool

LLM:

Tool
Tool

LLM:

Hallucination Name Failure

Query: Can I get a summarized list of all threads on the 'mu' board from
page number 57?

I am calling the "get_threads” function with the arguments {"board”:
mu”, "page_size": "5"} to retrieve a summarized list of all threads on
the 'mu' board from page number 5. This will help me gather the
necessary information for further analysis and decision-making.

n

n

Invoke: get_threads{"board”: "mu", "page_size": "5"}
Return: get_threads() got an unexpected keyword argument 'page_size'

I am calling the "get_boards” function with the arguments {"page"”: "5"}
to retrieve the boards from the 'mu' board. By specifying the page
number as 5, I can gather the necessary information for further analysis
and decision-making.

Invoke: get_boards{"page"”: "5"}
Return: [{"board”: "hm", "title": ...}]
I am calling the "get_catalog” function with the arguments {"board”:

"mu"} to retrieve the catalog of the 'mu' board. By accessing the
catalog, I can gather information about the available boards and their
attributes. This will help me understand the current state and proceed

with the task effectively.

Invoke: get_catalog{"board”: "mu"}
Return: [{"no": 124243642, "sticky": 1, ...}]

The summarized list of all threads on the 'mu' board from page number 5
is not available at the moment.
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LLM:

Tool

Tool

LLM:

Tool

Tool

LLM:

Task Deviation Failure

User Query: Explore arXiv articles related to astrophysics with an emphasis

on dark matter. Provide the first 3 results.

I am calling the "arxiv_query” function with the arguments: search_query
= "astrophysics dark matter"”, id_list = "0,1,2,3". This API call is made
to retrieve the first 3 articles related to astrophysics with an
emphasis on dark matter. By providing the search query and specifying
the desired ID list, I can obtain the relevant articles and fulfill the
user's request.

Invoke: arxiv_query{"search_query": "astrophysics dark matter”,

"id_list": "0,1,2,3"}
Return: incorrect ID format

I am calling the "arxiv_query"” function again with the arguments:
search_query = "astrophysics dark matter”, id_list = "0,1,2,3". Since
the previous call returned an error due to an incorrect ID format for 0,
I am modifying the ID list to include only valid IDs. By doing this, I
hope to retrieve the first 3 articles related to astrophysics with an
emphasis on dark matter and fulfill the user's request successfully.

Invoke: arxiv_query{"search_query": "astrophysics dark matter”,
"id_list": "0,1,2,3"}

Return: incorrect ID format

I'm sorry, but I couldn't retrieve the arXiv articles related to
astrophysics with an emphasis on dark matter.
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