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Abstract

The accurate estimation of locations and emission
rates of gas sources is crucial across various domains,
including environmental monitoring and greenhouse
gas emission analysis. This study investigates two
drone sampling strategies for inferring source term
parameters of gas plumes from atmospheric mea-
surements. Both strategies are guided by the goal of
maximizing information gain attained from observa-
tions at sequential locations. Our research compares
the myopic approach of infotaxis to a far-sighted nav-
igation strategy trained through deep reinforcement
learning. We demonstrate the superior performance
of deep reinforcement learning over infotaxis in en-
vironments with non-isotropic gas plumes.

1 Introduction

As a result of global warming, permafrost soils are
thawing and will potentially release large amounts of
greenhouse gases such as methane and carbon diox-
ide into the atmosphere [1]. Understanding the scale
and distribution of these greenhouse gas sources
helps improve the reliability of climate projections.

Determining the location and flux (i.e. emis-
sion rate) of greenhouse gas sources remains chal-
lenging as they cannot be observed directly. In-
stead, these source term parameters must be in-
ferred through the analysis of observational data,
such as gas concentrations and other atmospheric
variables. This inverse problem is known as source
term estimation (STE) [2]. The Bayesian inver-
sion approach combines observational data with an
atmospheric plume model, accounting for uncertain-
ties in both, to yield a probability distribution over
possible source term parameters. Sequentially ap-
plying Bayes’ theorem to each observation updates
the parameters’ probability distribution [3] so as to
constrain uncertainty in the source term estimates.

Observations can be acquired using static sen-
sors (e.g. measurement towers), mobile sensors (e.g.
drones), or a combination of the two. Although
mobile sensors offer the advantage of flexibility and
adaptability, the challenges of devising the opti-
mal sampling strategy become even more apparent.
Sample trajectories can be pre-planned in an of-
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fline manner, for example, by selecting a sweeping
“lawnmower” pattern, or they can be adapted to the
environment in an online manner [4]. The latter is
known as informative path planning (IPP).

In this paper, we explore two approaches to IPP
for addressing the STE problem. The first approach
involves a modified version of infotaxis, an online
search strategy initially introduced by Vergassola et
al. [5] for source localisation. Our work extends this
algorithm to estimate multiple source term parame-
ters. The second approach uses deep reinforcement
learning (DRL) [6] to develop a sampling strategy.
We train a mobile drone-based sensor to obtain the
most certain estimates of the source term parameters
within a finite number of observations, simulating
the constraints of a drone’s limited battery life. This
study aims to determine whether a DRL strategy
with an information-based reward can outperform
the infotaxis strategy in the context of STE.

Recent studies have explored the application of
DRL for guiding mobile sensors in source seeking
tasks [7-11]. However, these studies focused solely
on source localisation, neglecting source strength
estimation. Moreover, task completion in [7, 9-
11] was determined based on the proximity of the
mobile sensor to the source. This is impractical
for the real-world identification of unknown green-
house gas sources whose location is uncertain. This
study seeks to jointly address both the source lo-
calisation and strength problem. While Park et
al. [12] did consider the STE problem, they aimed
to minimize the number of observations needed for
accurate STE, rather than minimizing uncertainty
within a single sampling flight. In line with van Hove
et al. [13], we apply an information-based reward
function. Whereas this earlier study estimated the
source strength at a known location using tabular
RL, we apply deep RL herein to account for the
larger parameter space.

The study’s primary contributions are as follows:
(a) Application of DRL to address the STE prob-
lem under pertinent constraints for greenhouse gas
mapping in the field - considering unknown source
locations, fixed flight time due to battery limitations,
and noisy observations by the sensor. (b) Comparing
the performance of DRL with an information-based
reward to infotaxis. (c¢) Comparison between two
neural network architectures: a feed forward struc-
ture with fully connected layers (as utilized by [7—
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11]) and a convolutional neural network.
2 Problem description

The navigation of mobile sensors for STE is a
sequential decision-making problem characterized
by uncertainty and partial observability. The mo-
bile sensor cannot directly perceive the true state of
the emissions but instead receives incomplete and
uncertain observations related to gas concentration.
In a mathematical framework, the problem can be
represented as a Partially Observable Markov De-
cision Process (POMDP) [14], that can be framed
as a belief Markov Decision Process (beliet-MDP)
where states are replaced by belief states. In this
context, the mobile sensor - the agent - maintains
a probability distribution over the unknown source
term parameters - its belief - while navigating a two-
dimensional grid. At each time step, the agent can
choose from a set of five actions: {—, +, |, T, stay}.
After executing an action, the agent receives a noisy
observation which it uses to update its beliefs about
the source term parameters through Bayesian infer-
ence. Solving the navigation problem for STE with
mobile sensors means finding the optimal strategy -
the policy - for mapping belief states to actions. The
agent’s objective is to maximize a reward function
that incentivizes it to select actions leading to more
certain source term estimations.

2.1 Observation model

A greenhouse gas source emits detectable par-
ticles that are dispersed through domain A un-
der turbulent transport conditions. We use the
advection-diffusion plume model presented in [5]
to compute the mean number of detected particles,
or “hits”, by an agent at position x = [z,y] € A
during a sampling time interval At. The source
term parameter vector @ includes the source loca-
tion x5 = [xs,ys] € A and its source strength (i.e.
flux) ¢ € RT. In two dimensions, the mean number
of hits detected by an agent with body radius r is
given by Eq. (1)
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where the wind has been taken to blow in the nega-
tive y-direction. K is the modified Bessel function
of the second kind of order 0. In this model, the gas
particles have a finite lifetime 7. Mean wind speed V'
and effective diffusivity D (i.e. turbulent and molec-
ular diffusivity) affect the dispersion length scale A
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Figure 1. Example of a hit map: (left half) map of the
mean number of hits u calculated by the analytic plume
model Eq. (1), and (right half) a possible map of noisy
sensor measurements h from Eq. (3).
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An example of a mean hit map is shown on the left
half of Figure 1. The maximum number of hits is
fixed to an upper bound, hy.x. The mean hit map
becomes isotropic in the absence of wind.

The stochastic data generating process for the
number of hits detected by the sensor during sam-
pling interval At is modelled by a Poisson distribu-
tion. The probability that the sensor detects h hits
is given by Eq. (3)

(2)

uh

Pr(hlp) = S5 exp(—p).

N (3)

The right half of Figure 1 shows a possible mea-
surement map. The difference between the left half
and right half of the map demonstrates the chal-
lenge of STE in turbulent conditions. Observations
are sparse and noisy, and gradient-based sampling
strategies for STE are therefore often not optimal
and can fail in turbulent flows.

2.2 Bayesian inference

Each hit observation provides information about
the source term parameters. The agent applies
Bayesian inference after each observation to main-
tain an up-to-date belief about the source term
parameters Pr(0), where 0 is a discrete random
variable of all possible source locations and fluxes.
In particular, Bayes’ rule (4) maps the prior belief
Pr(0,,) to the posterior belief Pr(8,,|h,) after a hit
observation h,, at time ¢,

Pr(h,|0,)Pr(6,)

Pr(0,|h,) = Pr(hn) ,

(4)




where the likelihood Pr(h,|60,) is computed by
Eq. (3) with p given by Eq. (1). All probabili-
ties are implicitly conditioned on the plume model
and background information, including agent’s lo-
cation x and wind speed V, among others. The
evidence Pr(h,) = >, Pr(h,|0') Pr(8) acts as
a normalizing constant such that the posterior be-
lief over all possible 055) sums to one. Our agent
applies Eq. (4) sequentially in time by letting the
posterior at time ¢,, become the prior at time ¢,,41,
Pr(6,,+1) = Pr(0,|h,), resulting in dynamic belief
updating.

3 Sampling strategies

Within the belief-MDP framework, the agent’s be-
lief state is denoted as s = (x, Pr(0)). In this study,
both DRL and infotaxis policies utilize a reward
function based on information entropy. Information
entropy H [15] is non-negative and measures the
uncertainty of a probability distribution. The infor-
mation entropy (measured in nats) of a belief state s
is given by Eq. (5)

H(s)=—=> Pr(0")InPr(8"). (5)

Note that information entropy of a belief state is
not directly affected by the agent’s location x, and
relies only on Pr(@), which in turn depends on the
agent’s sampling strategy and observations. The ini-
tial prior belief of the agent is a uniform distribution
over all possible source locations and fluxes, result-
ing in maximum information entropy. Conversely,
the information entropy of a Kronecker delta distri-
bution, where the probability is one for a specific
0% and zero for all others, attains the minimum
information entropy of zero.

3.1 Infotaxis

Infotaxis [5] is a greedy policy which sequentially
maximizes its reward function. At each step, the
agent selects an action a that maximizes the ex-
pected information gain G [9], such that Eq. (6)
follows

Tinfotaxis(S) = arg max G(s,a). (6)
Expected information gain is the expected difference
in information entropy between the agent’s current
belief state s and all possible successor belief states
s', given by Eq. (7)

G(s,a) = H(s) = Y _Pr(s's,a)H(s').  (7)

The agent can reach different successor belief states
depending on the hits it receives after performing
action a. Combining Eq. (6) and (7) gives Eq. (8)

7Tinfotaxis(s) = arg main Z PI‘(S/|S, CL)H(S/) . (8)

such that the policy can also be formulated as se-
lecting the action that transitions the agent to the
successor belief state with the minimum expected
information entropy (i.e. minimum uncertainty).

3.2 Deep reinforcement learning

Infotaxis is a myopic approach, aiming to max-
imize the expected reward of the next action. In
contrast, RL trains a policy to maximize the cumu-
lative reward obtained throughout an entire episode,
considering a sequence of actions. The essence of RL
lies in identifying the optimal policy associated with
the optimal value function v.(s). This represents
the maximum expected cumulative reward that can
be achieved from a given belief state. The large
number of possible beliefs Pr(€) in a belief state s
prevents the use of exact methods for obtaining
v, (s). Consequently, we approximate v, (s) through
a parameterized function 0(s,w), in the form of a
deep neural network [16] with weight vector w. The
Bellman optimality equation for the approximate
value function [6] is given by Eq. (9)

0(s, ws) = maxZPr(s’m\s,a) [r+0(s', wi)] ,

s'.r
(9)
where 7 is the reward. We use a reward function
based on information gain (7): » = —H(s’). This
reward function depends only on successor state s’,
such that Eq. (10) follows as the Bellman optimality
equation for this study

O(s, W) = mainZPr(s’\s, a) [H(s") +0(s',w,)] .

(10)
Solving for the optimal weights w, involves min-
imizing the residual error, known as the Bellman
optimality error (11) [9]

L(w) = Eq minZPr(s’|s7a)

. (11)
[H(s") + (s, w)] — O(s, W)

The expectation is taken over belief states s visited
when following policy 7 derived from v and defined
by Eq. (12)

7i(s,w) = arg mainZPr(s’|s,a) [H(s') +0(s',w)] .

(12)



The functional L(w) is the loss function, and train-
ing the neural network entails optimizing the weights
w, = argminy L(w) using stochastic gradient de-
scent, aiming to minimize the loss function. The sub-
sequent DRL policy is given by Eq. (12) evaluated
with the optimized weights mpry (s, W) = 7 (s, Wy).
Note that by initializing the weights of the value
function in proximity to zero, the untrained DRL
policy (12) closely resembles the infotaxis policy (8).

Our DRL algorithm is based on Deep Q-Networks
(DQN) [17], an extension of Q-learning to deep neu-
ral networks. While most RL algorithms are model-
free and use state-action values ¢(s,a), our study
is inspired by the approach of Loisy and Eloy [9]
and Loisy and Heinonen [11] (with accompanying
code [18]), and adopts a model-based approach due
to our exact knowledge of transition probabilities
Pr(s’,r|s,a). This allows us to work with o(s, w)
instead of ¢(s,a, w).

We utilize a feedforward neural network and com-
pare two different network architectures: (a) an
architecture with 3 fully connected hidden layers
each containing 32 units, and (b) an architecture
with 4 hidden convolutional layers with a filter size
of 32 and a kernel size of 3. Average pooling with
kernel size 2 and stride 2 is applied. Both network
architectures use rectified linear units (ReLU) for
activations, and a linear output layer. The network
sizes are tuned such that adding more weights does
not increase their performance any further. The
weight parameters are trained over 20,000 episodes
using stochastic gradient descent with mini-batches
of size 128.

During preprocessing, we transform belief
state s = (x,Pr(0)) containing the agent’s position
and source term probability distribution (N, x N, X
N, tensor), into a source term probability distribu-
tion centered on the agent ((2N;—1)x (2N, —1) X Ny
tensor) [18]. Tensor elements outside the physical
domain are set to zero. When used as an input
for architecture (b), the tensor can be conceived
as an image representing spatial data with dimen-
sions (2N, — 1) x (2N, — 1) pixels and N, channels.
The tensor is flattened when used as an input for
architecture (a).

4 Results

We adopt a non-dimensional representation of ob-
servation model (1) whereby hit counts are governed
by dimensionless parameters: source flux q~5, loca-
tion x, agent radius 7, gas lifetime 7, mean wind
speed V, and effective diffusivity D. We assume
that the source is located within a domain of 11
x 11 grid cells and has one of the following fluxes:
6= {1,2,3,4,5}. As a result, we consider 605 possi-
ble source term scenarios. The constants 7 = 0.5 and

7 = 10,000,000 are fixed. In sections 4.1 and 4.2,
we maintain V = 2 and D = 2, while other values
for V and D are explored in section 4.3. The agent
starts in the center of the domain and performs 20
actions. The evaluation statistics presented herein
are derived from 5,000 episodes.

4.1 Deep neural network

We assess the performance of a DRL policy ap-
proximated through a fully connected (FC) architec-
ture and a convolutional neural network (CNN) as
outlined in section 3.2. The FC architecture attains
an average cumulative entropy of 66 nats, while the
CNN performs slightly better with an average of
65 nats. In this study, we define success as the
agent’s ability to estimate the correct source loca-
tion and flux with a final posterior probability of
Pr > 0.5. The FC architecture achieves success in
70% of episodes, while the CNN achieves this in
71% of episodes. The CNN architecture is used in
subsequent sections of this study.

4.2 DRL versus infotaxis

We observe that the infotaxis policy achieves suc-
cess in 58% of episodes (compared to 71% for DRL).
Figure 2 shows a scenario with two agents navigat-
ing an environment with a gas source with QNS =2
at X5 = (9,1): one agents follows the infotaxis pol-
icy, while the other adheres to the DRL policy. In
the absence of receiving any hits, both agents move
downwind (negative y-direction). The DRL agent
follows a sweeping pattern downwind, whereas the
infotaxis agent traverses along the edge of the do-
main. Upon detecting hits, the entropy of the agent’s
belief state reduces more significantly compared to
zero hit events. Over the entire episode, the DRL
agent receives more valuable information than the
infotaxis agent, leading to a greater reduction in
uncertainty of its belief state, and subsequently a
superior (i.e. smaller) cumulative entropy.

We investigate whether DRL outperforms info-
taxis across all source term scenarios considered
in this study. As demonstrated in Table 1, the
success rate increases with source strength, consis-
tently favoring the DRL approach over infotaxis. By
evaluating the performance across different source
locations (not shown), we find that the DRL pol-
icy surpasses the success rate of infotaxis in 76% of
source locations, primarily in the upper and right
segments of the domain. Conversely, infotaxis out-
performs DRL in 24% of source locations, mainly
in the lower-left segment of the domain. As demon-
strated in Figure 2, this coincides with the region
that the infotaxis agent navigates towards in the
absence of any detected hits.
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Figure 2. Agent navigation in an environment with V=2and D= 2, and source term parameters Xs
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and ¢ = 2: (left) DRL and infotaxis sampling paths, and (right) (cumulative) entropy. Lower entropy indicates a
reduced uncertainty in the estimation of the source term parameters.

Table 1. Success rate of DRL and infotaxis evaluated
across different flux values ¢ (training encompassed all
source term scenarios).

b=1 ¢=2 ¢=3 ¢=4 ¢=5
DRL 40% 65% 80% 84% 85%
infotaxis | 31% 49% 65% 2% 76%

4.3 Sensitivity to V and D

Figure 3 illustrates a relative Discrete Ranked
Probability Score [19] (DRPSposterior / DRPSprior)
for DRL and infotaxis policies across environ-
ments with varying known diffusivities D and wind
speeds V. The agents are trained under these spe-
cific environmental conditions. DRPS is a mea-
sure for belief state accuracy, favoring lower scores.
Note that DRPSpi0r is the initial uniform belief
state and remains consistent across all test cases.
We observe improved estimations of source location
in conditions with higher winds. In cases where
V > 0, DRL outperforms infotaxis. Additionally,
we observe that the estimation of source location on
the crosswind axis (Zs) surpasses that on the along
windward axis (gs), and that lower diffusivities are
beneficial for STE in such cases. Under isotropic
conditions (V' = 0), DRL and infotaxis perform
comparably given the specified training parameters.

5 Discussion

The findings presented in this study are a first
effort in applying DRL with an information-based
reward to solve the STE problem with mobile gas
sensors. While infotaxis adopts a myoptic perspec-

tive, maximizing information gain solely for the
upcoming action, DRL has the capability to develop
a far-sighted strategy for action selection, consid-
ering information gain across the entire sampling
trajectory. This study demonstrates that adopting
a DRL approach has the potential to improve the
accuracy of STE.

Our findings show that DRL outperforms infotaxis
in non-isotropic plume environments. The policy
allows the agent to select actions that might not
be immediately optimal, but are chosen in antic-
ipation of achieving better rewards in the future.
Comparative analysis shows that the DRL agent
opts to stay (downwind) centralized when its belief
over the source term parameters remains uncertain.
In contrast, the infotaxis agent tends to move to-
wards the edge of the domain under similar circum-
stances. This trajectory could bring the infotaxis
agent closer to the source and valuable information,
but also poses a risk of leading the agent in the
opposite direction, further away from the source and
information about the source term parameters.

DRL’s superiority over infotaxis does not extend
to isotropic plumes in this study, possibly due to the
increased symmetry of the hit map and hence limited
directional information. In contrast, recent work by
Loisy and Eloy [9] showed DRL’s efficiency in source
localisation within isotropic plumes. Key distinc-
tions between our studies are that [9] exclusively
focuses on localisation, omitting flux estimation. In
their case, the flux strength was known which as-
sisted the agent in source seeking, whereas in our
study the search for informative observations is fur-
ther complicated by the unknown source strength.
Their policy employed a —1 reward, terminating
episodes upon the agent’s arrival at the source -
information not available to our agent. Moreover,
episodes initiated with the agent receiving a hit,
while episodes can start with zero hit observations
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in our study.

Loisy and Eloy [9] find that the performance of
space-aware infotaxis is close to the optimal policy
obtained by DRL for source seeking. This variation
on traditional infotaxis incorporates an expected
distance measure between agent and source, and
is designed to efficiently select the shortest path
to the source. Our approach differs: we aim to
strategically select a 20-step path that optimally
constrains the source term parameters through ob-
servations. In the environment studied currently,
the optimal policy indeed leads the agent towards
the source. Nonetheless, unlike Loisy and Eloy [9],
our agent entertains multiple possible flux strengths,
such that the agent may place equal probability to
the source being close by with a low flux strength
as it being further away with a higher flux strength.

Furthermore, we deliberately refrain in this study
from rewarding actions that select the shortest path
upfront, as our long-term aim is to develop a frame-
work that can perform in various environments. In
particular, future work will include domains with
multiple sources. In this case, we anticipate that
the shortest path to one of the sources is not the
optimal policy to constrain the uncertainty over the
parameters characterising all sources.

6 Outlook

As we look ahead to the practical implementation
of our DRL framework, we identify several chal-
lenges and possibilities: (a) The framework pre-
sented in this study is trained for known wind condi-
tions and diffusion. Real-world application requires
training across a range of atmospheric conditions,
which can be inferred from observations by mobile
and ground-based sensors, or a combination of the
two [20]. (b) The current observation model (1)
assumes steady-state atmospheric conditions, a sim-
plification that may not hold in real-world scenarios.
More complex, time-dependent models, as employed
by Pirk et al. [20], may enhance the accuracy of the
inference results. However, these models are com-
putationally expensive, posing challenges for online
usage. (c) We currently assume the presence of a
single source within the domain. However, in reality,
each “grid cell” represents a possible greenhouse gas
source or sink. Future research aims to extend the
framework to map heterogeneous greenhouse gas
fluxes across a domain. (d) Applying the framework
in field studies requires upscaling to larger domains
and parameter spaces. Future work should inves-
tigate whether the FC and CNN architectures in
this study can sustain their comparable performance
within a realistic computational budget.

Despite the anticipated challenges in implement-
ing the framework in real-world scenarios, our study
represents a significant advancement in the method-
ology for STE of gas sources. It demonstrates en-
couraging outcomes achieved through the guidance
of drones by information gain strategies.
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