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Abstract
Code large language models (codeLLMs) have001
made significant strides in code generation.002
Most previous code-related benchmarks, which003
consist of various programming exercises along004
with the corresponding test cases, are used005
as a common measure to evaluate the perfor-006
mance and capabilities of code LLMs. How-007
ever, the current code LLMs focus on synthe-008
sizing the correct code snippet, ignoring the009
alignment with human preferences, where the010
query should be sampled from the practical ap-011
plication scenarios and the model-generated012
responses should satisfy the human prefer-013
ence. To bridge the gap between the model-014
generated response and human preference, we015
present a rigorous human-curated benchmark016
CodeArena to emulate the complexity and di-017
versity of real-world coding tasks, where 397018
high-quality samples spanning 40 categories019
and 44 programming languages, carefully cu-020
rated from user queries. Further, we propose a021
diverse synthetic instruction corpus SynCode-022
Instruct (nearly 20B tokens) by scaling in-023
structions from the website to verify the ef-024
fectiveness of the large-scale synthetic instruc-025
tion fine-tuning, where Qwen2.5-SynCoder to-026
tally trained on synthetic instruction data can027
achieve top-tier performance of open-source028
code LLMs. The results find performance dif-029
ferences between execution-based benchmarks030
and CodeArena. Our systematic experiments of031
CodeArena on 40+ LLMs reveal a notable per-032
formance gap between open SOTA code LLMs033
(e.g. Qwen2.5-Coder) and proprietary LLMs034
(e.g., OpenAI o1), underscoring the importance035
of the human preference alignment.1036

1 Introduction037

Advanced large language models (LLMs)(OpenAI,038

2023; Anthropic, 2023) have demonstrated impres-039

sive performance across a wide range of tasks, par-040

ticularly excelling in code completion and genera-041

tion. Code capabilities have established LLMs as042

1The evaluation code and leaderboard will be released.

Problem Description: Please write a quick sort algorithm.

UnitTest

Evaluation Environment

def quick_sort(x):
lambda lst: quicksort ... # one line

def quick_sort(arr):
“”“ Algorithm Explanation”“”
if len(arr) <= 1:

return arr # directly return
else:

... (Omitted fragment) # detailed comment

First, we consider...
``` html
<!DOCTYPE html>
<html lang="en">
<head>
<title>Copy Text Selection</title>
<style> ... </style>
</head>
... (Omitted fragment)
</html>
```
Breakdown of the code: (1) ... 
How to try it: (1) ... (3) ...
Note: (1) ... (4) ...

Problem Description: show me a JS code for modern browsers to copy a selection of text 
with predefined start and ending words.

Code

Code LLM

Certainly! Below is an example:
```html
<!DOCTYPE html>
<html lang="en">
<head>

<meta charset="UTF-8">
<title>Copy Example</title>

</head>
... (Omitted fragment)
</html>
```
Explanation:
(1) ... 
(2) ... 

Claude3.5 Qwen2.5-Coder-7B

CoT

Explain
Step
Note

Code

Very Short Explain

A detailed and 
beautiful reply !

A short without 
further explanation 

(a) Code-execution-based Benchmark

(b) Evaluation for Human Preference

Figure 1: A comparison between the Claude3.5 with bet-
ter human preference and Qwen2.5-Coder-7B-Instruct.
Qwen2.5-Coder-7B-Instruct solves the user question by
simply replying with the code snippet without details.

essential productivity tools in software engineering. 043

Recently, open code-specific LLMs, such as Star- 044

Coder(Li et al., 2023), DeepSeekCoder (Guo et al., 045

2024a), and QwenCoder (Hui et al., 2024), have 046

made significant progress, achieving performance 047

on fundamental code generation tasks (Austin et al., 048

2021; Cassano et al., 2023) that approaches the 049

level of top-tier proprietary models. Moreover, 050

their open and transparent model weights address 051

the concerns of developers about privacy, enabling 052

the deployment of localized code assistants. 053

With the advancing code capabilities of LLMs, 054

effectively evaluating performance on code-related 055

tasks has emerged as a challenge. Popu- 056

lar code-related benchmarks typically focus on 057

self-contained function snippets, relying on a 058

limited number of test cases to verify code 059

correctness, such as HumanEval (Chen et al., 060

2021a), MBPP (Austin et al., 2021) and Big- 061

CodeBench (Zhuo et al., 2024). While recent ef- 062

forts have expanded the scope of test cases (Liu 063

et al., 2023), tasks (Lai et al., 2022) and program- 064
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ming languages (Chai et al., 2024; Kwiatkowski065

et al., 2019), these benchmarks remain constrained066

to validating the correctness of generated code snip-067

pets. However, ChatBot Arena (Chiang et al., 2024)068

has demonstrated that alignment between model-069

generated responses and user preferences is also070

a critical evaluation criterion. As shown in Fig-071

ure 1, Qwen2.5-Coder primarily generates alone072

code snippets, while Claude3.5 produces responses073

that include detailed explanations, well-structured074

formatting, and code comments, making it more075

favorable in terms of human preference. Therefore,076

there is an urgent need to establish a human prefer-077

ence benchmark specifically for code-related tasks,078

enabling the community to evaluate and track the079

alignment between human preferences and model-080

generated responses in real-world scenarios. Fur-081

thermore, effective data for improving the human082

preference alignment of codeLLMs remains scarce.083

Achieving robust alignment across diverse coding084

tasks poses significant challenges, particularly in085

terms of the quantity and quality of data required086

during the supervised fine-tuning (SFT) stage.087

To this end, we first introduce a comprehensive088

human-curated benchmark, CodeArena, compris-089

ing 397 high-quality samples across 40 categories090

derived from real-world user queries. Additionally,091

we develop a diverse synthetic instruction corpus,092

SynCode-Instruct, containing nearly 20 billion093

tokens, by scaling instructions from web sources.094

Our extensive evaluation of over nearly 40 large095

language models (LLMs) using CodeArena re-096

veals significant performance differences between097

code-execution-based benchmarks and our human-098

curated benchmark. Notably, we observe a substan-099

tial performance gap between open-source code100

LLMs (such as Qwen-Coder) and closed-source101

LLMs (like the o1 and Claude series), emphasizing102

the critical role of aligning AI models with human103

preferences in coding tasks.104

The contributions are summarized as follows:105

(1) We propose CodeArena comprised of 397 man-106

ually annotated samples, a comprehensive code107

evaluation benchmark for evaluating the alignment108

between the model-generated response and hu-109

man preference, encompassing 7 major categories110

and 40 subcategories. (2) We introduce SynCode-111

Instruct, the large-scale synthetic code instruction112

corpora from the website. Based on SynCode-113

Instruct, an effective coder Qwen2.5-SynCoder is114

used as a strong baseline for CodeArena. (3) We115

systematically evaluate 40+ LLMs on CodeArena 116

and create a leaderboard to dynamically update the 117

results. Notably, extensive experiments suggest 118

that CodeArena can effectively measure the align- 119

ment between the model-generated response and 120

human preference. 121

2 CodeArena 122

Dataset Statistics As shown in Figure 2 and Ta- 123

ble 1, CodeArena consists of nearly 400 problems. 124

All samples can be classified into 7 main classes 125

and 40 subclasses. Each sample in CodeArena in- 126

cludes (question, gpt-4o-2024-05-13 response, gpt- 127

4o-2024-08-06 response, gpt-4-turbo-2024-04-09 128

response) and we adopt the gpt-4-turbo-2024-04- 129

09 as the baseline in this paper. We tokenized the 130

question prompts using the Qwen2.5-Coder tok- 131

enizer, resulting in question lengths ranging from 132

5 to 6736 tokens, with an average length of 291 133

tokens, as detailed in Table 1. 134

Statistics Number

Problems 397
User Interface&Experience 45
Development&Programming 131
Specialized Computing 91
Tools, Environments, and Application 39
Miscellaneous and General Inquiry 62
Databases&Data Handling 22
Miscellaneous and General Inquiry 7

#Difficulty Level
- Easy/Medium/Hard 97/173/132

Length
Question

- maximum length 6736 tokens
- minimum length 5 tokens
- avg length 291 tokens

Baseline Answer
- maximum length 5913 tokens
- minimum length 7 tokens
- avg length 4517 tokens

Table 1: CodeArena dataset statistics.

Multiple Programming Languages Figure 3 135

plots the distribution of programming languages, 136

where we strive to cover common programming 137

languages in CodeArena. Unlike previous stud- 138

ies (Cassano et al., 2023), our benchmarks empha- 139

size a diverse range of programming languages that 140

are commonly used in everyday programming tasks. 141

For instance, we have incorporated languages like 142

“Google Apps Script (GAS)” and “PowerShell” in 143

CodeArena to better address the needs of practical 144

Q&A scenarios. 145
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Figure 2: Task types of CodeArena.

Difficulty levels of CodeArena Figure 4 shows146

the difficulty levels of CodeArena, where all sam-147

ples are classified into easy, medium, and hard. The148

majority of the samples are recognized as medium149

or hard, presenting a significant challenge to LLMs.150

Human Annotation & Quality Control To151

make CodeArena a comprehensive evaluation152

benchmark, we implement a rigorous human an-153

notation process involving 4 full-time employees154

proficient in various programming languages for155

human annotation and 4 other senior program-156

ming developers for quality check. All annota-157

tors participate in a annotation tutorial and learn158

the annotation guidelines. The annotation pro-159

cess involved creating a new question based on160

the given question, checking the difficulty level161

(easy/medium/hard) based on the complexity of the162

prompt, and annotating the corresponding program-163

ming languages. Following the classification in164

Figure 2, we uniformly sample 2K samples and as-165

sign them to annotators. The annotators select 822166

suitable original samples to create queries. The pro-167

cess includes regular quality checks and feedback168

sessions to maintain high standards throughout the169

annotation phase, which results in a diverse and170

well-curated dataset spanning multiple program-171

ming languages and tasks, suitable for evaluating172

and improving alignment between the human pref-173

erence and model-generated response. The other174

four senior programming developers vote on the175

same issue to determine whether it is valid and can176

be resolved. Finally, 397 samples are kept (at least177

3 checkers reach a consensus) to from CodeArena,178

considering the cost of the LLM-as-a-judge.179

Evaluation Inspired by the previous work (Chi- 180

ang et al., 2024), we apply GPT-4o-2024-08-06 181

as the judger to evaluate the model performance. 182

Specifically, we use two games “compare A and B ” 183

and “compare B and A” (avoid the relative position 184

of A and B affecting the results) to calculate the 185

win rate of A compared to the baseline B. 186

Decontainmation. To avoid data leakage, we 187

apply decontamination to ensure the uniqueness 188

of prompts in CodeArena, by removing exact 189

matches (10-gram word overlap) from MultiPL- 190

E (Cassano et al., 2023), MBPP (Austin et al., 191

2021), McEval (Chen et al., 2021a), and Natural- 192

CodeBench (Zhang et al., 2024). 193

Comparison with other benchmarks We com- 194

pare CodeArena with other code benchmarks. Our 195

benchmark provides a valuable comprehensive 196

benchmark for 40 subtasks and 44 programming 197

languages, which satisfies the evaluation in realistic 198

scenarios. CodeArena provides many problems for 199

evaluation under realistic scenarios, which are not 200

suitable for verification through unit testing. 201

3 SynCode-Instruct 202

Recall from Common Crawl. A trained fast- 203

text is used to distinguish the code-related text and 204

other common raw text, which is used to recall 205

and clean potential code data and filter out low- 206

quality content using weak model-based classifiers 207

and scorers. 208

Code Classification for Code Snippet. We ex- 209

tract the first layer of CodeBERT (Feng et al., 2020) 210

and fine-tune the tiny classifier on nearly 100 pro- 211

gramming languages to build a language identifi- 212

cation model. We keep the main language data 213

(e.g. C, Python, and Java) and downsample high- 214

resource language data (e.g. HTML and Java) to 215

keep the balance. Besides, we also remove the 216

samples with no code snippets. 217

Scaling Code Instruction Initially, we adopt 218

rule-based filtering to clean pre-extracted content 219

from recalled documents by removing site infor- 220

mation, advertisements, and HTML tags, thereby 221

significantly reducing document length for further 222

processing. Different from the previous work (Yue 223

et al., 2024), we utilize Qwen2.5-72B to create new 224

questions instead of extracting question and answer 225

pairs. As shown in Figure 6. We use the Qwen2.5- 226

Coder to generate multiple responses by sampling 227

3



cs
s

c+
+

py
th

on ts
ge

ne
ra

l
ht

m
l

ba
sh

G
A

S
c/

c+
+

vh
dl

sw
ift c

au
to

lis
p

ve
ril

og
m

at
la

b
ah

k js r go ja
va c# ph
p

c5
1

ko
tli

n
bo

ot
str

ap
no

de
.js

ht
m

l/c
ss sq
l

pi
ne

sc
rip

t
lu

a
po

w
er

sh
el

l
m

ql
4

as
se

m
bl

y
ru

st
PA

D
da

rt
lu

au
au

to
ho

tk
ey

au
to

it
vb

a
la

te
x

ha
sk

el
l

pl
/sq

l
m

q4

0

20

40

60
prompt_len (50 tokens)
response_len (50 tokens)
number

Figure 3: Statistics of programming languages in CodeArena.
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Figure 4: Number of samples of different difficulties (Easy/Medium/Hard) across categories in CodeArena.

Benchmark #Programming
Languages #Task Source #Languages Evaluation Human

Annotation

HumanEval (Chen et al., 2021a) 1 1 Human Creation 1 Execution ✓

MBPP (Austin et al., 2021) 1 1 Human Creation 1 Execution ✓

LiveCodeBench (Jain et al., 2024) 1 4 Scraped from Code Contest Website 1 Execution ✓

MultiPl-E (Cassano et al., 2023) 24 1 Translated from HumanEval & MBPP 1 Execution ✗

McEval (Chai et al., 2024) 40 3 Human Creation 1 Execution ✓

MdEval (Liu et al., 2024b) 18 3 Human Creation 1 Execution ✓

CruxEval (Gu et al., 2024) 1 2 LLM Generation 1 Execution ✗

NaturalCodeBench (Zhang et al., 2024) 2 6 Scrape & LLM Generation & Human Filtered 1 Execution ✗

DebugBench (Tian et al., 2024) 3 18 Scrape & LLM Generation & Human Filtered 1 Execution ✗

CodeEditorBench (Guo et al., 2024b) 3 4 Scrape & LLM Generation & Human Filtered 1 Execution ✗

CodeArena (Ours) 44 40 Online Q&A 2 Human Preference ✓

Table 2: Comparison between CodeArena and other benchmarks. CodeArena provides a comprehensive view by
creating diverse user prompts to evaluation alignment between the model-generated response and human preference.

Code Q&A Website

How do I convert hexidecimal to 
decimal using C# & BigInt?

If value is a hexadecimal string, 
the Parse(String,NumberStyles) 
method  interprets value as a negative 
number …

<!DOCTYPE html> 
<html lang="zh-CN"> 
<head> 
<title>Python Tutorial</title> 
</head> 
<body> 

   <h1>Python 基础教程</h1> 

   <p>实现堆排序：</p> 
    ... 
</body> 
</html>

Code-related Website

Clustering

Classification

CodeLLM

+
Multiple Domains

UI / UX 
• UI / UX Design 
• Frontend Technologies 
Dev & Programming 
• Test & Debug 
• … 
Data Handling 
…

Multiple Languages
⃞ The question is clear. 
⃞ The question doesn’t contain ethical issues. 
⃞ The question is solvable.

1. Select the original text or query. 
2. Summarize knowledge from text. 
3. Manually create the user prompt. 
4. Check the difficulty level of the prompt.

Problem Construction

Synthesizing

CodeLLM

Question Ans1 Ans2 AnsN⋯

Verification

Scorer Executor

Quality Control

Large-Scale 
SFT Dataset

Figure 5: Overview of the CodeArena creation benchmark. We first collect the online code Q&A and code-related
raw text from the website. We cluster the code-related data and classify them into different categories using LLM.
We uniformly sample the samples from different subtasks as the seed data for manual annotation.

for the same document. For the algorithmic gen-228

erated question and answer, we first adopt a fine-229

tuned generator to generate the test cases and adopt230

the multilingual sandbox to verify the correctness231

of the generated code snippet. As shown in Figure232

5, for the non-algorithmic query, we first randomly233

generate four candidates and use the LLM to score 234

the candidates (LLM scorer), where the candidates 235

are fed into the LLM to select the best response 236

with the reason. For the algorithmic queries, the 237

generated test cases by LLM are used to verify the 238

correctness of the responses (Executor). Finally, 239
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You are an expert programmer and educational 
content creator specializing in crafting high-
quality programming questions.
Task: Create an engaging, self-contained 
programming question inspired by the given text.
Guidelines:
1. Human Language: The question should be in 
either Chinese or English.
2. Programming Language: The programming 
language of the created problem must be 
consistent with the programming language of the 
given text.
3. Inspiration: Draw inspiration from the 
concepts, techniques, or themes present in the 
given text.
4. Independence: Ensure the question is 
completely self-contained and does not require 
knowledge of the original text to understand or 
solve.
5. Clarity: Provide clear instructions and 
requirements for the task.
6. Difficulty: Adjust the complexity to be 
challenging yet solvable for an intermediate 
programmer.
7. Relevance: Focus on practical, real-world 
applications of programming concepts.
8. Originality: Avoid directly copying examples 
from the text; instead, create a new scenario or 
problem.
Given Text:
{given text}
Created Question:
{Your carefully crafted programming question 
goes here}

Figure 6: Prompt of generating large-scale self-
contained synthetic instruction data.

we select the response with the best score as the240

response to create SynCode-Instruct. The synthetic241

instruction corpora generated by Qwen2.5 is used242

for the first stage and the high-quality data from243

GPT-4o is used for the second stage.244

4 Experimental Setup245

4.1 Instruction Dataset246

CodeLLMs We evaluate 40+ models with sizes247

ranging from 0.5B to 200B parameters, including248

general/code LLMs and open/closed-source mod-249

els. For general models, we evaluate GPTs (Brown250

et al., 2020; OpenAI, 2023) (GPT-3.5-Turbo,251

GPT4-o), Qwen series (Qwen2.5 and Qwen-252

Max) (Bai et al., 2023), Claude series (Anthropic,253

2023), Llama3/3.1 (Dubey et al., 2024), Yi (Young254

et al., 2024), and o1 series. For code models,255

we test CodeLlama (Rozière et al., 2023), Open-256

Coder (Huang et al., 2024), Qwen-Coder (Hui et al.,257

2024), DeepSeekCoder (Guo et al., 2024a), and258

CodeStral (MistralAI, 2024).259

4.2 Evaluation Benchmark260

The EvalPlus (Liu et al., 2023) is an upgraded ver-261

sion of the HumanEval (Chen et al., 2021a) and262

MBPP (Austin et al., 2021) to test the code gen-263

eration capabilities. The benchmark reports the264

scores of HumanEval (HE)/MBPP with base test265

cases and HumanEval+ (HE+)/MBPP+ with plus266

test cases. The MultiPL-E test set (Cassano et al.,267

2023) contains the HumanEval (Python) and trans-268

lated test set of other programming languages, i.e.,269

Java, C++, Javascript, and Typescript. Different270

from the EvalPlus and MultiPL-E, CodeArena 271

consists of many non-algorihtmic, which is not 272

suitable for code-execution-based evaluation. Each 273

question is scored twice to calculate the win rate 274

and tie rate by GPT-4o using a different input or- 275

der “A, B” and “B, A”, where “A” is the baseline 276

from gpt-4-turbo-2024-04-09 and “B” is 277

the model-generated response. 278

4.3 Evaluation Metrics 279

For the code execution benchmarks EvalPlus and 280

MultiPL-E, we extract the expected function and 281

feed the test cases into the extracted function to 282

verify the correctness of the generation and report 283

greedy Pass@1 (Chen et al., 2021a). Due to the 284

high cost of collecting human preferences (Zheng 285

et al., 2023a), we use pairwise comparison for judg- 286

ment (LLM-as-a-Judge), where an LLM judger is 287

fed with a question and two answers and deter- 288

mines which one is better or declares a tie2. We 289

report win rate/tie rate for CodeArena. 290

4.4 Impletmentation Details 291

We fine-tune Qwen2.5-Coder-32B on nearly 20B 292

synthetic tokens generated from website data, 293

where GPT-4o generates 1B tokens and Qwen2.5- 294

Coder-Instruct generates the left tokens. Qwen2.5- 295

SynCoder is fine-tuned on the synthetic instruction 296

corpus SynCode-Instruct with 256 NVIDIA A100- 297

80GB GPUs. The learning rate first increases into 298

3× 10−4 with 100 warmup steps and then adopts 299

a cosine decay scheduler. We adopt the Adam opti- 300

mizer (Kingma and Ba, 2015) with a global batch 301

size of 2048 samples and a tensor parallel size of 302

8, truncating sentences to 32K tokens. 303

5 Results and Discussion 304

5.1 Main Results 305

CodeArena. Table 3 shows that the win rate/tie 306

rate of different instruction LLM on CodeArena. 307

The closed-source LLMs such as Claude and o1 308

series still get a dominant advantage compared to 309

Qwen2.5-Coder and DeepseekCoder. There still 310

exists a notable performance gap between open 311

codeLLMs (e.g. Qwen-Coder) and closed-source 312

LLMs (e.g., o1 and Claude series), emphasizing the 313

importance of alignment between model-generated 314

response human preference. Qwen2.5-SynCoder 315

2https://github.com/lmarena/
arena-hard-auto
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Model Size UI&UX
Development&
Programming

Specialized
Computing

Tools, Environs,
& Practices

Emerging Techs
&Apps

Miscellaneous &
General Inquiry

Databases&
Data Handling

Avg.

Proprietary LLMs and 200B+ LLMs

Claude-3.5-Sonnet-20240620 µ 88.9/2.2 77.3/13.6 74.2/18.0 81.4/11.9 78.9/10.5 71.4/28.6 63.6/4.5 77.8/12.5
Claude-3.5-Sonnet-20241022 µ 82.2/6.7 75.8/12.9 76.4/16.9 84.7/10.2 84.2/13.2 57.1/28.6 68.2/22.7 78.1/13.5
GPT-3.5-turbo-0125 µ 17.8/24.4 11.4/20.5 4.5/19.1 11.9/18.6 10.5/21.1 13.6/9.1 0.0/14.3 10.5/19.6
GPT-4o-mini-2024-07-18 µ 71.1/13.3 62.1/17.4 50.0/13.6 65.2/14.6 72.9/13.6 71.1/18.4 71.4/14.3 65.8/15.6
GPT-4o-2024-08-06 µ 66.7/17.8 72.7/19.7 62.9/19.1 69.5/15.3 76.3/13.2 85.7/14.3 59.1/22.7 69.1/18.1
o1-mini µ 93.3/4.4 94.7/2.6 84.1/7.6 91.0/5.6 88.1/3.4 95.5/0.0 100.0/0.0 89.3/5.1
o1-preview µ 93.3/2.2 81.8/7.6 85.4/7.9 78.0/6.8 92.1/2.6 77.3/4.5 71.4/28.6 83.9/6.6
Yi-lightning µ 62.2/15.6 60.0/11.5 57.9/5.3 49.4/16.9 71.2/11.9 54.5/13.6 85.7/0.0 59.5/12.6
Doubao-Pro µ 51.1/20.0 40.8/18.5 55.3/26.3 38.2/19.1 47.5/22.0 36.4/31.8 42.9/57.1 43.6/21.5
Qwen-Max µ 75.6/17.8 74.2/13.6 59.6/24.7 78.0/6.8 68.4/23.7 100.0/0.0 81.8/4.5 71.9/15.8

0.5B+ Open-source LLMs

Qwen2.5-0.5B-Instruct 0.5B 2.2/4.4 4.6/4.6 5.3/10.5 2.2/4.5 3.4/5.1 4.5/9.1 0.0/14.3 3.6/5.6
Qwen2.5-Coder-0.5B-Instruct 0.5B 2.2/2.2 4.6/6.9 2.6/5.3 4.5/2.2 3.4/5.1 4.5/0.0 28.6/14.3 4.4/4.6

1B+ Open-source LLMs

DS-Coder-1.3B-Instruct 1.3B 66.7/2.2 2.3/5.4 2.6/10.5 1.7/6.8 0.0/9.1 2.2/3.4 0.0/14.3 2.6/5.6
Yi-Coder-1.5B-Chat 1.5B 11.1/2.2 5.1/3.4 5.4/4.6 2.6/5.3 2.2/5.6 4.5/4.5 14.3/14.3 7.4/5.1
Qwen2.5-Coder-1.5B-Instruct 1.5B 11.1/4.4 15.9/9.1 9.0/16.9 13.6/11.9 13.2/5.3 14.3/42.9 18.2/4.5 13.2/10.7
OpenCoder-1.5B-Instruct 1.5B 11.1/4.4 3.8/5.4 0.0/5.3 2.2/4.5 3.4/8.5 4.5/9.1 0.0/0.0 6.7/3.8

3B+ Open-source LLMs

Qwen2.5-Coder-3B-Instruct 3B 35.6/11.1 29.5/10.6 27.0/15.7 20.3/18.6 28.9/10.5 42.9/14.3 27.3/13.6 28.3/13.3

6B+ Open-source Models

CodeLlama-7B-Instruct 7B 33.3/8.9 28.8/18.6 23.8/13.8 18.2/9.1 31.6/5.3 29.2/14.6 71.4/0.0 28.2/12.8
Llama3-8B-Instruct 7B 20.0/17.8 14.6/11.5 15.8/2.6 13.5/9.0 16.9/11.9 22.7/0.0 57.1/14.3 16.7/10.3
Llama3.1-8B-Instruct 7B 2.2/8.9 4.5/10.1 3.8/6.2 3.4/6.8 5.3/2.6 9.1/9.1 14.3/0.0 7.9/4.4
DS-Coder-6.7B-Instruct 6.7B 11.1/17.8 13.1/13.8 13.6/8.5 13.2/7.9 9.0/7.9 13.6/4.5 28.6/0.0 12.3/10.8
CodeQwen1.5-7B-Chat 7B 17.8/15.6 13.8/12.3 15.8/0.0 15.7/9.0 15.3/15.3 18.2/13.6 14.3/42.9 15.4/11.8
Yi-Coder-9B-Chat 9B 15.6/17.8 15.4/9.2 15.8/7.9 13.5/13.5 10.2/20.3 18.2/13.6 28.6/28.6 14.6/13.3
DS-Coder-V2-Lite-Instruct 2.4/16B 42.2/20.0 33.3/17.4 31.5/16.9 35.6/20.3 39.5/21.1 71.4/14.3 31.8/22.7 35.5/18.6
Qwen2.5-Coder-7B-Instruct 7B 40.0/22.2 46.2/19.7 43.8/15.7 40.7/20.3 34.2/15.8 71.4/0.0 40.9/22.7 43.1/18.6
OpenCoder-8B-Instruct 8B 24.4/8.9 14.6/8.5 10.5/7.9 9.0/4.5 13.6/6.8 18.2/9.1 14.3/0.0 14.1/7.1

13B+ Models

CodeLlama-13B-Instruct 13B 13.3/4.4 7.9/6.7 6.8/8.5 7.7/6.2 4.5/4.5 5.3/5.3 14.3/14.3 11.2/7.9
Starcoder2-15B-Instruct-v0.1 15B 6.7/6.7 6.8/12.9 4.5/15.7 6.8/6.8 5.3/13.2 13.6/13.6 0.0/14.3 6.4/12.0
Qwen2.5-Coder-14B-Instruct 14B 51.1/24.4 53.0/17.4 52.8/16.9 50.8/18.6 57.9/7.9 28.6/28.6 36.4/27.3 60.6/51.5

20B+ Models

CodeLlama-34B-Instruct 34B 11.1/6.7 2.6/2.6 6.9/2.3 8.5/6.8 7.9/10.1 9.1/9.1 14.3/0.0 7.7/5.6
CodeStral-22B-v0.1 22B 17.8/22.2 27.3/13.6 14.6/14.6 25.4/10.2 18.4/10.5 14.3/42.9 22.7/22.7 21.7/15.8
DS-Coder-33B-Instruct 33B 13.3/11.1 22.0/9.8 12.4/12.4 13.6/6.8 13.2/18.4 28.6/42.9 22.7/18.2 16.8/12.0
CodeLlama-70B-Instruct 70B 11.1/22.2 9.2/10.0 10.5/5.3 9.0/6.7 16.9/8.5 9.1/13.6 0.0/0.0 15.5/10.5
DS-Coder-V2-Instruct 21/236B 55.6/11.1 62.1/18.2 60.7/14.6 50.8/18.6 52.6/21.1 71.4/14.3 40.9/31.8 57.4/17.6
DS-V2.5 21/236B 77.8/11.1 72.0/12.9 71.9/13.5 71.2/8.5 73.7/10.5 100.0/0.0 68.2/13.6 73.0/11.7
Llama3-70B-Instruct 7B 35.6/20.0 26.2/26.2 25.4/22.0 34.2/15.8 23.6/14.6 36.4/4.5 14.3/57.1 27.7/20.5
Llama3.1-70B-Instruct 7B 48.9/24.4 43.8/20.0 34.2/26.3 40.4/22.5 54.2/20.3 45.5/9.1 71.4/14.3 44.9/21.0
Qwen2.5-Coder-32B-Instruct 32B 71.1/13.3 66.7/15.9 67.4/16.9 74.6/13.6 65.8/18.4 100.0/0.0 63.6/18.2 68.9/15.6
Qwen2.5-32B-Instruct 32B 62.2/15.6 52.3/15.4 57.9/18.4 50.6/23.6 54.2/13.6 50.0/13.6 71.4/14.3 54.1/17.1
QwQ-32B-Preview 32B 53.3/15.6 56.8/16.7 50.6/16.9 64.4/5.1 52.6/21.1 85.7/0.0 63.6/9.1 56.6/14.5
Qwen2.5-72B-Instruct 72B 82.2/6.7 71.5/14.6 76.3/13.2 75.3/15.7 71.2/18.6 63.6/13.6 85.7/14.3 73.8/14.4
Qwen2.5-SynCoder 32B 55.6/26.7 49.2/20.8 36.8/36.8 50.6/20.2 52.5/20.3 40.9/18.2 57.1/0.0 49.2/22.3

Table 3: The win/tie rate of different instruction LLMs on CodeArena. The underlined numbers represent the best
scores within the same model size range.

totally trained on the large-scale synthetic instruc-316

tion corpus SynCode-Instruct can still get a strong317

performance on CodeArena, which verifies the cor-318

rectness of the route of taking large-scale synthetic319

data to improve model performance.320

EvalPlus and MultiPL-E. Table 4 shows that321

Qwen2.5-SynCoder significantly beats previous322

strong open-source baselines using large-scale syn-323

thetic instruction, closing the gap with GPT-4o and324

Claude, which verifies that the large-scale synthetic325

data can bring more significant improvement for326

the base model in the code-execution-based bench-327

mark (code generation) compared to CodeArena.328

5.2 Discussion329

Examples of CodeArena. Figure 7 lists 6 ex-330

amples from different subtasks, covering Python,331

HTML, CSS, and Java. Different from the previ-332

ous benchmarks (Cassano et al., 2023; Jain et al.,333

2024) comprised of algorithmic questions in a fixed 334

format, the queries of CodeArena are more con- 335

sistent with the distribution of user questions in 336

real Q&A scenarios. For example, the query “hug- 337

gingface dataset move all the columns to metadata, 338

except two, problem and solution” is closer to the 339

question style of real users. GPT4o thinks model- 340

generated response B beats the baseline A based 341

on the judgment “B provides a correct and rele- 342

vant solution using the appropriate library for Hug- 343

ging Face datasets”, which select responses that are 344

more aligned with human preferences. 345

Difference between CodeArena and Execution- 346

based Benchmark. Compared to MultiPL-E 347

evaluated by code execution, CodeArena is cre- 348

ated from real-world Q&A and evaluated by LLM- 349

as-a-judge to evaluate the alignment between the 350

model-generated response and human preference. 351

For example, the LLMs tend to only generate the 352
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Model Size HE HE+ MBPP MBPP+ Python Java C++ C# TS JS PHP Bash Avg.

Closed-APIs

Claude-3.5-Sonnet-20240620 µ 89.0 81.1 87.6 72.0 89.6 86.1 82.6 85.4 84.3 84.5 80.7 48.1 80.2
Claude-3.5-Sonnet-20241022 µ 92.1 86.0 91.0 74.6 93.9 86.7 88.2 87.3 88.1 91.3 82.6 52.5 83.8
GPT-4o-mini-2024-07-18 µ 87.8 84.8 86.0 72.2 87.2 75.9 77.6 79.7 79.2 81.4 75.2 43.7 75.0
GPT-4o-2024-08-06 µ 92.1 86.0 86.8 72.5 90.9 83.5 76.4 81.0 83.6 90.1 78.9 48.1 79.1
o1-mini µ 97.6 90.2 93.9 78.3 95.7 90.5 93.8 77.2 91.2 92.5 84.5 55.1 85.1
o1-preview µ 95.1 88.4 93.4 77.8 96.3 88.0 91.9 84.2 90.6 93.8 90.1 47.5 85.3

0.5B+ Models

Qwen2.5-Coder-0.5B-Instruct 0.5B 61.6 57.3 52.4 43.7 61.6 57.3 52.4 43.7 50.3 50.3 52.8 27.8 49.6

1B+ Models

DS-Coder-1.3B-Instruct 1.3B 65.9 60.4 65.3 54.8 65.2 51.9 45.3 55.1 59.7 52.2 45.3 12.7 48.4
Yi-Coder-1.5B-Chat 1.5B 69.5 64.0 65.9 57.7 67.7 51.9 49.1 57.6 57.9 59.6 52.2 19.0 51.9
Qwen2.5-Coder-1.5B-Instruct 1.5B 70.7 66.5 69.2 59.4 71.2 55.7 50.9 64.6 61.0 62.1 59.0 29.1 56.7

3B+ Models

Qwen2.5-Coder-3B-Instruct 3B 84.1 80.5 73.6 62.4 83.5 74.7 68.3 78.5 79.9 75.2 73.3 43.0 72.1

6B+ Models

CodeLlama-7B-Instruct 7B 40.9 33.5 54.0 44.4 34.8 30.4 31.1 21.6 32.7 - 28.6 10.1 -
DS-Coder-6.7B-Instruct 6.7B 74.4 71.3 74.9 65.6 78.6 68.4 63.4 72.8 67.2 72.7 68.9 36.7 66.1
CodeQwen1.5-7B-Chat 7B 83.5 78.7 77.7 67.2 84.1 73.4 74.5 77.8 71.7 75.2 70.8 39.2 70.8
Yi-Coder-9B-Chat 9B 82.3 74.4 82.0 69.0 85.4 76.0 67.7 76.6 72.3 78.9 72.1 45.6 71.8
DS-Coder-V2-Lite-Instruct 2.4/16B 81.1 75.6 82.8 70.4 81.1 76.6 75.8 76.6 80.5 77.6 74.5 43.0 73.2
Qwen2.5-Coder-7B-Instruct 7B 88.4 84.1 83.5 71.7 87.8 76.5 75.6 80.3 81.8 83.2 78.3 48.7 76.5
OpenCoder-8B-Instruct 8B 83.5 78.7 79.1 69.0 83.5 72.2 61.5 75.9 78.0 79.5 73.3 44.3 71.0

13B+ Models

CodeLlama-13B-Instruct 13B 40.2 32.3 60.3 51.1 42.7 40.5 42.2 24.0 39.0 - 32.3 13.9 -
Starcoder2-15B-Instruct-v0.1 15B 67.7 60.4 78.0 65.1 68.9 53.8 50.9 62.7 57.9 59.6 53.4 24.7 54.0
Qwen2.5-Coder-14B-Instruct 14B 89.6 87.2 86.2 72.8 89.0 79.7 85.1 84.2 86.8 84.5 80.1 47.5 79.6

20B+ Models

CodeLlama-34B-Instruct 34B 48.2 40.2 61.1 50.5 41.5 43.7 45.3 31.0 40.3 - 36.6 19.6 -
CodeStral-22B-v0.1 22B 81.1 73.2 78.2 62.2 81.1 63.3 65.2 43.7 68.6 - 68.9 42.4 -
DS-Coder-33B-Instruct 33B 81.1 75.0 80.4 70.1 79.3 73.4 68.9 74.1 67.9 73.9 72.7 43.0 69.2
CodeLlama-70B-Instruct 70B 72.0 65.9 77.8 64.6 67.8 58.2 53.4 36.7 39.0 - 58.4 29.7 -
DS-Coder-V2-Instruct 21/236B 85.4 82.3 89.4 75.1 90.2 82.3 84.8 82.3 83.0 84.5 79.5 52.5 79.9
Qwen2.5-Coder-32B-Instruct 32B 92.7 87.2 90.2 75.1 92.7 80.4 79.5 82.9 86.8 85.7 78.9 48.1 79.4
Qwen2.5-32B-Instruct 32B 87.8 82.9 86.8 70.9 88.4 80.4 81.0 74.5 83.5 82.4 78.3 46.8 76.9
Qwen2.5-72B-Instruct 32B 85.4 79.3 90.5 77.0 82.9 81.0 80.7 81.6 81.1 82.0 77.0 48.7 75.1
Qwen2.5-SynCoder 32B 92.7 87.8 86.2 74.7 92.1 80.4 80.7 81.6 83.0 85.7 77.6 49.4 78.8

Table 4: The performance of different instruction LLMs on EvalPlus and MultiPL-E. “HE” denotes the HumanEval,
“HE+” denotes the plus version with more test cases, and “MBPP+” denotes the plus version with more test cases.

I have example.xlsx in C:\Users\admin\Desktop. Under 
'Sheet1', There are 3 header 'Catergory', 'Task', 'Time 
Taken (seconds)'. These are sample data, each column 
seperated by |:
Room AIO      | Don personal protective equipment |  16
Room AIO      | Obtain kidney dish                |  40
Room AIO      | Perform hand hygiene              |  48
write python to generate workflow chart with arrow, small 
font size as there are 62 rows in total, based on 
'Catergory'. There are only 3 catergory, 'Room AIO', 
'Normal Medcart Single Room' and 'Single Room Med Admin 
AIO'., with each catergory, there are respective Task.

Numerical Methods (Python)
请帮我⽤c语⾔解决这道题：【题⽬描述】
设某银⾏存款利率如下：1年期定期年利率1.5%； 2年期定期年利率2.1%；
3年期定期年利率2.75%； 5年期定期年利率3.0%；活期年利率0.35%。
编写程序，输⼊本⾦，计算存款5年下列存款⽅式到期各获得本息和是多少。
（1）定期5年
（2）先存两年，到期后本息再存3年；
（3）先存3年，到期后本息再存2年；
（4）存1年，到期本息再存1年，连续存5年；
（5）活期，每季度结算⼀次，结算利息算⼊下期本⾦。
数据类型使⽤double，输⼊格式为"%lf",输出格式为"%f"，输出数据间⼀
个空格。
【输⼊输出样例】
输⼊： 1000
输出: 1150.000000 1127.965000 1127.965000 1077.284004 
1017.646235

Algorithm Design and Implementation (C)

Assistant B's response is more accurate, complete, and
helpful in generating the workflow chart as requested. 
Therefore, my final verdict is: [[B>>A]]

Judgement: Baseline A and Response B 

Assistant B's response is more accurate and practical, provid
ing a solution that aligns with common web development practi
ces. Therefore, the final verdict is: [[B>A]] Based on the evaluation, Assistant B provides a correct and

 concise solution to the problem, while Assistant A's respo
nse contains significant errors and irrelevant information. 
My final verdict is: [[B>>A]]

Judgement: Baseline A and Response B 

can you help with MUI, Is there way to limit number of 
visible bars and add scroll     <BarChart
 series={[
{ data: [3, 4, 1, 6, 5, 3, 3, 3, 3], stack: "A", label: 
"Series A1" },
{ data: [4, 3, 1, 5, 8, 3, 3, 3, 3], stack: "A", label: 
"Series A2" },
{ data: [4, 2, 5, 4, 1, 3, 3, 3, 3], stack: "A", label: 
"Series A3" },
{ data: [2, 8, 1, 3, 1, 3, 3, 3, 3], stack: "A", label: 
"Series A4" },
{ data: [10, 6, 5, 8, , 3, 3, 3, 3], label: "Series C1" },
 ]} width={600} height={350} slots={2}/>

UI/UX Design (HTML,CSS)

Judgement: Baseline A and Response B 

compute the frequency domain of the following data using fft:
y = mat['eeg'][0][0][0][0][0]
x = range(len(y))
plt.plot(x, y)
# Adding title and labels
plt.title('Sample Line Graph with Indices on X-axis')

Data Science and Analytics (Python)

Both assistants provide correct implementations of FFT, but 
Assistant B offers a more comprehensive visualization by 
plotting both the original data and its frequency domain 
representation. My final verdict is that Assistant B's 
answer is slightly better due to its more comprehensive 
visualization: [[B>A]].

Judgement: Baseline A and Response B 

huggingface dataset move all the columns to metadata, 
except two, 'problem' and 'solution'```

File and Data Operations (Python)

Assistant B provides a correct and relevant solution using
the appropriate library for Hugging Face datasets, whereas 
Assistant A's response is not applicable to the task. 
Therefore, Assistant B is significantly better.

My final verdict is: [[B>>A]]

Judgement: Baseline A and Response B 
我要开发⼀个剪贴板软件，开发环境为JAVA21，软件是ecplise，功能和
样式仿制window10剪贴板

Development Processes and Practices (Java) 

Assistant B provides a more comprehensive and practical resp
onse by including additional features, a code example, and c
onsiderations for data storage and testing. This makes Assis
tant B's response more helpful and relevant to the user's re
quest. My final verdict is: [[B>A]]

Judgement: Baseline A and Response B 

Figure 7: Examples of CodeArena. The LLM judger decides which response is better.

code without any natural description (even the code353

is correct) will bring an unsatisfactory experience354

to users, which will also lead to poor performance355

in CodeArena. In Figure 8, we can observe that the356

state-of-the-art closed-source LLMs (e.g. o1 and357

Claude series) get a balanced performance between358

the code execution benchmark and CodeArena.359

The open-source models (e.g. DeepseekCoder and360

Qwen-Coder) are likely to bring a bad experience361

to users, where the generated response lacks a more362

detailed explanation or more complete details com-363

pared to closed-source LLMs. 364

Scaling Synthetic Instruction Corpora. We 365

would like to further analyze the performance of 366

Qwen2.5-SynCoder in MultiPl-E and CodeArena 367

given different sizes of instruction corpora. There- 368

fore, we select the full instruction (19B synthetic 369

data is at the front of the data and 1B high-quality 370

data is at the end) set SynCode-Instruct and extract 371

the first K billion tokens as the fine-tuned data. We 372

set K = {2, 4, . . . , 20}. We randomly extract spe- 373
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Figure 8: Comparison between MultiPL-E and
CodeArena. LLMs in the blue circle present relatively
mismatched performances on two benchmarks.
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Figure 9: Results of CodeArena with different data size
on MultiPL-E and CodeArena.

cific data from the whole corpus. Figure 9 shows374

the performance on CodeArena. With the increase375

of instruction data, Qwen2.5-SynCoder still can376

get significant improvement, which emphasizes the377

importance of the scaling instruction corpora. The378

two-stage SFT gets a better performance compared379

to the one-stage training (red line), where the high-380

quality data brings a huge improvement at last.381

CodeArena
MultiPL-E-CPP
MultiPL-E-JAVA
MultiPl-E-PYTHON

Figure 10: Distribution of CodeArena and MultiPL-E
of different languages.

Distribution of different benchmarks. The382

queries of CodeArena and MultiPL-E (Python,383

Java, and CPP) are visualized by extracting the last384

BERT representations for t-SNE (Van der Maaten385

and Hinton, 2008). The average of all hidden states386

of the last encoder layer is viewed as the query387

representation. In Figure 10, the representations388

of CodeArena are distributed in the whole area,389

while the representations of different languages390

in MultiPL-E are separately located in a narrow391

area, which shows that the distribution of queries 392

in CodeArena is very diverse, which is suitable for 393

evaluating human preferences in realistic scenarios. 394

6 Related Work 395

Large language models (LLMs) designed for cod- 396

ing tasks have demonstrated exceptional capabil- 397

ities in code generation and other essential func- 398

tions for modern software engineering (Chen et al., 399

2021b; Xu et al., 2022; Sun et al., 2024). how- 400

ever, many of them focus on a limited selection 401

of programming languages, such as Python and 402

Java (Zheng et al., 2023b; Austin et al., 2021; Jain 403

et al., 2024). Recent advancements in code LLMs, 404

such as DeepSeek-Coder (Guo et al., 2024a) and 405

Qwen2.5-Coder (Hui et al., 2024), have made sig- 406

nificant strides in multilingual code generation. 407

Code generation is a basic task for code LLMs, 408

requiring them to interpret natural language de- 409

scriptions and generate corresponding code snip- 410

pets that fulfill user requirements (Gu et al., 2024; 411

Lai et al., 2022; Liu et al., 2023; Yu et al., 2024; 412

Li et al., 2024). To thoroughly evaluate the diverse 413

capabilities of LLMs, numerous benchmarks have 414

been proposed, such as code translation (Jiao et al., 415

2023; Yan et al., 2023; Zhu et al., 2022) and code 416

debugging (Huq et al., 2022; Tian et al., 2024; Liu 417

et al., 2024b). Nonetheless, many studies concen- 418

trate on assessing only a single aspect of LLM 419

capabilities, often overlooking the evaluation of 420

LLMs for a variety of real-world scenarios. 421

7 Conclusion 422

In this work, we introduce CodeArena, a metic- 423

ulously human-curated benchmark composed of 424

397 high-quality samples spanning 40 categories, 425

derived from real-world user queries, to address dis- 426

crepancies between model-generated responses and 427

human preferences in coding tasks. Additionally, 428

we create SynCode-Instruct, a diverse synthetic 429

instruction corpus containing nearly 20 billion to- 430

kens, by scaling web-sourced instructions. Our 431

evaluation of over 40+ LLMs using CodeArena 432

highlights significant performance discrepancies 433

between code-execution-based benchmarks and our 434

human-curated benchmark. Notably, there is a re- 435

markable performance gap between open-source 436

code LLMs and closed-source LLMs (such as the 437

o1 series), underscoring the importance of aligning 438

LLMs with human preferences in coding tasks. 439
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Limitations440

We acknowledge the following limitations of this441

study: (1) The evaluation depends on the LLM-as-442

a-Judge, which requires extra API costs (GPT-4o)443

and may lead to a biased evaluation. In the future,444

we will try to design a more fair and fast evalu-445

ation metric for coding tasks, which can not be446

evaluated by unit tests. (2) The effectiveness of the447

synthetic data is only evaluated on programming448

language benchmarks. Its effectiveness in other449

common domains has not been evaluated, limiting450

the generalizability of the method.451

Ethics Statement452

CodeArena, as an evaluation benchmark, can com-453

prehensively assess the capability of large language454

models in realistic scenarios with a wide range of455

programming tasks and languages, thereby advanc-456

ing the development of LLM evaluation in coding457

domain. However, unsafe queries CodeArena may458

contain pornographic and personal privacy infor-459

mation. Therefore, to ensure the security and reli-460

ability of the queries, the annotators are asked to461

rephrase the original question to a safe query.462
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A Related Work784

Code Large Language Model. Large language785

models (LLMs) designed for coding tasks have786

demonstrated exceptional capabilities in code gen-787

eration, debugging, translation, and other essential788

functions for modern software engineering (Chen789

et al., 2021b; Anthropic, 2023; OpenAI, 2023;790

Fried et al., 2023; Xu et al., 2022; Sun et al.,791

2024). Numerous in-file benchmarks have been792

developed to evaluate these capabilities; how-793

ever, many of them focus on a limited selection794

of programming languages, such as Python and795

Java (Zheng et al., 2023b; Austin et al., 2021;796

Jain et al., 2024). Recent advancements in code797

LLMs, including models like Code Llama (Roziere798

et al., 2023), DeepSeek-Coder (Guo et al., 2024a),799

OpenCoder (Huang et al., 2024), and Qwen2.5-800

Coder (Hui et al., 2024), have made significant801

strides in multilingual code generation and de-802

bugging tasks. These models have been effec-803

tively evaluated using benchmarks such as MultiPL-804

E (Cassano et al., 2023), McEval (Chai et al., 2024),805

and MdEval (Liu et al., 2024b).806

Code Benchmarks. Code generation is a basic807

task for code language models (LLMs), requir-808

ing them to interpret natural language descriptions809

and generate corresponding code snippets that ful-810

fill user requirements (Gu et al., 2024; Lai et al.,811

2022; Liu et al., 2023; Yu et al., 2024; Li et al.,812

2024). To thoroughly evaluate the diverse capabil-813

ities of LLMs, numerous benchmarks have been814

proposed, including code translation (Jiao et al.,815

2023; Yan et al., 2023; Zhu et al., 2022), code re-816

trieval (Huang et al., 2021; Husain et al., 2019;817

Lu et al., 2021), code completion (Bavarian et al.,818

2022; Liu et al., 2024a; Zhang et al., 2023), code819

debugging (Huq et al., 2022; Tian et al., 2024;820

Liu et al., 2024b), and structured data understand-821

ing (Wu et al., 2024; Su et al., 2024). Recent ini-822

tiatives such as McEval (Chai et al., 2024) have823

expanded the evaluative scope to 40 programming824

languages for multilingual scenarios, while MdE-825

val (Liu et al., 2024b) has developed a multilingual826

code debugging benchmark encompassing nearly827

20 programming languages. Nonetheless, many of828

these studies concentrate on assessing only a sin-829

gle aspect of LLM capabilities, often overlooking830

the evaluation of LLMs as comprehensive program831

developers across a variety of real-world coding832

scenarios.833

A.1 Evaluation Benchmark 834

EvalPlus and MultiPL-E. The EvalPlus (Liu 835

et al., 2023) is an upgraded version of the Hu- 836

manEval (Chen et al., 2021a) and MBPP (Austin 837

et al., 2021) to test the code generation capabilities. 838

The benchmark reports the scores of HumanEval 839

(HE)/MBPP with base test cases and HumanEval+ 840

(HE+)/MBPP+ with plus test cases. 841

MultiPL-E The MultiPL-E test set (Cassano 842

et al., 2023) contains the HumanEval (Python) and 843

translated test set of other programming languages, 844

i.e., Java, C++, Javascript, and Typescript. 845

CodeArena Different from the EvalPlus and 846

MultiPL-E, CodeArena consists of many non- 847

algorihtmic, which is not suitable for code- 848

execution-based evaluation. Each question is 849

scored twice to calculate the win rate and tie 850

rate by GPT-4o using a different input order “A, 851

B” and “B, A”, where “A” is the baseline from 852

gpt-4-turbo-2024-04-09 and “B” is the 853

model-generated response. 854

A.2 Evaluation Metrics 855

Pass@k Given the model-generated response, 856

we extract the expected function and feed the 857

test cases into the extracted function to verify the 858

correctness of the generation. We adopt greedy 859

Pass@1 (Chen et al., 2021a) to report the results 860

on EvalPlus and MultiPL-E, 861

LLM as a judgement Due to the high cost of 862

collecting human preferences (Zheng et al., 2023a), 863

we use pairwise comparison for judgment, where 864

an LLM judger is fed with a question and two 865

answers and determines which one is better or 866

declares a tie3. We report win rate/tie rate for 867

CodeArena. 868

3https://github.com/lmarena/
arena-hard-auto
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