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Abstract

Reconstructing jets, which provide vital insights into the properties and histories of sub-
atomic particles produced in high-energy collisions, is a main problem in data analyses in
collider physics. This intricate task deals with estimating the latent structure of a jet (bi-
nary tree) and involves parameters such as particle energy, momentum, and types. While
Bayesian methods offer a natural approach for handling uncertainty and leveraging prior
knowledge, they face significant challenges due to the super-exponential growth of potential
jet topologies as the number of observed particles increases. To address this, we introduce
a Combinatorial Sequential Monte Carlo approach for inferring jet latent structures. As a
second contribution, we leverage the resulting estimator to develop a variational inference
algorithm for parameter learning. Building on this, we introduce a variational family using a
pseudo-marginal framework for a fully Bayesian treatment of all variables, unifying the gen-
erative model with the inference process. We illustrate our method’s effectiveness through
experiments using data generated with a collider physics generative model, highlighting
superior speed and accuracy across a range of tasks.

1 Introduction

Reconstructing jets in particle physics deals with estimating a high-quality hierarchical clustering. A com-
prehensive approach to this process also involves inference on model parameters, which could provide insights
into our understanding of quantum chromodynamics (QCD), i.e. the theory of the strong interaction between
quarks mediated by gluons. Hierarchical clustering forms a natural data representation of data generated by
a Markov tree, and has been applied in a wide variety of settings such as entity resolution for knowledge-bases
(Green et al., 2012; |Vashishth et al.l 2018)), personalization (Zhang et al., |2014)), and jet physics (Cacciari
et al.l 12008; |Catani et al.l [1993; |Dokshitzer et al. [1997; [Ellis & Soper| [1993). Typically, work has focused
on approximate methods for relatively large datasets (Bateni et al., |2017; Monath et al., 2019} [Naumov
et al., 20205 [Dubey et al.| 2014; [Hu et al., 2015; [Monath et al., |2020; [Dubey et al., |2020; Monath et al.,
2021). However, there are relevant use cases for hierarchical clustering that require exact or high-quality
approximations on small to medium-sized datasets (Greenberg et al., 2020; 2021). This paper deals with
one of these use cases: reconstructing the latent hierarchy of jets in particle physics. Within this context,
Bayesian methods provide a natural approach for handling uncertainty, but the super-exponential scaling
of the number of hierarchies with the size of the datasets presents significant difficulties, i.e. the number of
topologies grows as (2N — 3)!l, with N being the number of leaves. This super-exponential growth in the
space of configurations makes brute force and exact methods intractable.

1.1 Jet physics

During high-energy particle collisions, such as those observed at the Large Hadron Collider (LHC) at CERN,
collimated sprays of particles called jets are produced. The jet constituents are the observed final-state
particles that hit the detector and are originated by a showering process (described by QCD) where an
initial (unstable) particle goes through successive binary splittings. Intermediate (latent) particles can be
identified as internal nodes of a hierarchical clustering and the final-state (observed) particles correspond to
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Figure 1: Jets as binary trees. Left: Schematic representation of the production of a jet at CERN’s LHC.
Incoming protons collide, producing two new particles (light blue). Each new particle undergoes a sequence
of binary splittings until stable particles (solid blue) are produced and measured by a detector. Right: In jet
reconstruction, only the leaf nodes are observed and the tree topology is inferred. Each latent tree topology
represents a different possible splitting history.

the leaves in a binary tree. Fig.[l] provides a schematic representation of this process. This results in several
possible latent topologies corresponding to a set of leaves. This representation, first suggested in |Louppe
et al. (2019)), connects jets physics with natural language processing (NLP) and biology.

1.2 Collider data analysis

A main problem in data analyses of collider physics deals with estimating the latent showering process
(hierarchical clustering) of a jet, which is needed for subsequent tasks that aim to identify the creation
of different types of sub-atomic particles. The final goal is to perform precision measurements to test the
predictions of the Standard Model of Particle Physics and explore potential models of new physics particles,
thereby advancing our comprehension of the universe’s fundamental constituents. The improved performance
of deep learning jet classifiers (Butter et al.; [2019) (for the initial state particles) over traditional clustering-
based physics observables gives evidence of the limitedness of current clustering algorithms since the right
clustering should be optimal for classification tasks. Thus, high-quality approximations in this context would
be highly beneficial for data analyses in experimental particle physics.

1.3 Jet simulators

Currently, there are high-fidelity simulations for jets, such as Pythia (Sjostrand et al. |2006), Herwig (Bellm
et al., |2016)), and Sherpa (Gleisberg et al., |2009). These simulators are grounded in QCD but make several
approximations that introduce parametric modeling choices that are not predicted from the underlying the-
ory, so they are commonly tuned to match the data. Many tasks in jet physics can be framed in probabilistic
terms (Cranmer et al.,[2021). In particular, we consider the challenges of calculating the maximum likelihood
hierarchy given a set of leaves (jet constituents), the posterior distribution of hierarchies, as well as estimat-
ing the marginal likelihood. Also, these quantities are relevant to tune the parameters of the simulators.
While these formulations are helpful conceptually, they are not practical in current high-fidelity simulations
for jets, given that the likelihood is typically intractable (they are implicit models). Thus, we consider
Ginkgo (Cranmer, Kyle et al., 2021} |Cranmer et al., [2019b): a semi-realistic generative model for jets with
a tractable joint likelihood and captures essential ingredients of parton shower generators in full physics
simulations. In particular, Ginkgo was designed to enable implementations of probabilistic programming,
differentiable programming, dynamic programming and variational inference.Within the analogy between
jets and NLP, Ginkgo can be considered as ground-truth parse trees with a known language model.
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1.4 Related work
1.4.1 et clustering

For each jet produced at the LHC, there is an inference task on the latent hierarchy that typically involves
10 to 100 particles (leaves). Though this is a relatively small number of elements, exhaustive solutions
are intractable, and current exact methods, e.g., |Greenberg et al.| (2020} 2021), have limited scalability.
The industry standard uses agglomerative clustering techniques, which are greedy and based on heuris-
tics (Cacciari et al.| 2008} [Catani et al., [1993; [Dokshitzer et al.l (1997} [Ellis & Soper] [1993)), typically finding
low-quality hierarchical clusterings. Regarding likelihood-based clustering (applied to Ginkgo datasets),
previous work |Greenberg et al. (2020)) introduced a classical data structure and dynamic programming al-
gorithm (the cluster trellis) that exactly finds the marginal likelihood over the space of configurations and
the maximum likelihood hierarchy. Also, an A* search algorithm combined with a trellis data structure that
finds the exact maximum likelihood hierarchy was introduced in |Greenberg et al.| (2021)). Finally, |Cranmer
et al. pairs Ginkgo with the cluster trellis (Greenberg et al., [2020), to use the marginal likelihood to
directly characterize the discrimination power of the optimal classifier (J. Stuart & Arnold, 1994} |Cranmer
as well as to compute the exact maximum likelihood estimate for the simulator’s parameters.
While these works provide exact algorithms that extend the reach of brute force methods, they have an
exponential space and time complexity, becoming intractable for datasets with as few as 15 leaves. For this
reason, |Greenberg et al. (2020; 2021) also provide approximate solutions at the cost of finding lower-quality
hierarchies.

1.4.2 Bayesian inference

A recent body of research has melded variational inference (VI) and sequential search. These connections are
realized through the development of a variational family for hidden Markov models, employing Sequential
Monte Carlo (SMC) as the marginal likelihood estimator (Maddison et al. 2017; [Naesseth et al. [2018;
[Le et al., 2018; Moretti et al.| 2019; 2020; 2021). Within the field of Bayesian phylogenetics (the study
of evolutionary histories), various methods have been proposed for inference on tree structures. Common
approaches include local search algorithms like random-walk McMc (Ronquist et al., [2012) and sequential
search algorithms like Combinatorial Sequential Monte Carlo (Csmc) (Bouchard-Coté et al., |2012; [Wang
2015)). McMc methods also handle model learning. [Dinh et al.| (2017) proposes PPHMC which extends
Hamiltonian Monte Carlo to phylogenies. Evaluating the likelihood term in MCMC acceptance ratios can
be challenging. As a workaround, particle McMcC (PMcMC) algorithms use SMC to estimate the marginal
likelihood and define McMc proposals for parameter learning (Wang & Wang, [2020).

Pseudo-marginal methods are a class of statistical techniques used to approximate difficult-to-compute prob-
abilities, typically by introducing auxiliary random variables to form an unbiased estimate of the target prob-
ability (Andrieu & Roberts| 2009). [Beaumont (2003 introduced a method in genetics to sample genealogies
in a fully Bayesian framework. [Tran et al|(2016) utilizes pseudo-marginal methods to perform variational
Bayesian inference with an intractable likelihood. Our work is a synthesis of Wang et al.| (2015) and [Moretti|
in that we introduce a variational approximation on topologies using SMC and a VI framework
to learn parameters.

1.5 Contributions of this Paper:

1. We expand upon the CsMc technique introduced by Wang et al. (2015) and the Ncsmc method from
Moretti et al.| (2021)) to introduce a Combinatorial Sequential Monte Carlo framework for inferring
hierarchical clusterings for jets. The resulting estimators are unbiased and consistent. To the best
of our knowledge, this marks the first adaptation of SMC methods to jet reconstruction in particle
physics.

2. We leverage the resulting SMC estimators to develop two approximate posteriors on jet hierarchies
and correspondingly two VI methods for parameter learning. We illustrate the effectiveness of
both methods through experiments using data generated with Ginkgo (Cranmer, Kyle et al., [2021)),
highlighting superior speed and accuracy across various tasks.
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3. In order to circumvent parametric modeling assumptions, we propose a unification of the generative
model and the inference process. Building upon the point estimators, we define a distinct variational
family over global and local parameters for a fully Bayesian treatment of all variables.

4. We show how partial states and re-sampled indices generated by SMC can be interpreted as auxil-
iary random variables within a pseudo-marginal framework, thus establishing connections between
variational pseudo-marginal methods and VsMmc (Naesseth et al., [2018; Moretti et al., 2021)).

2 Background

Section @provides an overview of the Ginkgo generative model for jet physics (Cranmer, Kyle et al.; |[2021)).
Section [2.3.1| summarizes the approximate inference techniques this work builds upon.

2.1 Ginkgo generative model

In this subsection we provide an overview of the generative process in Ginkgo as well as jet (binary tree)
reconstruction during inference. As mentioned in the introduction, Ginkgo is a semi-realistic model designed
to simulate a jet. The branching history of a jet is depicted as a binary tree structure 7 = (V,€) where
7 denotes topology, V comprises the set of vertices, and £ the set of edges. Each node is characterized
by a 4D (energy-momentum) vector z = (E € R* p € R3) where FE denotes energy and p = (pz,py,D-)
denotes momentum in the respective dimensions. The squared mass t = t(z) == E? — [p]? is calculated
using the energy-momentum vector z. The terminal nodes (or leaf nodes), represented as X = {z1, - ,zn},
correspond to the observed energy-momentum vectors measured at the detector. The tree topology 7 and
the energy-momentum vectors associated with internal nodes, denoted as Z = {z1,--- ,zy_1}, are latent
variables in the model.

2.1.1 Generative process

In Ginkgo the generative process begins with the splitting of a parent (root) node with invariant mass squared
tp into two children, as shown schematically in Fig. [2| (left). The process is characterized by a cutoff mass
squared t.¢, and a rate parameter A for the exponential distribution governing the decay. During generation,
as long as the invariant mass squared of a node exceeds the cutoff value (tp > t.y:), that node is promoted
to be a parent and the algorithm recursively splits it. The squared masses of each new left (L) and right (R)
child nodes (¢, tg) are obtained from sampling from the exponential distribution f(¢|\, ¢p) defined in Eq.
with parameters specific to each child (L, R). Finally, once t;, and tr are sampled, the corresponding energy-
momentum vectors (zr, zg) for the (L, R) nodes are derived from ¢p, t7, and ¢t following energy-momentum
conservation rules, i.e. applying a 2-body particle decay (see (Cranmer, Kyle et al., 2021 |Cranmer et al.,
2019b) for more details). Next, we specify the exponential distribution

FUA ) = g e (1)
pP)— — ;€ P

’ 1—e Mty ’

where the first term (1 —e~*)~1)/¢i, is a normalization factor, i € {L, R}, t5 = tp, and t& = (\/tp — VL)%

To satisfy energy-momentum conservation (v/ty + v/tr < v/tp), t1 is sampled before tg. Thus, in Ginkgo

the left child mass squared ¢, is sampled first with t% = ¢p and then an auxiliary value tf‘ = (Vitp — V1t1)?

is calculated to sample the right child mass squared tr (see Fig. |2| (left)).

There are different types of jets, depending on the type of initial state particle (root of the binary tree).
To simulate QCD-like jets, a single A\ parameter is employed for the entire process. However, for a heavy
resonance particle decay, such as a W boson jet, the initial (root node) splitting is governed by a model
parameter A1, while the subsequent ones are characterized by As.

2.1.2 Jet reconstruction during inference

In addition to the generative model, we also need to be able to assign a likelihood value to a proposed jet
clustering (binary tree) during inference. To do this we use the same general form for the jet’s likelihood
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tp =t(zp) > tewt tp =t(z1 + 2r)

g(tR7 )\7 tcuta t}R;a tP)

= f(tI\, (VEp — VEL)?)

Z(tLv Aatcutatf?a tP)
= f{t|Atp)

O ®)

tr ~ f(I\tp)  tr~ f(IN (VEP = VIL)?) tr =t(z1) tr = t(zR)
(a) Ginkgo generative process. (b) Node splitting likelihood reconstruction process.

Figure 2: Tllustration of the Ginkgo generative and reconstruction processes. (a) Ginkgo starts with a parent
node characterized by a 4-vector z, = (E,p) and invariant mass squared ¢tp = E? — |p|%. If ¢p is greater
than the cut off value ¢y, then the parent node splits (we have a particle decay). The left and right nodes
invariant mass squared (tr,, tg) are sampled from a truncated exponential distribution defined in Eq. |1} (b)
The splitting likelihood reconstruction process of a node, defined in Eq. [4 begins with two child nodes L
and R along with their respective 4-vectors z;, and zg. The 4-vector for the parent node P is calculated
as zp = zr, + zr and then tp = t(zp). Next, we obtain t;, = t(z1), tr = t(zr) and define L‘ILD = tp,
and t& = (\fp — /tr)?. Finally, the left splitting term likelihood £(t1, \,teut, t5,tp) and the right one
U(tRr, A\ teus, tR, tp) are evaluated.

based on a product of likelihoods over each splitting. In order to evaluate this we need to first reconstruct
each parent from its left and right children. Different tree topologies give rise to different ¢tp values for the
inner nodes and thus different likelihoods. Notably, in Ginkgo the likelihood of a tree is expressed in terms
of the product (in linear space) of all splitting likelihoods (specified in Eq. 4| and referred to as the partial
likelihood) of a parent into two children. The likelihood of a splitting connects parent with child nodes (i.e.
we have a likelihood of sampling a child with squared mass ¢ given a parent with squared mass tp). Thus,
parent and child nodes are not independent. However, splitting likelihoods of different parent nodes are
independent, given a tree. For a set of observed energy-momentum vectors X = {z1,--+ ,zn} (leaf nodes),
parameters 0, and a tree topology 7, the likelihood of a splitting history can be evaluated efficiently.

2.2 Parent node splitting likelihood reconstruction

At inference time, a parent node with energy-momentum vector zp is obtained by adding its children values
(21, zr) as shown schematically in Fig. [2| (right), and ¢p is calculated deterministically given zp. The
likelihood of a parent splitting into a left (right) child is defined as follows:

f(tl|>\7t§3)7 tP > tcut
Es (tcutv tp), tP S tcut )

Ut My teuts to, tp) = { (2)

where i € {L, R} (note that to fix a degree of freedom, t& = tp, and t& = (\/tp — /1)?) and t.u is the
cutoff mass squared scale for the binary splitting process to stop (if ¢; < teyu, the corresponding node is a
leaf of the binary tree). We introduce the cumulative density function F(teyut,tp) for a given generative
process to stop, i.e. the probability of having sampled a value of tp < tcys, as

1— ef)ﬁ«uut/tp
Fs(tcutatP) = 1—e? ’
1, tP S tcut )

tP > tcut

(3)

Taking this into account, the probability F(tr,tr, A, teut, tp) of a parent node splitting at inference time
can be reconstructed as the product of the probability of splitting (1 — F(teut, tp)) times the likelihood of
a parent splitting into left and right children as follows:

1
f(tLvtRa)\vtcutatP) = E(l - Fs(tcutatp)) : g(tlm)‘vtcutat]LD) : g(th)‘vtcutatg) . (4)
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Figure 3: Summary of the CsMcC framework: A total of K partial states {sF}X | are retained as collections

of tree structures encompassing the data set. A partial state is defined as a collection of trees, which start
out as singleton particles A, B, C' and D. Each iteration within Algorithm [2| comprises three key stages: (1)
resampling partial states based on their importance weights {w?” }szl, (2) proposing an expansion of each
partial state to form a new one by linking two trees within the forest, and (3) determining the new weights
for these new partial states. The illustration above depicts three samples across a jet consisting of observed
four particles, denoted as A, B, C, and D.

where the factor ﬁ comes from the likelihood of sampling uniformly over the two-sphere during the 2-
body particle decay process. Also, at inference time, given two particles, we assign ¢;, — max{ty,tr} and

tr — min{tL,tR}.

2.3 Approximate Inference
2.3.1 Bayesian jet reconstruction.

The goal of jet reconstruction is to infer the splitting history and properties of subatomic particles pro-
duced during high-energy collisions. This involves estimating various parameters such as particle momenta,
positions, and types. Bayesian methods provide a natural framework for modeling uncertainty and incor-
porating prior information into the reconstruction process. Let X = {x1, -+ ,zny} denote the matrix of
observed energy-momentum vectors of the Ginkgo model. The posterior distribution can be expressed as
follows:

P(X|m,A)P(7|})

P(X|))

P(rX, ) = (5)
Calculating the denominator requires marginalizing over (2N —3)!! distinct jet topologies which is intractable.
The two interconnected tasks for Bayesian jet reconstruction are: (i) computing the normalization constant
P(X|)) by marginalizing all possible candidate topologies:

P(X[\) =) P(X|7,\)P(r]A) (6)

and (ii): learning or optimizing the likelihood in Eq. obtained by marginalizing Eq. @ A =
arg max log P(X|\) . Variational Inference (VI) offers an approach to tackle both tasks for non-trivial poste-

Xex
rior distributions.
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2.3.2 Variational Inference.

VI is a method used to estimate the posterior distribution P(7,A\|X) when its direct computation is in-
tractable (due to the complexity of marginalizing the latent variables 7). To address this challenge, VI
introduces a tractable distribution Q(X, 7|X) to create a lower bound Lgrpo on the log-likelihood:

log P(X) > Lero(X) = Ig [M] )

In the context of Auto-Encoding Variational Bayes (AEVB, both Q(7,A|X) and P(X\,7,X) are jointly
trained (Kingma & Welling, [2013; Rezende et al., [2014). To approximate the expectation in Eq Monte
Carlo samples from Q(7, \|X) are averaged, and these samples are reparameterized using a deterministic
function of a random variable that is independent of 7.

Obtaining a feasible approximation for jet structures can be a complex task, leading us to modify and adapt
CsmMc.

2.3.3 Combinatorial Sequential Monte Carlo.

Csmc, tailored for phylogenetic tree models, approximates a sequence of increasing probability spaces,
ultimately aligning with Eq. [5| (Wang et al.| [2015). CsMcC employs sequential importance resampling across
{r}fy;ll steps to approximate both the unnormalized target distribution 7 and its normalization constant,
denoted as |||, constituting the numerator and denominator in Eq. |5, by K partial states {s*}E_| € S, to
form a distribution (see [Wang et al. (2015) or Appendix [B),

K
1
7?7' = ||ﬁf—1||E wa(ss,’f (8) Vse€S. (8)
k=1

CsMCc, in contrast to standard SMC techniques, manages a combinatorial set representing the realm of tree
topologies alongside the continuous branch lengths—both of which are characteristic features of phyloge-
nies (Wang et al., [2015). Partial states (Monte Carlo samples) are resampled at each rank r, ensuring
samples remain in high-probability regions, and importance weights are defined as:

k
k k — A
k a1k m(sy) v (s,5')
w, = w(sr—llvsr) = akil ’ Tak;l ’ (9)
m(s,21")  a(skls, 1)
k
where q(s,’f|s?1‘f) specifies a proposal distribution, ak_, € {1,--- K} denote resampled ancestor indices

with P(af_, = i) = wi—2/S°F W' ,, and v~ is an overcounting correction defined in [Wang et al. (2015).
Resampled states are then extended via proposal distribution simulations (see Fig. |3). This framework
allows for the construction of an unbiased estimate of the marginal likelihood, converging in Ly norm:

R

K

R R 1

Zesme = TRl = H (K E wf) = I ll. (10)
k=1

r=1

The CsMcC method is only applicable for sampling toplogies to marginalize over the space of phylogenetic
trees, leading us to adapt VcsMcC to perform VI.

Variational Combinatorial Sequential Monte Carlo. Expanding on the foundation laid by Csmc,
Moretti et al.| (2021)) introduces Variational Combinatorial Sequential Monte Carlo (VCSMC) as an approach
to learn distributions over phylogenetic trees. VcsMcC employs CSMC as a means to create an unbiased
estimator for the marginal likelihood:

Lcosyc izg {2031\40} : (11)
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Figure 4: The likelihood F4 for a sub-tree defined on leaf nodes D, E, F' and G is defined as the recursive
product of splitting likelihoods Fp and F¢o. The intermediate target m(s3) for the partial state sz also
includes the probability of singletons H and I denoted Fg and Fj.

In the same work, [Moretti et al. (2021)) introduces Nested Combinatorial Sequential Monte Carlo (NcsMc), an
efficient proposal distribution, providing an exact approrimation to the intractable locally optimal proposal
for Csmc. We provide a review of NcsMc in Appendix [C. The VI algorithms Vcsmc and VNCSMC that
utilize the estimators ch v and z ~Nosmeo each introduce a structured approximate posterior that exhibits
factorization across rank events. Each state, denoted as s,, is uniquely characterized by its topology, a
collection of trees forming a forest, and the corresponding branch lengths. To facilitate reparameterization,
discrete terms are either removed from gradient estimates or transformed into Gumbel-Softmax random
variables. This transformation yields a differentiable approximation by utilizing a convex relaxation technique
applied to the simplex.

3 Methods

Section [3.1] adapts the CsMc approach to perform inference on jet tree structures. Section [3.2] reformulates
Vesme for inference on global parameters. Section 1| utilizes VcsMmc methodology to learn parameters
as point estimates. Section defines a prior on the model parameters to construct a variational ap-
proximation on both global and local parameters. The resulting approach is interpreted as a variational
pseudo-marginal method establishing connections between pseudo-marginal methods (Andrieu & Roberts,
2009) and Variational Combinatorial Sequential Monte Carlo (Naesseth et al., 2018; |Moretti et al., |2021]).

3.1 Inference on Tree Structures

Sequential Monte Carlo (SMc) methods (Naesseth et al., 2019;|Chopin & Papaspiliopoulos, [2020) are tailored
to sample from a sequence of probability spaces, where the final iteration converges to the target distribution.
To adapt CsMC for the Ginkgo model, the splitting likelihood at the final coalescent event should align with
the likelihood of a Ginkgo jet which is defined as the product of all splitting likelihoods (see Eq. . To
achieve this, we reformulate the splitting likelihood to induce a dependence on previous splits, as depicted
in the recurrence relation:

(= Filteunstr)) (12)

X é(tLv >‘7 Leut, tlLD) : E(th >‘7 Leut, tg)
X ]}(tLLatLRv Aa tcut ) : ﬁ(tRLa tRRa )\7tcut ) .

In the above, the pair 4,5 € (L, R) x (L, R) defines t;; as the mass squared of the j child of the current i
coalescent node and F (tr,tr, A, teus ) for leaf nodes simply evaluates to 1. Eq. [12|represents the tree (sub-
tree) likelihood (with root node having squared mass tp) as the recursive product of splitting likelihoods.
Each term brings its normalization, and the overall normalization is correctly expressed as the product of
individual ones. In practice we use dynamic programming to maintain a running sum of cumulative log
probabilities across rank events. The CsMC resampling step illustrated in Fig. [3]is now dependent upon the
sub-tree splitting history as opposed to only the most recent splitting likelihood.

f(tLv tRaAa tcut) -

In a slight abuse of notation, the probability 7(s¥) of partial state s* (recall r € {1,--- , N — 1} denotes the
coalescent event and k denotes the Monte Carlo sample) is defined as the product of the probabilities of all
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disjoint trees (; in the forest s: 7(s) = [ 7(¢). An illustration of a likelihood for a sub-tree along with
Ci€s

the likelihood of a partial state is provided in Fig. 4l The Ncsmc algorithm defined in Moretti et al. (2021)

can similarly be adjusted to ensure compatibility with this modified framework. The resulting estimators

are unbiased and consistent, for proofs see Wang et al. (2015) and Moretti et al. (2021)).

3.2 Inference on Global Parameters

In Section [3.2.1] we define a variational approximation on topologies, while in Section we outline fully
Bayesian inference using a variational pseudo-marginal framework.

3.2.1 Maximum Likelihood

We introduce a variational approximation on 7, using CsMC and the AEVB framework to optimize . Using
Eq. 0land Eq.[10]to define the weights and estimator respectively, along with Eq. [I1]and Eq. [12] to evaluate
7(s¥) and form the ELBO, we define a variational family:

k

Gr— ak
Qo (11> 01i%-1) H%w st) XHH - qw( Flsp” 1> : (13)
r=2k=1 Zl 1

k
The full factorization of gy (s’ﬁ|s:T_’f) is written in Eq. |22 and Eq. |23| of the Appendix and depends on the
choice of CsMC or NCsSMC as an inference algorithm. We utilize our adaptation of CsMC and NcsMC to
form the two objectives Losyme and Lncsme-

3.2.2 Fully Bayesian Inference Using a Variational Pseudo-Marginal Framework

Simulators rooted in quantum chromodynamics are frequently calibrated to align with the data. However,
training a simulator separately from the inference process can lead to inefficiencies. To address this, we
propose a modification of the posterior distribution defined in Eq. [5] to include a prior on A along with
variational parameters to learn the proposal distribution in Eq. We define a log-normal distribution over
A ~log N (Ap, X) so that A can be marginalized along with 7. The target distribution can now be specified
as follows:

P(X|1,\)P(T|\)P(N)

P(X)

The generative model parameters can be defined as 6 = A = {p, X} or as the output of a neural network
and the proposal parameters ¢ = {ji, X} used in the variational approximation to Eq. can be shared or
separately trained.

P(r,A\X) =

(14)

The pseudo-marginal framework is designed to sample from a posterior distribution such as the one defined in
Eq. [5| when the marginal likelihood p(X]|A) cannot be evaluated directly. We would normally be interested in
computing the posterior distribution over splitting topologies and decay parameters defined in Eq. [5} however,
the marginal likelihood p(X|)) is intractable. Given access to a function §(u; X, \) accepting random numbers
u ~ r(u) that can be evaluated pointwise, assume §(u; X, A) returns a non-negative unbiased estimate of
P(X|\):
E (00X 0] = [ 806X, ) r(u)du = p(X]A) . (15)

In our setup, §(u; X, A) is defined in Eq. and the auxiliary random variables u = (s1'E ol ) are

generated via the CsMmc or NcsSMC algorithm. Let p(\, u) be a joint target distribution over A and w:
9(u; X, N)r(u)p(A)

p(Au) = , 16
() ey (16)
The integral of the expression above equals one, and its marginal distribution corresponds to the posterior
distribution: (1 X, \)r(a)p(\) XA
glu; A, A)r\u)p p p
m(A) = / du = . 17
W »(X) p(X) "
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Figure 5: Left: Scatterplot comparing log-conditional likelihood of VNcsmc with K, M = (256,1) vs (a)
Greedy Search and (b) Beam Search. Across 100 simulated jets, VNCsSMC returns higher likelihood on all 100
cases against Greedy Search and 99 cases against Beam Search. Right: Log-conditional likelihood values for
Vesmce (blue) and VNesMc (red) with K = {8,256} (and M = 1) samples averaged across 5 random seeds.
VNcesMC with K > 8 explores higher probability spaces than the likelihood returned by the simulator, as
depicted by the green trace for reference. VNCSMC achieves convergence in fewer epochs than Vcsmc and
yields higher values, all while maintaining lower stochastic gradient noise.

This implies that by employing nearly any approximate inference technique to Eq. the resulting marginal
distribution of that approximation will serve as an estimate of the actual target distribution. The pseudo-
marginal framework by |Andrieu & Roberts| (2009)) designs a Markov Chain (6%, u*) with Eq. [16]as its target
distribution.

Given the conditional likelihood p(X]|A,7) we could run MCMC only on the parameter p(A). Instead, we
take the approach of sampling K topologies 7% ~ p(7|)\) so that

K
% STXITE () = p(XIN)p(N),

as K—oo
k=1

where an explicit approximation to p(r|A) is defined by the modified CsMcC algorithm. This is a form
of wvariational pseudo-marginal setup where we are interested in approximately marginalizing out all jet
structures. Our distribution estimator which marginalizes A is interpreted analogously.

4 Experiments

The industry standard in particle physics uses agglomerative clustering techniques, which are greedy (Cacciari
et al.,|2012)). Beam Search provides a straightforward and significant improvement. Thus, we consider both
Greedy and Beam Search as standard, relevant and efficient baselines, also applied in cited works |Greenberg
et al.| (2020; 2021). We simulated 100 jets using Ginkgo running comparisons with Greedy Search, Beam
Search and Cluster Trellis.

4.1 MAP estimate

Fig. [5] (left) provides a scatterplot comparing log-conditional likelihood values. Across 100 simulated jets,
VNesMc with K, M = (256, 1) returns a higher likelihood on all 100 cases against Greedy Search (left) and
99 cases against Beam Search (right). Notably, VNcSMC simultaneously conducts inference and A learning, a
feature lacking in Greedy Search and Beam Search, which rely on the user providing A values. Furthermore,
VNCSMC yields probability distributions over topologies, while Greedy Search and Beam Search yield single
topologies.

Fig. [5| (right) shows the log conditional likelihood values p(X|7, A) for VesMc (blue) and VNCSMC (red)
each with K = {8,256} (and M = 1 for VNCSMC) samples averaged across 5 random seeds. Greater
values of K result in higher values, while reducing stochastic gradient noise. VcsMc with K > 8 explores
higher probability spaces than the simulator, as depicted by the dotted green reference trace. VNCSMC
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Figure 6: Left: Log conditional likelihood returned by VcsMcC compared with the exact MAP clustering
returned by the cluster trellis |Greenberg et al. (2020), Greedy Search and Beam Search, for a dataset of
100 simulated jets generated with Ginkgo. Even with K = 256 and N = 12, VcsMC closely approximates
exact cluster trellis values for specific jets. Center Left: A comparison of the running times, highlighting
that VcsMc on N = 64 significantly outperforms cluster trellis on N = 12. As N increases, the cluster
trellis quickly becomes impractical due to its exponential complexity. Center Right: Csmc and NcsMmc
converge to the exact likelihood as K increases (log scale). Right: Inferred Log-Normal Pseudo-Marginal
Distribution log N'(A|g, X) for the Heavy Resonance jet computed using the Ncsmc algorithm. Contours of
the log conditional likelihood with stochastic gradient steps on Lyxcsne to learn parameters p = (u1, p2)
traced in red.

achieves convergence in fewer epochs than VcsMc and yields higher log-conditional likelihood values, all
while maintaining lower stochastic gradient noise. Notably, even VNcsSMC with (K, M) = (8,1) in the top-
left plot (red) outperforms VcsMc with K = 256 in the bottom-right plot (blue). Next, we compare in
Fig. |§| (left) the log conditional likelihood returned by VCSMC, Greedy Search and Beam Search with the
exact Maximum a Posteriori (MAP) clustering value calculated with the cluster trellis technique described
in |Greenberg et al.| (2020)), for a dataset of 100 jets. We see that VCSMC returns high quality hierarchies,
with log likelihood values close to the exact ones.

4.2 Running Time and Complexity.

We generated jets with N = {4,---,64} leaf nodes and profiled the running time of Vcsmc, Cluster Trellis,
Greedy Search and Beam Search averaged across 3 random seeds. All experiments were performed on a
Google Cloud Platform n1-standard-4 instance with an Intel Xeon CPU 4 vCPUs and 15 GB RAM without
leveraging GPU utilization. Fig. |§| (left center) reports the running times on a log scale in seconds. VcsMc
is an order of magnitude faster than Beam Search on N = 20 leaf nodes. Beam search entails managing a
list of log-likelihood pairs at each level and for each beam size b. The given list is sorted, iterated over, and
selectively only a single topology is retained at a time. This incurs a complexity of O(b2N logb+bN3log N).
Typically b > N, in which case the complexity can be prohibitively slow, but for b < N?log N, the complexity
becomes O(bN3log N). In contrast, Ncsmc is O(KN3M) and the Csmc is O(KNM), where K, N and M
denote the number of Monte Carlo samples, the number of leaf nodes (observed particles), and the number
of subsamples.

Fig. |§| (center right) illustrates convergence of the conditional CsMmc and Ncsmc likelihood to the cluster
trellis marginal likelihood as K increases. Finally, Fig. |§| (right) illustrates the inferred Log-Normal Pseudo-
Marginal Distribution for the parameters p = (u1,p2) of the Heavy Resonance Jet, estimated through
Ncsmce. Contours of the log-conditional likelihood are shown with stochastic gradient steps taken on Lxcsmc
highlighted in red.

5 Discussion

In all experiments, t.,; is an exogenous variable, and in full physics simulations its value is determined
by the energy scale where there is a qualitative change in the theory that describes the process, i.e. we
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switch from a showering to a hadronization process, described by different models of physics. The difference
between the energy of the initial state particle (root of the binary tree) and this energy scale (t.,:) affects
the number of final state particles in the Monte Carlo sampling. Given that Ginkgo does not include a full
quantum chromodynamics modeling of the splitting likelihood, we choose t.,; to control the distribution on
the number of final state particles and mimic full physics simulation processes. As such, the exact value is
not relevant and the developed algorithms capabilities are independent of it.

Simulators rooted in Quantum Chromodynamics (QCD) present significant challenges due to their complex
likelihoods. Rewriting these simulators is a substantial endeavor, demanding considerable expertise and
effort, with specialists often dedicating entire careers to mastering the intricacies of QCD. Real-world data
utilization necessitates strict adherence to the models embedded within these simulators, further complicating
the task. Moreover, the lack of currently available powerful quantum computers adds another layer of
difficulty, prompting high-energy researchers, such as those at IRIS-HEP, to rely on approximations like
Ginkgo (Cranmer et al., 2019a)).

The Combinatorial Sequential Monte Carlo (CsMmc) method (Wang et al., 2015)) and the Variational Combi-
natorial Sequential Monte Carlo (Vcsmc) method (Moretti et al.,[2021) both use a specific generative model
for biology based on a continuous time Markov chain. Our paper represents, to the best of our knowledge,
the first adaptation of Sequential Monte Carlo methods for jet reconstruction in particle physics. This is
achieved by adapting the Ginkgo model and redefining the parent node splitting likelihood recursively (Eq.
to ensure that, at the final CsMC rank event, the support of the proposal distribution aligns with that
of the target distribution.

In this context, we have introduced the first adaptation of CsMcC for unbiased and consistent jet recon-
struction, proposing approximate posteriors and variational inference (VI) techniques for both point and
distribution estimators. Our approach significantly improves both speed and accuracy, paving the way for
broader adoption of variational methods in collider data analyses. This work not only provides a robust
framework for jet reconstruction but also sets the stage for future advancements in the application of ad-
vanced approximate inference methods to high-energy physics experiments.
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