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Abstract

The proliferation of misinformation and harm-001
ful narratives in online discourse has under-002
scored the critical need for effective Counter003
Narrative (CN) generation techniques. How-004
ever, existing automatic evaluation methods of-005
ten lack interpretability and fail to capture the006
nuanced relationship between generated CNs007
and human perceptions. Aiming to achieve008
a higher correlation with human judgments,009
this paper proposes a novel approach to asses010
generated CNs that consists on the use of a011
Large Language Model (LLM) as a evalua-012
tor. By comparing generated CNs pairwise013
in a tournament-style format, we establish a014
model ranking pipeline that achieves a corre-015
lation of 0.88 with human preference. As an016
additional contribution, we leverage LLMs as017
zero-shot CN generators and conduct a compar-018
ative analysis of chat, instruct, and base models,019
exploring their respective strengths and limita-020
tions. Through meticulous evaluation, includ-021
ing fine-tuning experiments, we elucidate the022
differences in performance and responsiveness023
to domain-specific data. We conclude that chat-024
aligned models in zero-shot are the best option025
for carrying out the task, provided they do not026
refuse to generate an answer due to security027
concerns.028

Warning: Please be advised that this research029
paper contains instances of hate speech that030
may be distressing or offensive to readers.031
These expressions are included for analysis and032
critique purposes only, and they do not reflect033
the beliefs or endorsements of the authors or034
the institution.035

1 Introduction036

The proliferation of misinformation and the dissem-037

ination of harmful narratives has underscored the038

urgent need for effective strategies to combat Hate039

Speech (HS). This necessity has drawn significant040

attention to the field of automatic CN generation,041

where considerable research has been conducted042

on the use of LLMs to fulfill this task with impres- 043

sive results (Chung et al., 2021; Tekiroğlu et al., 044

2022). However, difficulties in automatically as- 045

sessing the quality of the generated CNs remain. 046

As is common in text generation tasks, while man- 047

ual evaluation is expensive, time-consuming, and 048

subjective, existing automatic methods often fail 049

to provide comprehensive insights or capture the 050

nuanced relationship between generated text and 051

human perceptions, overlooking crucial aspects of 052

effectiveness and relevance (Ni’mah et al., 2023). 053

Thus, automatic methods have mostly used (Chung 054

et al., 2021; Tekiroğlu et al., 2022) metrics such 055

as BLEU (Papineni et al., 2002) or ROUGE (Lin, 056

2004). However, these metrics are known to weakly 057

correlate with human judgment (Sai et al., 2022), 058

particularly on tasks where creativity is impor- 059

tant (Ni’mah et al., 2023). Other automatic metrics 060

include Repetition Rate (RR) (Bertoldi et al., 2013) 061

or Novelty (Wang and Wan, 2018) but none of these 062

metrics take the input HS into account, therefore 063

missing a crucial aspect in the evaluation of CNs. 064

To the best of our knowledge, this paper is the first 065

to exhaustively analyzed in detail the correlation of 066

these metrics with human judgment for CN evalua- 067

tion. Finally, the evaluation problem is exacerbated 068

by the lack of a ’universal truth’ and the significant 069

variations among possible references (see example 070

in Table 1). 071

In this paper we address these shortcomings by 072

presenting a novel approach to automatically evalu- 073

ate CNs, aiming for a higher correlation to human 074

preference than the traditional metrics commonly 075

used to evaluate natural language generation (NLG) 076

tasks. We propose to evaluate generated CNs pair- 077

wise in a tournament-style format and determine 078

the outcome of said tournaments without the need 079

for human intervention through the use of a Judge 080

Model explicitly trained to assess the quality of 081

generated text. Then, we use the outcomes of the 082

tournaments to rank models according to their per- 083
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HS
Muslims do not have anything useful that
can enrich our culture.

Candidate CNs

1. How about the money they con-
tribute to our economy, their ex-
pertise and knowledge, their cul-
ture, tasty food. Should I go on?

2. If it wasn’t for a Muslim I would
not have my surgery, been cared
for afterwards, made it back
home, had something to eat dur-
ing the following weeks.

Table 1: Sample set of proposed CNs for a single HS
instance in the CONAN corpus. Although only two
references are shown in the table, the corpus includes a
total of 36 candidate CNs as the Gold Standard for the
presented instance of HS.

formance. This tournament-style approach allows084

us to decompose a subjective task like CN evalu-085

ation into a series of simpler binary classification086

problems.087

As an additional contribution, we focus on eval-088

uating the inherent ability of LLMs as ZS CN gen-089

erators. Leveraging state-of-the-art open-source090

LLMs, we seek to explore their potential in gener-091

ating CNs that effectively challenge and mitigate092

the influence of misinformation and harmful narra-093

tives. We examine three variants within the same094

model family: base, instruction-tuned, and chat-095

aligned. This enables us to inspect their unique096

strengths and limitations to determine the optimal097

choice for the task. Finally, we fine-tune the models098

on HS-CN pair data to compare their performance099

against ZS performance, assessing whether fine-100

tuning offers any significant improvement in our101

scenario. We conclude that chat-aligned models102

in a ZS setting are the best option for carrying out103

the task, provided they do not refuse to generate104

an answer due to security concerns1. Code will be105

made publicly available upon publication.106

1Chat-aligned models, designed to adhere to safety and
ethical guidelines, may sometimes decline to respond to cer-
tain prompts. This refusal is typically in place to prevent the
generation of harmful, inappropriate, or sensitive content.

2 Related Work 107

In recent years, automatic CN generation has at- 108

tracted growing research interest, with numerous 109

methods leveraging NLG technologies for gener- 110

ating CNs. Nearly all recent systems depend on 111

LLMs to automatically generate CNs (Ashida and 112

Komachi, 2022; Tekiroğlu et al., 2022; Saha et al., 113

2024) , driven by their impressive performance in 114

generation tasks, which often necessitates minimal 115

or no training data (Zhao et al., 2023a; OpenAI 116

et al., 2024; Zhao et al., 2023b). 117

Several datasets have been introduced to aid 118

in the advancement of CN generation. The 119

first large-scale, multilingual, expert-based dataset, 120

Counter Narratives through Nichesourcing (CO- 121

NAN) (Chung et al., 2019), consists of HS-CN 122

pairs in English, French, and Italian, focusing ex- 123

clusively on Islamophobia. This corpus served 124

as the foundation for the development of Mul- 125

tiTarget CONAN (MT-CONAN) (Fanton et al., 126

2021a), which includes 8 hate-speech targets such 127

as women and individuals with disabilities. Ad- 128

ditionally, the DIALOCONAN dataset (Bonaldi 129

et al., 2022), which contains fictitious dialogues be- 130

tween a hater and a Non-Governmental Organiza- 131

tion (NGO) operator, and the Knowledge-grounded 132

Hate Countering dataset (Chung et al., 2021), fea- 133

turing HS-CN pairs with the background knowl- 134

edge used for constructing the CNs have been in- 135

troduced. Some work in adapting these corpora 136

to other languages has also been done, such as 137

CONAN-EUS (Bengoetxea et al., 2024), a Basque 138

and Spanish translation of the original CONAN 139

dataset, and CONAN-MT-SP (Vallecillo Rodríguez 140

et al., 2024), a Spanish version of MT-CONAN. 141

Assessing the impact and effectiveness of the 142

generated CNs remains a crucial aspect of this 143

research domain. Evaluating CN is particularly 144

challenging because there are many acceptable an- 145

swers to a given HS, and is often very difficult to 146

assess what constitutes a good answer. Evaluation 147

is usually done either through automatic or man- 148

ual methods. Automatic methods involve the use 149

of metrics such as BLEU (Papineni et al., 2002), 150

ROUGE (Lin, 2004), and BERTScore (Zhang et al., 151

2020), which are standard evaluation metrics in 152

tasks such as Machine Translation or Text Summa- 153

rization. However, these metrics are known to be 154

often weakly correlated with human judgment (Sai 155

et al., 2022), particularly on tasks that require cre- 156

ativity (Ni’mah et al., 2023). Other automatic met- 157
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rics that have been used for NLG evaluation include158

Repetition Rate (RR) (Bertoldi et al., 2013), which159

measures diversity in the generated answers, or160

Novelty (Wang and Wan, 2018), which encourages161

the model to generate answers different from the162

text in the training data. As far as we know, no163

previous work has analyzed the correlation of these164

metrics with human judgment for CN evaluation.165

Due to the limitations of automatic metrics, final166

assessments frequently rely on manual evaluations.167

Nonetheless, manual evaluation is often a costly168

process, and finding evaluators with adequate task169

comprehension can be challenging. Moreover, the170

subjective nature of the task adds another layer of171

complexity to the evaluation process. To mitigate172

this subjectivity, various efforts have been made to173

identify key aspects that assess the quality of CNs.174

Unfortunately, consensus on these key aspects is175

still lacking, as different authors consider factors176

such as relatedness, specificity, richness, coherence,177

grammaticality, suitableness, informativeness, di-178

versity, relevance, language quality, offensiveness179

or stance (Chung et al., 2021; Ashida and Komachi,180

2022; Bengoetxea et al., 2024).181

Recently, to address the limitations of traditional182

metrics and manual evaluation, LLMs are being em-183

ployed to directly assess the quality of generated184

text. Leveraging LLMs to measure NLG has been185

shown to exhibit stronger correlation with human186

assessment compared to conventional reference-187

based evaluation (Nimah et al., 2023; Chiang and188

Lee, 2023; Wang et al., 2023; Liu et al., 2023), and189

it remains an efficient and automated approach.190

Some works include using commercial models191

such as GPT-4 (Wang et al., 2023; Liu et al., 2023),192

while others focus on training specialized models193

for evaluation tasks, resulting in tools like Pan-194

daLM (Wang et al., 2024), JudgeLM (Zhu et al.,195

2023), and UniEval (Zhong et al., 2022). These196

LLMs can be either used to ascertain quantitative197

aspects to measure the quality of the generated198

text (Zhong et al., 2022; Ke et al., 2022), or to199

show preferences between two texts generated by200

different systems.201

There are few works on automatic CN evalua-202

tion. Contemporary to our work, Jones et al. (2024)203

use LLMs to evaluate CNs based on five different204

aspects considered relevant for their effectiveness205

in combating HS. In a strategic shift, we propose to206

use LLMs to compare outputs from different mod-207

els between them and ultimately obtain a ranking208

of the best models for CN generation that correlates209

with human judgments. 210

3 Methodology 211

This section provides an overview of the key com- 212

ponents of the research methodology. Section 3.1 213

discusses the specific models that were used for CN 214

generation. Section 3.2 presents the corpus used in 215

the study. Finally, Section 3.3 outlines the metrics 216

that were employed to carry out the evaluation. 217

3.1 Models 218

In this study, we used auto-regressive models for 219

CN generation. Specifically, we work with three 220

variants of the Mistral model family (Jiang et al., 221

2023) as well as the Llama 2 Chat model (Tou- 222

vron et al., 2023). The Mistral variants include 223

the Mistral base model, the Mistral-Instruct model, 224

and Zephyr (Tunstall et al., 2023), which is a chat- 225

aligned model based on Mistral. The selection of 226

these three variants enables the comparison of chat- 227

aligned, instruction-tuned, and base model perfor- 228

mance and behavior. Llama 2 was selected as to 229

compare the results with Mistral models due to its 230

relevance in the field and potential for providing 231

complementary insights into CN generation. All 232

models are 7B parameter models, consistent with 233

the available Mistral model size, to ensure compa- 234

rability of results. Additionally, the weights of all 235

the models used in this study are publicly available. 236

The specific versions of the employed models are 237

listed in Table 3. 238

3.2 Corpus 239

In order to test the generalizability of our method, 240

we conduct the analysis on two distinct datasets: 241

Counter Narratives through Nichesourcing (CO- 242

NAN) (Chung et al., 2019) and Multi-Target CO- 243

NAN (MT-CONAN) (Fanton et al., 2021b). Corpus 244

statistics are presented in Table 2. 245

CONAN Comprises HS-CN pairs addressing Is- 246

lamophobia in three languages: English, Italian, 247

and French. These pairs were collected through 248

nichesourcing involving 3 different NGOs from the 249

United Kingdom, France, and Italy. As a result, 250

the CNs are expert-based and crafted by opera- 251

tors specifically trained to combat online HS. After 252

the data collection phase, three non-expert annota- 253

tors were hired to augment the dataset. They para- 254

phrased original hate content to increase pairs per 255

language and translated content from French and 256

Italian to English for language parallelism. NGO 257
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Corpus HS-CN pairs Unique HS Unique CN Mean CNs per HS Mean words per CN
CONAN 6648 523 4040 12.71 19.48

MT-CONAN 5003 3718 4997 1.35 24.77

Table 2: Statistics of the CONAN and MT-CONAN corpora, showing the number of HS-CN pairs, the number of
unique HS and CN instances, the average number of CN per hateful statement, and the average number of words per
CN.

trainers validated the newly generated data for each258

language to ensure quality. In this work, we only259

focus on the English partition. During fine-tuning,260

we used 4833 pairs for training, 537 for validation,261

and 1278 for testing. The specific train-val-test262

splits are available at https://huggingface.co/263

datasets/HiTZ/CONAN-EUS.264

MT-CONAN Consists of HS-CN pairs in En-265

glish, collected through a Human-in-the-Loop ap-266

proach. This method involves iteratively refining a267

generative language model by utilizing its own data268

from previous loops to generate new training sam-269

ples, which are then reviewed and/or post-edited by270

experts. The HS targets eight distinct demograph-271

ics: individuals with disabilities, Jewish people, the272

LGBT+ community, migrants, Muslims, people of273

color, women, and other marginalized groups. Dur-274

ing fine-tuning, we used 3003 pairs for training,275

1000 for validation, and 1000 for testing.276

3.3 Evaluation Metrics277

For evaluation we used both reference-based and278

reference-free metrics. Additionally, we incorpo-279

rated the use of a judge model as part of our pro-280

posed evaluation methodology.281

Reference-Based Metrics For reference-based282

metrics, and based on previous work on CN gen-283

eration, we opted to use BLEU, ROUGE-L and284

BERTScore. BLEU is a precision-based metric that285

measures the similarity between a candidate text286

and one or more reference texts. It computes the287

geometric mean of modified n-gram precision and288

applies a brevity penalty to discourage short transla-289

tions. BLEU is widely used in machine translation290

tasks. ROUGE-L, on the other hand, focuses on291

the recall of content units. It calculates the longest292

common subsequence between the candidate se-293

quence and the reference sequence, normalizing by294

the length of the reference sequence. ROUGE-L is295

commonly employed in text summarization tasks.296

BERTScore leverages contextual embeddings from297

pre-trained BERT models to compute the similarity298

between candidate and reference sentences. It com-299

putes the score based on the cosine similarity be- 300

tween BERT embeddings, providing a measure of 301

semantic similarity. BERTScore has demonstrated 302

effectiveness across various natural language gener- 303

ation tasks, including machine translation and text 304

summarization. 305

Reference-Free Metrics For reference-free met- 306

rics, we opted to use Repetition Rate (RR) (Bertoldi 307

et al., 2013), which is computed by calculating 308

the non-singleton n-grams that are repeated in the 309

generated text (Bertoldi et al., 2013) and Nov- 310

elty (Wang and Wan, 2018) that is computed by 311

calculating the non-singleton n-grams from the gen- 312

erated text that appear in the train data. While RR 313

aims to capture the diversity in the generated text, 314

Novelty measures how different the generated text 315

is from the training data. It should be noted that 316

Novelty is less valuable when evaluating models 317

that were used in a ZS setting, as there is no training 318

involved. 319

LLM evaluation Finally, we consider the use of 320

JudgeLM as an evaluator. JudgeLM is a scalable 321

judge model based on Vicuna that was designed 322

to evaluate LLMs in open-ended scenarios. It was 323

trained using a large-scale dataset consisting on 324

LLM-generated answers for diverse NLG tasks and 325

detailed judgments from GPT-4. Remarkably, it 326

achieves an agreement rate exceeding 90% in some 327

tasks, surpassing even human-to-human agreement 328

levels (Zhu et al., 2023). While JudgeLM supports 329

different evaluation methods, such as comparing 330

single answers against a reference or comparing 331

multiple answers simultaneously, we decided to 332

use it to compare generated CNs pairwise, as de- 333

scribed in Section 4.1. This eliminates the problem 334

of needing a reliable reference and instead focuses 335

on determining which of the available options is 336

the best, simplifying the task. Comparing the CNs 337

against each other also avoids the ambiguity of the 338

open-ended scenario we would face if we decided 339

to evaluate them individually. JudgeLM operates 340

in two modes: fast evaluation activated or deacti- 341

vated. In fast evaluation mode, the model outputs 342
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two scores, one for each CN, providing an overall343

assessment of their value. When deactivated, the344

model supplements these scores with arguments345

explaining the rationale behind them. Both during346

the development stage and while conducting the347

result analysis, we deactivated fast mode to ensure348

a comprehensive evaluation. However, for creating349

the ranks, we opted to deactivate the argumentation350

feature and solely output the scores. This decision351

was made because generating arguments signifi-352

cantly increases inference time and argumentation353

was deemed unnecessary for our specific task.354

4 Evaluation framework355

In this section we present a cost-effective pairwise356

rank-based evaluation paradigm designed to assess357

the performance of CN generation systems in align-358

ment with human preference. The method is de-359

tailed in Section 4.1. In addition, in Section 4.2,360

we describe the additional manual evaluation con-361

ducted to provide a detailed assessment according362

to various relevant aspects contributing to the effec-363

tiveness of a CN, as presented in Bengoetxea et al.364

(2024).365

4.1 Pairwise Rank-Based Evaluation366

We propose an "A vs B" comparative setup to rank367

models with respect to their CN generation skills.368

Suppose we have n models to rank and we want to369

evaluate their performance in a test set consisting370

of h HS instances. First, each one of the n models371

will generate a CN for each instance of HS in the372

test set. After that, the generated CNs will be pitted373

against each other in "A vs B" tournaments. In the374

end, we are left with
(n
2

)
· h = n!

2!(n−2)! · h tour-375

naments. We will use either automatic or manual376

evaluation to decide the outcome of said tourna-377

ments. Based on the results, each of the n models378

will receive a performance score using the follow-379

ing point scheme: the winning model receives 1380

point, the losing model receives 0 points, and in381

the case of a tie, both models receive 0.5 points.382

Finally, the models will be ranked based on the383

obtained score.384

Automatic Evaluation For automatic evaluation385

we will prompt JudgeLM to output 2 scores: one386

for each proposed CN. The winner will be deter-387

mined by comparing these scores: the CN with the388

highest score is the winner. If both scores are the389

same, it results in a tie.390

In our experimentation, all the models in Table 3 391

were evaluated in both CONAN and MT-CONAN. 392

Combining their test sets results in 2278 HS in- 393

stances. We evaluated both the fine-tune and ZS 394

versions of each model, along with the gold stan- 395

dard. This resulted in a total of
(9
2

)
· 2278 = 82008 396

tournaments. 397

Manual Evaluation For manual evaluation, we 398

had 3 annotators decide which of the 2 proposed 399

CNs they believe would be more effective in com- 400

bating the presented instance of HS. The specific 401

guidelines provided to the annotators are detailed 402

in Appendix A.1. 403

In our experimentation, given the significant cost 404

associated with manual evaluation, 10 HS instances 405

from each of the test sets of CONAN and MT- 406

CONAN were randomly selected. The process 407

resulted in
(9
2

)
· 20 = 720 tournaments. From the 408

mix of both corpora, 288 tournaments (144 from 409

each corpus) were evaluated by all 3 evaluators to 410

calculate the inter-annotator agreement (IAA) us- 411

ing Cohen’s Kappa. For instances from CONAN, 412

the mean IAA was 0.42, while for the instances 413

of CONAN-MT, it was 0.58. The individual co- 414

efficients are presented in Appendix B. The final 415

outcome of these tournaments was decided using 416

majority voting to reduce subjectivity. The remain- 417

ing 432 tournaments were each annotated by a sin- 418

gle annotator, with each annotator evaluating 144 419

tournaments. 420

4.2 Feature Evaluation 421

For a comprehensive evaluation of CN quality, 422

we conducted a manual assessment based on five 423

criteria: Relatedness, Specificity, Richness, Co- 424

herence, Grammaticality and overall score (Ben- 425

goetxea et al., 2024). Detailed evaluation guide- 426

lines can be found in Appendix A.2. The evaluation 427

was performed by 2 annotators over 90 instances 428

of the CONAN corpus, with 10 CNs assessed from 429

each model. Each feature used a five-point scale 430

for the answers, with 1 as the lowest score and 5 as 431

the highest. The mean IAA across all the evaluated 432

features is 0.69. The feature-wise IAA is presented 433

in Appendix B. 434

5 Experimental setup 435

This section outlines the specific setup employed 436

for the generation of CNs. We consider two gener- 437

ation scenarios: ZS (see Section 5.1) and inference 438

with fine-tuned models (see Section 5.2). 439

5



Model Version Type lrCONAN lrMT-CONAN
mistral v0.1 Base 1e-5 1e-4
mistral-instruct v0.2 Instruct 6e-6 3e-5
zephyr Beta Chat 6e-6 1e-4
llama-chat llama 2 Chat 2e-5 1e-3

Table 3: Information regarding the models, along with the learning rates that resulted in the lowest perplexity for
each case. It’s worth noting that the optimal learning rates varied across different corpora: lrCONAN are the optimal
learning rates when fine-tuning on CONAN and lrMT-CONAN when fine-tuning on MT-CONAN.

5.1 Zero-shot Generation440

In the ZS approach we prompt all models with441

the sentence "Provide a brief counter-narrative in442

response to the user’s hate speech. Ensure the out-443

put does not contain line breaks". This prompt444

was selected based on preliminary experimentation.445

For each model, the prompt was formatted differ-446

ently, as each model has its own specific prompting447

format. The various formats are detailed in Ap-448

pendix C.449

5.2 Fine-Tuning Details450

Instead of fine-tuning the whole model, Quantized451

Low-Rank Adaptation (QLoRA) (Dettmers et al.,452

2023) was used. This approach facilitated a faster453

and more accessible training process, as it signifi-454

cantly reduced hardware requirements. The model455

was loaded in 4 bit with NF4 quantization data456

type. bf16 was used as computational data type.457

The LoRA update matrices were applied to the at-458

tention blocks and bias parameters were not trained.459

The LoRA rank was set to 16, the scaling factor460

to 16 and the dropout to 0.05. These values were461

chosen based on experimentation, guided by those462

reported in the literature (Dettmers et al., 2023;463

Hu et al., 2021), with minimal observed impact on464

results. Following usual practice, we used Adam465

optimizer with a inverse square root scheduler, half466

precision, and a batch size of 32. A set of learning467

rates values ranging from 1e−6 to 1e−3 were tested,468

and the one yielding the lowest perplexity in the469

validation set was selected for each model. The470

selected learning rate values are listed in Table 3.471

The models were set to train for a maximum of472

10 epochs, with early stopping and a patience of473

3 epochs. The model that performed best on the474

development split was selected in each case. Ad-475

ditionally, at inference time generation was termi-476

nated upon encountering the newline token (\n) to477

ensure the production of shorter sentences, address-478

ing the issue of role-playing commonly observed479

in many models, particularly base models, which 480

often struggled to interpret prompts effectively. 481

6 Results 482

First, in Section 6.1, we discuss the correlation 483

between the metrics presented in Section 3.3 and 484

human preference, highlighting the implications of 485

the findings. Finally, in Section 6.2, we showcase 486

the model ranking for the CN generation task by 487

pairwise comparison. 488

6.1 Correlation of Automatic Metrics with 489

Human Ratings 490

Figure 1 illustrates the Spearman’s rank correla- 491

tion among all metrics, including human evaluation. 492

The rankings for Human and J-LM (JudgeLM) are 493

computed using the pairwise comparison setting 494

described in Section 4, whereas the rest of the rank- 495

ings (BLEU, ROUGE-L, etc) are based on their 496

respective metric scores. All rankings are estab- 497

lished across 720 comparisons, as described in Sec- 498

tion 4.1. 499

Figure 1: Matrix with the Spearman’s rank correlation
between metrics. The last row of the matrix represents
the correlation of all the evaluation metrics to human
preference. J-LM is short for JudgeLM.
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Rank Human Score JudgeLM Score
1 zephyrzs 18.02 zephyrzs 20.20
2 gold truth 17.60 mistral-instructzs 16.09
3 mistral-instructzs 14.80 gold truth 8.98
4 zephyr 11.59 zephyr 13.30
5 mistralzs 10.75 llama-chatzs 11.07
6 mistral 9.08 mistralzs 9.05
7 mistral-instruct 7.54 mistral 8.70
8 llama-chatzs 7.26 mistral-instruct 8.50
9 llama-chat 3.35 llama-chat 4.11

Table 4: Comparison of human and JudgeLM rankings, including the final scores obtained in the pairwise based
evaluation. zs means that the model was used in a zero-shot setting.

The figure shows a strong correlation between500

all variants of JudgeLM and human preference, as501

depicted in the last row/column of the matrix, with502

both the 7B and 33B parameter JudgeLM achiev-503

ing a ρ correlation of 0.88. This high correlation504

is supported by a statistically significant Pearson505

correlation value of 0.73 between JudgeLM (33B506

version) and human preference (p-value of 0.03)2.507

On the contrary, traditional metrics correlate508

poorly with human preference, with the highest509

ρ being the 0.50 obtained by BERTScore. These510

results confirm that commonly used automatic met-511

rics lack alignment with human preferences when512

evaluating the quality of CNs. Not unsurprisingly,513

the correlation between traditional metrics and514

JudgeLM is also low. Traditional metrics also corre-515

late poorly among themselves. The only exceptions516

are ROUGE-L and BERTScore, which attain a ρ of517

0.88. Despite both being based on n-gram overlap,518

ROUGE-L and BLEU only achieve a ρ value of519

0.3.520

All the aforementioned observations are fur-521

ther reinforced in Appendix D, where the corre-522

lation matrices on the CONAN corpus and the MT-523

CONAN corpus are presented separately. In said524

appendix, we once again see a strong correlation525

between JudgeLM variants and human preference,526

whereas the correlation with traditional metrics is527

weak and inconsistent, showing no predictable pat-528

tern.529

As the concluding point of the correlation anal-530

ysis, Table 4 presents a comparison of the final531

rankings obtained through the manual and auto-532

matic pairwise comparison as described in Sec-533

tion 4. Both the automatic and the manual method534

2We calculate Pearson correlation using the performance
scores obtained by each model in the pairwise rank-based
evaluation.

assign similar scores to almost all systems, with 535

the exceptions of the gold truth, which obtains a 536

considerably higher score when evaluated by hu- 537

mans than by JudgeLM, and llama-chatzs, where 538

JudgeLM assigns it a higher rank than humans. In 539

any case, their final position in the rank only varies 540

slightly among methods. By analyzing examples of 541

discrepancies between human and JudgeLM judge- 542

ments, we observed that the disagreement in the 543

case of the gold truth might stem from the fact that 544

the JudgeLM model prefers longer, more detailed 545

CNs, while the annotators preferred shorter, more 546

direct ones. It might also be related to the fact that 547

the model cannot discern false information from 548

true information, whereas the human evaluator can 549

penalize non-factual content resulting in the sim- 550

pler but veracious CN winning. Instead, in the case 551

of llama-chatzs, the disagreement might be because 552

JudgeLM favors answers that start by stating that 553

they can not endorse in hate speech ("I apologize, 554

but I cannot fulfill your request. I’m just an AI and 555

it’s not within my programming or ethical guide- 556

lines to provide counter-narratives that promote 557

hate speech... Is there anything else I can help 558

you with?"). This preference may stem from its 559

training on evaluations made by ChatGPT, which 560

often responds in a similar manner when asked to 561

provide CNs to HS. 562

6.2 Ranking by Pairwise Comparison 563

Figure 2 depicts the ranking of CN generation sys- 564

tems based on various sizes of JudgeLM models 565

evaluated across the 11651 instances that comprise 566

the entire test set (82, 008 comparisons). Overall, 567

in ZS scenarios chat-aligned models exhibit supe- 568

rior performance, followed by the instruction-tuned 569

model, while the base model demonstrates the low- 570

est performance. This outcome is expected, as base 571
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System Relatedness Specificity Richness Coherence Grammaticality Overall
zephyrzs 4.95 4.25 4.00 5.00 5.00 4.25
gold truth 4.10 3.75 3.25 4.80 4.30 3.50
mistral-instructzs 4.20 3.15 3.70 4.70 5.00 3.50
llama-chatzs 2.90 2.55 4.30 4.90 5.00 3.05
mistral-instruct 3.75 3.55 3.30 3.10 4.30 2.70
mistral 3.65 3.55 3.05 3.30 4.35 2.60
zephyr 4.40 4.75 3.60 3.20 4.35 2.30
llama-chat 3.40 3.10 2.95 3.30 4.10 2.20
mistralzs 3.10 3.30 2.40 3.55 4.60 1.90

Table 5: Evaluation of the different aspects that contribute to the effectiveness of a CN. The values in the table
represent the average of the scores assigned by each of the annotators.

Figure 2: Ranking through pairwise comparison based
on evaluations of all the JudgeLM size variations across
the entire test set.

models lack training to understand instructions and572

have no prior experience in the task, whereas chat573

models, in addition to being capable of understand-574

ing instructions, are often trained to fight toxicity575

through Safety Fine-Tuning (Touvron et al., 2023;576

OpenAI et al., 2024). When fine-tuning the mod-577

els, we observe a decline in performance across all578

models, except for the base model, which exhibits579

a considerable improvement. The decline in perfor-580

mance is more pronounced in chat-aligned models581

than in the instruction-tuned model.582

When examining the rankings generated by dif-583

ferent sizes of judge model, we observe that as the584

model size increases, llama-chatzs is positioned585

lower, thereby narrowing its performance gap with586

Zephyrzs.587

7 Analysis 588

To confirm which of the models from Section 3.1 is 589

the best for the task, we conducted a final feature- 590

wise evaluation as explained in Section 4.2. The 591

results are presented in Table 5. As seen there, 592

the best-performing model is undoubtedly Zephyr, 593

which considerably surpasses the gold standard. 594

Unlike manual evaluation, where evaluators 595

were instructed to select a winning CN unless both 596

were deemed ineffective, JudgeLM assigns ties 597

when both responses are of high quality. This ap- 598

proach may lead to a lower correlation between 599

JudgeLM ratings and human preferences. 600

Moreover, including factual CNs in fine-tuning 601

might not be advisable, as models may mimic the 602

structure but lack factual accuracy due to the ab- 603

sence of a credible source. 604

8 Conclusions 605

CN generation needs a different evaluation frame- 606

work and metrics than those used in previous work 607

on CN generation (Chung et al., 2021; Tekiroğlu 608

et al., 2022; Bengoetxea et al., 2024). This is due 609

to the unique objectives, complexities, and impact 610

of CNs, which require specialized criteria to assess 611

their effectiveness and quality accurately. Thus, 612

developing and implementing tailored evaluation 613

metrics is crucial to advance the field and ensure 614

the successful creation of impactful CNs. 615

Consistent with previous research observations, 616

traditional metrics fall short in evaluating gener- 617

ation tasks that require creativity, including CN 618

generation to combat HS. In this paper we present 619

a LLM-based ranking method to provide an alter- 620

native automatic evaluation technique which offers 621

a promising alternative, demonstrating increased 622

correlation with human evaluations. 623
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Limitations624

Our work still has some open research questions625

which can be summarized in the following limi-626

tations. First, we have not address truthfulness.627

Thus, JudgeLM rewards CNs that provide factual628

arguments without considering whether they are629

truthful. Second, additional tests on larger corpora630

could be performed to determine whether the lack631

of improvement from fine-tuning in chat and in-632

struct models is due to limitations in the corpus633

itself.634

The corpus used in our experiments was small635

and, as indicated in Table 2, exhibited significant636

repetition of certain HS instances giving them a637

different CN each time. We hypothesize that this638

data structure may potentially have adverse effects639

in model performance. Thus, we performed a pre-640

liminary fine-tuning experiment involved randomly641

removing duplicate entries from the corpus, result-642

ing in a smaller but cleaner dataset. Despite the643

dataset being smaller, the performance did not de-644

grade. This initial investigation suggests that re-645

ducing duplications could lead to more consistent646

learning outcomes.647

In future work, we aim to extend this analysis648

to other languages such as Spanish, along with649

Basque, which is considered a low-resource lan-650

guage isolate. We also intend to explore Retrieval651

Augmented Generation (RAG) to address the truth-652

fulness issue, as we anticipate that this approach653

could substantially enhance the correlation between654

human evaluations and those conducted by Judge655

Models.656
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A Manual Evaluation Guidelines 941

We carry out two kinds o manual evaluation: Rank- 942

based evaluation (see Section A.1) and Feature- 943

based evaluation (see Section A.2). 944

A.1 Rank Evaluation Guidelines 945

We will present an instance of HS followed by two 946

possible CNs: CN A and CN B. Participants will 947

choose which CN they find more effective in coun- 948

tering the instance of hate speech. If both CN are 949

equally unsatisfactory, participants can declare a 950

tie. Ties will only be applicable when both CN are 951

deemed inadequate in addressing the hate speech. 952

Responses lacking specificity and informative con- 953

tent will incur penalties, as will answers containing 954

false information. 955

Instructions for Annotators 956

• Carefully read the instance of hate speech pro- 957

vided. 958
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• Evaluate Counter-narrative A and Counter-959

narrative B based on their effectiveness in ad-960

dressing and countering the hate speech.961

• Choose the counter-narrative you find more ef-962

fective. If both are equally ineffective, declare963

a tie.964

• Consider the specificity and informative con-965

tent of each counter-narrative.966

• Be vigilant for any false information in the967

responses, as these should be penalized.968

A.2 Feature Evaluation Guidelines969

An instance of HS and a CN designed to combat it970

will be provided. The quality of the CN will then971

be evaluated based on the following criteria:972

Relatedness Is the CN related to the HS?973

• 0: No974

• 1: Barely975

• 2: Somewhat976

• 3: More or less977

• 4: Mostly978

• 5: Yes979

Specificity Does the CN provide detailed and980

precise information?981

• 0: Not specific at all982

• 1: Barely specific983

• 2: Somewhat specific984

• 3: Moderately specific985

• 4: Quite specific986

• 5: Very specific987

Richness Does the CN include a variety of vo-988

cabulary and sentence structures?989

• 0: Very poor vocabulary and structure990

• 1: Barely rich991

• 2: Somewhat rich992

• 3: Moderately rich993

• 4: Quite rich994

• 5: Very rich995

Coherence Is the CN logically organized and 996

easy to understand? 997

• 0: Not coherent at all 998

• 1: Barely coherent 999

• 2: Somewhat coherent 1000

• 3: Moderately coherent 1001

• 4: Quite coherent 1002

• 5: Very coherent 1003

Grammaticality Is the CN grammatically cor- 1004

rect and free of errors? 1005

• 0: Completely ungrammatical 1006

• 1: Barely grammatical 1007

• 2: Somewhat grammatical 1008

• 3: Moderately grammatical 1009

• 4: Quite grammatical 1010

• 5: Completely grammatical 1011

Overall Score How suitable is the CN as a re- 1012

sponse? 1013

• 1: Not suitable (borderline hate speech) 1014

• 2: Makes some acceptable points but not suit- 1015

able 1016

• 3: Would be suitable with some modifications 1017

• 4: Good, though minor corrections may be 1018

needed 1019

• 5: Very good as a CN 1020

B Inter-Annotator Agreement 1021

In this section, we show the tables of IAA from 1022

our labeling process. These tables highlight the 1023

consistency among annotators and the reliability of 1024

the annotations. Figure B.3 shows the agreement 1025

for the pairwise rank-based evaluation presented in 1026

Section 4.1, and Table A1 for the feature evaluation 1027

explained in Section 4.2. 1028

C Prompting 1029

This section presents the exact formats used to 1030

prompt each of the models in Section 3.1. 1031
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Figure B.3: IAA for the pairwise rank-based evaluation.

Feature IAA
Relatedness 0.6397
Specificity 0.5947
Richness 0.7806
Coherence 0.8270
Grammaticality 0.7087
Overall 0.6183

Table A1: IAA for feature-wise evaluation.

C.1 Mistral Prompt Format1032

Provide a brief counter-narrative in response to1033

the user’s hate speech. Ensure the output does not1034

contain line breaks.1035

###Input:1036

Hate Speech1037

###Output:1038

Counter Narrative1039

1040

C.2 Mistral-instruct Prompt Format1041

<s>[INST] Provide a brief counter-narrative in1042

response to the user’s hate speech. Ensure the1043

output does not contain line breaks. Hate Speech1044

[/INST] Counter Narrative</s>1045

1046

C.3 Zephyr Prompt Format1047

<|system|>1048

Provide a brief counter-narrative in response to1049

the user’s hate speech. Ensure the output does not1050

contain line breaks.</s>1051

<|user|>1052

Hate Speech</s>1053

<|assistant|>1054

Counter Narrative</s>1055

1056

C.4 Llama-chat Prompt Format1057

<s>[INST] «SYS»1058

Provide a brief counter-narrative in response to the1059

user’s hate speech. Ensure the output does not con- 1060

tain line breaks. 1061

«/SYS»Hate Speech [/INST] Counter Narrative 1062

</s> 1063

D Correlation Matrix 1064

Correlation between the metrics presented in Sec- 1065

tion 3.3 and human preference in the CONAN cor- 1066

pus (Table D.4) and in the MT-CONAN corpus 1067

(Table D.5). 1068

Figure D.4: with the Spearman’s rank correlation be-
tween metrics, created using 360 samples from CONAN.
The last row of the matrix represents the correlation of
all the evaluation methods to human preference.
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Figure D.5: with the Spearman’s rank correlation be-
tween metrics, created using 360 samples from MT-
CONAN. The last row of the matrix represents the cor-
relation of all the evaluation methods to human prefer-
ence.
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