LT-Soups: Bridging Head and Tail Classes via
Subsampled Model Soups

Masih Aminbeidokhti* Subhankar Roy?

4 Marco Pedersolil

Eric Granger! Elisa Ricci®
"Ecole de technologie supérieure, 2University of Bergamo
3University of Trento, *Fondazione Bruno Kessler (FBK)

Abstract

Real-world datasets typically exhibit long-tailed (LT) distributions, where a few
head classes dominate and many tail classes are severely underrepresented. While
recent work shows that parameter-efficient fine-tuning (PEFT) methods like LoRA
and AdaptFormer preserve tail-class performance on foundation models such as
CLIP, we find that they do so at the cost of head-class accuracy. We identify the
head-tail ratio, the proportion of head to tail classes, as a crucial but overlooked
factor influencing this trade-off. Through controlled experiments on CIFAR100
with varying imbalance ratio (p) and head-tail ratio (1), we show that PEFT excels
in tail-heavy scenarios but degrades in more balanced and head-heavy distributions.
To overcome these limitations, we propose LT-Soups, a two-stage model soups
framework designed to generalize across diverse LT regimes. In the first stage,
LT-Soups averages models fine-tuned on balanced subsets to reduce head-class bias;
in the second, it fine-tunes only the classifier on the full dataset to restore head-class
accuracy. Experiments across six benchmark datasets show that LT-Soups achieves
superior trade-offs compared to both PEFT and traditional model soups across a
wide range of imbalance regimes.

1 Introduction

In machine learning, balanced class distributions are often assumed in both theory and practice Deng
et al. [2009], Zhou et al.|[2018]], Krizhevsky et al.|[2009]]. However, real-world datasets frequently
deviate from this assumption, exhibiting severe class imbalance where a few head classes dominate
and tail classes remain significantly underrepresented Van Horn et al.|[2018]], Holste et al.|[2022],
Liu et al|[2019]. This imbalance poses a fundamental challenge: models must learn effectively from
limited tail-class data while preserving overall robustness |Chen et al.| [2024]].

Recent advances in vision-language foundation models, particularly CLIP Radford et al.|[2021]], have
introduced promising tools for addressing class imbalance. Trained on large-scale, diverse datasets,
CLIP demonstrates strong robustness to distributional shifts and has become a popular backbone for
long-tailed recognition |Wen et al.|[2024]], Wang et al.| [2023]], Ma et al.|[2021], Tian et al.| [2022],
Long et al.|[2022]. Building on this, |Shi et al.|[2024]] achieve state-of-the-art results by applying
parameter-efficient fine-tuning (PEFT) methods such as Low-Rank Adaptation (LoRA) Hu et al.
[2022] and AdaptFormer |Chen et al.|[2022]], in combination with logit adjustment (LA) loss Menon
et al.|[2021]], Ren et al.| [2020]], which incorporates class priors by adding a class-dependent offset to
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Figure 1: Performance of baselines and LT-Soups on the CIFAR100 benchmark varying p and 7.
While full fine-tuning generally outperforms PEFT on head classes, PEFT demonstrates superior
performance on tail classes. In contrast, our approach maintains robust accuracy across all imbalance
settings, showing resilience to shifts in both the sample distribution and class structure.

the logits. While this PEFT-based approach improves overall and tail-class accuracy, they observe
that it still underperforms full fine-tuning in certain regimes.

These observations motivate a deeper investigation into when and why PEFT is effective. To this
end, we construct a controllable long-tailed benchmark based on CIFAR100 that allows systematic
variation in both the sample counts across classes, quantified by the imbalance ratio (p), and the
number of classes above or below a sample threshold, defined as the head-tail ratio (). This setup
enables a more fine-grained analysis of imbalance structures. Within this framework, we compare
two full fine-tuning strategies against a PEFT baseline: full fine-tuning with logit adjustment (LA)
and model soups Wortsman et al.|[2022a], which averages the weights of multiple LA-trained models
initialized with different seeds and hyperparameters. Results from this benchmark confirm previous
findings: on average, PEFT improves overall accuracy (80.8 vs. 81.2) and tail-class accuracy (76.4 vs.
70.2) compared to full fine-tuning, but at the cost of degraded head-class performance (87.0 vs. 84.3).
A detailed breakdown in Figure [I| shows that PEFT is especially effective in tail-heavy scenarios,
where rare classes dominate (n < 1), but its performance declines as the class structure becomes
more balanced or head-heavy, highlighting its limited robustness to shifts in class structure.

This highlights a key trade-off: PEFT helps prevent overfitting and supports tail classes, but lacks
adaptability in more balanced and head-heavy settings. Conversely, full fine-tuning offers stronger
adaptation but requires careful regularization. Model soups offer a middle ground by averaging
models trained with different seeds and hyperparameters Lakshminarayanan et al.|[2017]], Ko et al.
[2023]], but our experiments show that traditional soups, built from models trained on the same
imbalanced dataset, still underperform in tail-heavy cases, as they tend to overemphasize head-class
performance due to the dominance of high imbalance ratios.

To address these limitations, we introduce LT-Soups, a two-stage model soups framework designed to
deliver robust performance across diverse imbalance scenarios, jointly characterized by the imbalance
ratio (p) and the head-tail ratio (). Unlike PEFT, which performs well primarily in tail-heavy
settings, LT-Soups consistently achieves strong results across tail-heavy, balanced, and head-heavy
class structures (Figure[T). In the first stage, LT-Soups constructs a weight ensemble by averaging
multiple fully fine-tuned models, each trained on a subset exhibiting a distinct imbalance ratio,
collectively spanning a spectrum of imbalance ratios. The aim is to create models that “specialize” for
each of these imbalance ratios, when averaged, promote a balanced representation that performs well
on both the head and the tail classes. To recover any head-class information lost during subsampling,
the second stage fine-tunes only the classifier on the full dataset using class-balancing techniques. By
seamlessly combining the adaptability of full-rank optimization, favouring the head-classes, and the
robustness of weight ensembling for the tail-classes, LT-Soups strikes a better trade-off than PEFT
and model soups, and thus bridges the head and the tail classes.



Our contributions are threefold: (1) We introduce a dual-axis framework for characterizing class
imbalance using both the imbalance ratio (p) and head-tail ratio (1), and show how they jointly affect
performance. (2) We propose LT-Soups, a novel two-stage approach that mitigates representation
bias and adapts effectively across a broad range of imbalance structures. (3) We conduct extensive
experiments on five benchmark datasets and show that while existing LT methods perform well
only under specific imbalance configurations, our approach consistently delivers robust, all-around
performance across a wide range of imbalance scenarios.

2 Related Work

Imbalanced Learning. Class imbalance has traditionally been tackled through oversampling
minority classes, undersampling majority classes, or applying reweighted loss functions such as focal
loss or logit adjustment (LA) (Chawla et al.|[2002]], [He and Garcial[2009], Menon et al.|[2021]. While
effective in certain settings, these techniques often struggle under overparameterized models |[Zhai
et al.|[2023]. Decoupled training frameworks further refine this process by separating representation
learning and classifier training |Kang et al.|[2020]], Zhang et al.|[2021]], assuming biases lie primarily
in the classifier layer. However, this assumption breaks down when adapting foundation models, as
full fine-tuning can lead to catastrophic forgetting and degraded generalization for both head and tail
classes Mukhoti et al.|[2023]], Shi et al.|[2024].

Ensemble-based methods address class imbalance by combining experts trained on diverse data
distributions |Cai et al.| [2021]], [Tao et al.| [2023]]. Examples include BBN |Zhou et al.| [2020] and
RIDE [Wang et al.| [2021]], which use architectural branching or dynamic routing, and LFME [Xi-
ang et al.|[[2020]], which employs group-wise distillation. Mixture-of-Experts approaches such as
SADE |Zhang et al.|[2022], Mdcs [Zhao et al.|[2023]], and DirMixE Yang et al.| [2024]] merge experts
trained with different logit adjustments (e.g., uniform, long-tail, inverse long-tail). Unlike these
methods that require all experts at inference, LT-Soups collapses multiple fine-tuned models into a
single network via weight averaging, offering an inference-efficient alternative. While prior works
rely on specialized architectures and heuristic expert definitions, our approach retains architectural
simplicity by using parallel fine-tuning on controlled subsamples and model averaging to preserve
both the generalization and efficiency of the foundation model.

CLIP and other vision-language models exhibit inherent robustness to class imbalance, largely due to
the diversity of their pretraining data Wen et al.| [2024]]. This robustness has been further extended
through techniques such as prompt tuning |Dong et al.|[2022], retrieval-based augmentation |Long
et al.[[2022], and joint vision-language training paradigms Ma et al.|[2021]], Wang et al.| [2023]].
While these methods improve adaptation to long-tailed distributions, [Shi et al.| [2024]] show that
PEFT combined with logit adjustment (LA) loss achieves state-of-the-art performance by selectively
adapting CLIP’s pretrained features. However, they also observe that this comes at the cost of reduced
head-class accuracy.

In this work, we demonstrate that PEFT is particularly effective in tail-heavy scenarios, but its
performance diminishes as the class structure becomes more balanced or skews toward head-class
dominance. To overcome this limitation, we propose a method designed to maintain robust perfor-
mance across the entire long-tail distribution spectrum. Our approach merges models trained on a
subset exhibiting a distinct imbalance ratio, collectively spanning a spectrum of imbalance ratios,
enabling the final model to achieve balanced accuracy across both head and tail classes.

Model Merging. Methods based on model merging, or weight averaging, has emerged as a practical
strategy for reducing communication overhead in federated and distributed settings McMahan et al.
[2017]], Douillard et al.| [2023]], improving robustness to distribution shifts Wortsman et al.| [2022al],
and enhancing generalization through techniques like SWA and EMA [Izmailov et al.[[2018]], Tarvainen
and Valpolal[2017]]. Recent efforts also apply merging for continual learning and RLHF fine-tuning
Alexandrov et al.|[2024], Ramé et al.|[2024]. Yet, to our knowledge, model merging has not been
explored for imbalanced classification.



3 A Closer Look at Imbalanced Learning with Foundation Models

3.1 Preliminaries

Given training data D = {(=x;,v:)}},, where x; denotes an input sample and y; € C is its

corresponding class label from a set of K = |C| classes. Let n; denote the number of training
samples for class 7, and let the total number of training samples be N = Zszl n;. Without loss
of generality, we assume that classes are sorted in decreasing order of frequency, i.e., if ¢ < j, then
n; > n;. In the imbalanced setting considered here, the most frequent class is significantly larger
than the rarest one, such that nq > nx. To quantify this imbalance, we define the imbalance ratio
as p = ng/n;. Following Liu et al.[[2019], we categorize classes with more than 100 training
samples (n; > 100) as head classes, and the rest as tail classesE] Since we aim to achieve balanced
performance across all classes, we report BalAcc = ﬁ > ¢ Accuracy(c) which equally weights
performance on each class.

ceC

Our model is composed of two main components: a feature extractor and a classification head. For
feature extraction, we adopt the CLIP vision encoder, implemented using a Vision Transformer
(ViT) Dosovitskiy et al.|[2021]] and parameterized by 6. The representation for input x is given
by fr(x;0) = z where z is the extracted feature vector. The final class prediction is computed
as § = argmax g(z;w) where g denotes the prototypical classification head with parameters w
constructed from the CLIP text encoder. (see Appendix [D]for the full details).

Previous work suggests that training with standard Cross-Entropy loss with instance-balanced sam-
pling often leads to head-class bias due to class imbalance |Cao et al.| [2019]], He and Garcia [2009].
Logit Adjustment (LA) |Menon et al.| [2021]] addresses this by adding a class-dependent offset to the
logits, thereby correcting for prior class frequencies as follows:

exp(gy(z) + logmy)
y'ec eXP(Qy’ (2) +log 7ry/)

lra(y,g9(z)) = —log 5 1)

where g, denotes the predictive logit of model on class y and 7 € A, are estimates of the class
priors P(y) based on the empirical class frequencies on the training data D. However, [Shi et al.
[2024]] observed that when fine-tuning CLIP models from pretrained weights using LA (referred to
as Full-FT), the resulting class-conditional distributions can become inconsistent, particularly for
tail classes. To mitigate this, they advocate for methods that preserve proximity to the pretrained
initialization, leveraging PEFT strategies such as LoRA and AdaptFormer.

3.2 Characterizing Imbalanced Distribution with Head-Tail Ratio

In practice, class imbalance can manifest in diverse structural forms. While the imbalance ratio (p) is
a standard metric for quantifying distributional skew, we show that it is insufficient to fully capture
the complexity of long-tailed distributions. As a complementary measure, we introduce the head-tail
ratio (1), which reflects the relative number of head versus tail classes and emphasizes the underlying
class structure.

Definition 1. Let H = {c | n. > 7} and T = {c¢ | n. < 7} denote the sets of head and tail classes,
respectively, based on a sample threshold 7. Let H = || and T' = |T | be the number of head and

tail classes. The head-tail ratio is then defined as n = %

To investigate the joint effect of p and 1 on model performance, we construct a synthetic benchmark
based on CIFAR100, where both parameters are systematically varied. For a fixed 7, classes are
partitioned into head and tail groups, and within each group, sample sizes are assigned following
an exponential decay distribution. This procedure is repeated across 11 values of 7, ranging from
19 (head-heavy) to 0.05 (tail-heavy), and for p € {50, 100, 250}. In these configurations, head-class
sample sizes range from 500 to 101, and tail-class sizes from 100 to 2 (see Figure[7a)in the Appendix
for visualization).

2For simplicity, we initially group all low-resource classes into a single tail category. In the experimental
section, we further subdivide the tail into medium-shot and few-shot groups for consistency with prior work.
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Figure 2: Marginalized performance of baselines, including LT-Soups, on CIFAR100 across varying
p and 7. The first three columns average over 7 for each p; the last column averages over all
configurations. Refer to FigureEl for the detailed results.

Figure 2] presents performance trends marginalized over varying p, 7, and their joint effects. The
results reveal that no single method consistently dominates; instead, the best-performing approach
shifts depending on the imbalance configuration. In tail-heavy regimes (low 1), PEFT methods
excel due to their ability to retain generalizable pretrained features for underrepresented classes.
Conversely, in head-heavy settings (high ), full fine-tuning becomes more advantageous, leveraging
its flexibility to fit the dominant head-class structure. These trends underscore the need for methods
that can adapt effectively across the full spectrum of imbalance scenarios.

4 LT-Soups: Imbalanced Learning by Subsampled Model Averaging
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Figure 3: Comparison between Model Soups and LT-Soups. (a) Model Soups merges models fine-
tuned on full, severely imbalanced training data. (b) LT-Soups merges models fine-tuned on subsets
with increasingly higher imbalance ratios to preserve pretrained features while adapting to class
distribution shifts.

The preceding toy experiment illustrates that the optimal method depends on the underlying class
structure. In head-heavy distributions, full fine-tuning is particularly effective, as it adjusts all model
parameters to capture the rich structure of frequent classes. In contrast, when tail classes dominate,
PEFT approaches like LoORA and AdaptFormer (as used in LIFT [2024]) perform better
by preserving pretrained representations that generalize well under limited supervision. Motivated
by this trade-off, our goal is to design a method that maintains balanced performance across both
extremes, regardless of the imbalance pattern.

Ensemble methods such as model soups [Wortsman et al| [2022a] (Figure [3a) have demonstrated
effectiveness in improving both overall and minority-class performance Lakshminarayanan et al.|
2017], Ko et al.| [2023]]. However, as shown in the previous section, traditional soups, while
outperforming single-model fine-tuning, remain suboptimal for the full spectrum of long-tailed
distributions. This is especially true in tail-heavy scenarios, where they tend to overemphasize
head-class performance due to the dominance of high imbalance ratios in the training data. We
address this limitation with LT-Soups, a soups-based framework specifically designed for long-tailed




Algorithm 1 LT-Soups (Parallelizable Pseudocode)

1: Input: 6, pre-trained weights, full training data D, {D,,, }»?Y subsets with N imbalance ratios
pn and M bootstrapping per p,,, A merging interpolation.
Training: for all n = 1 to M N in parallel do
6., < FineTune(6y, D,,,)
Prepare models: Sort models in an increasing order of p,,
Weight Averaging: Yn = 1to N, 0, = (1 — X)0,, + \0p,—1
Re-train final classifier on full D

AN AN

distributions. Each model in LT-Soups is fine-tuned on a subset of the training data with a distinct,
reduced imbalance ratio (Figure [3b). While such subsampling enhances tail-class learning [Chaudhuri
et al.| [2023]], it may omit valuable head-class information |[Kim et al.|[2020]. To balance this, we train
models on subsets with gradually increasing imbalance levels, allowing each model to specialize in
different regions of the long-tail spectrum. The final model is obtained by averaging these specialized
models. To further recover any lost head-class information, we introduce a second stage where only
the classifier head is fine-tuned on the full dataset using a class-balanced objective (e.g., LA loss).
Pseudocode for LT-Soups is provided in Algorithm[I} and the remainder of this section details the
full procedure.

Balanced representation. Subsampling is a common strategy for addressing class imbalance
by reducing overrepresented head-class samples [He and Garcial [2009]], (Chaudhurt et al.| [2023]].
However, aggressive subsampling can discard useful head-class information, degrading overall per-
formance [Kim et al|[2020]], |(Chawla et al.|[2002], Shi et al.|[2023]]. To address this, we propose pro-
gressive subsampling, which incrementally increases the imbalance ratio across subsets. Each model
is fine-tuned on a subset with a specific ratio, preserving tail-class data while managing head-class
underutilization. We construct the subset sequence as { D, | p; = 2, i € {0,1,2,..., [log,(p)]}}
where D, is a dataset with imbalance ratio p;. This yields a sparse sequence of subsets with expo-
nentially increasing imbalance ratios, ensuring broad coverage while limiting the number of models
in the soups procedure. In practice, we retain only the first NV subsets, as extremely high imbalance
ratios tend to overly favor head classes and degrade tail-class performance.

The resulting N models, each trained on a different subset, are merged using a recursive interpolation
strategy. Given weights {6,,}V_,, where 0, is the pretrained model, LT-Soups recursively combines
models via 6, = (1 — \)8,, + \0,,_1. The interpolation coefficient A controls knowledge retention
from previous stages. This procedure ensures (1) proximity to the pretrained model 6y, preserving
CLIP’s zero-shot capabilities Wortsman et al.| [2022b]], and (2) smooth integration of head and
tail class representations Zhou et al.| [2020]]. As shown in Section [5.3] LT-Soups exhibits partial
insensitivity to the choice of loss function, owing to the balance introduced by subsampling and
model averaging. However, since each subset remains mildly imbalanced, albeit less so than the full
training set, applying LA loss during fine-tuning further mitigates the effects of label distribution
shifts.

Variance reduction. While weight averaging and subsampling help mitigate head-class dominance,
fine-tuning large pretrained models can still lead to degradation in tail-class performance Wen et al.
[2024]). To address this, we maintain an exponential moving average (EMA) of model weights via
Ocma = (L — p) + Oerma + 1 - 0, with a momentum coefficient y = 0.99. EMA acts as a regularizer
during training |Huang et al.|[2017]], promoting convergence to flatter minima [zmailov et al.| [2018]],
which has been shown to enhance generalization, particularly for underrepresented classes.

Since subsampling reduces data per subset and introduces variance, we adopt a bootstrapping strategy
inspired by bagging |[Breiman| [[1996]]: for each subset, we train M models on different bootstrap
samples and uniformly average their weights. This stabilizes learning and yields more robust
representations.

Classifier re-training. To further recover head-class information lost during subsampling, we
perform a final fine-tuning stage on the classifier head using the full training set. The backbone is
frozen to preserve merged representations, and LA loss is applied to adjust decision boundaries based



on label frequencies. This step improves head-class accuracy without harming tail-class performance,
similar to calibration in two-stage LT methods Kang et al.|[2020].

S Experiments

5.1 Datasets and evaluation protocol.

We evaluate our method on both synthetically constructed and naturally occurring long-tailed (LT)
datasets. For synthetic benchmarks, we use CIFAR-100-LT, ImageNet-LT, and Places-LT—Ilong-
tailed variants derived from their balanced counterparts by sampling class instances according to
Pareto or exponential decay distributions |Liu et al.|[2019]. These datasets exhibit sample counts
ranging from 1,280 to as few as 5 images per class. For real-world evaluation, we include iNaturalist
2018 (8,142 classes, 437.5K images) and NIH-CXR-LT (20 classes, 88.5K images), which reflect
different imbalance structures, with approximately 10% and 90% head classes, respectively. To assess
performance across the long-tail spectrum, we also report the average accuracy across all five datasets.
Following |[Liu et al. [2019]], we evaluate separately on many-shot (>100 samples), medium-shot
(20-100), and few-shot (<20) class subsets. For ablation analysis, we use TinyImageNet-LT, which
contains 200 classes with sample counts ranging from 500 in head classes to 5 in tail classes. To
conserve space, we present only CLIP-based results in the main text; additional implementation
details and extended results are included in Appendix

Table 1: Comparison with state-of-the-art methods on synthetic LT distributions.

CIFAR100-LT Places-LT ImageNet-LT

Methods p=100 7=0.54 p=996 1=0.55 p=256  n=0.62

All Many Med. Few | Al Many Med. Few | Al Many Med. Few
BALLAD Ma et al.|[2021] - - - - 495 493 502 484 | 757  79.1 745  69.8
Decoder|Wang et al.|[2023] - - - - 46.8 - - - 73.2 - - -
LPT Dong et al.|[2022] - - - - 50.1 493 52.3 46.9 - - - -
Linear Probing 700 772 71.1 604 | 48.8 488 49.7 471 | 742 778 733 674
Full-FT 79.6  88.1 799 693 | 46.6 499 463 4141739 798 719 639
cRT|Kang et al.|[2020] 78.8  89.7 797  65.1 | 444 510 43.1 354 | 72,6  8l.1 70.6  56.1
PEFT Shi et al.|[2024 81.3 852 809 77.1 | 515 513 522 505 | 77.0 80.2 761 715
Model Soups|Wortsman et al.|[2022a] | 82.1  89.9 822 730|494 517 50.0 437|760 815 745 655
LT-Soups (Ours) 835 882 835 78.0 | 51.7 512 528 503 | 774 812 76.1  70.7

Table 2: Comparison with state-of-the-art methods on real-world LT distributions.

NIH-CXR-LT iNaturalist 2018
Methods p=6491 n=5.66 p=500 n=0.11
All Many Med. Few | All Many Med. Few
BALLAD Ma et al.|[2021 345 36.7 389 208|495 493 502 484
Decoder|Wang et al.|[2023] - - - - 59.2 - - -
LPT |Deng et al.|[2009] - - - - 76.1 - - 79.3
Linear Probing 17.5 133 21.1 16.7 | 60.4 489 60.0 639
Full-FT 38.0 43.8 415 200 | 76.1 757 769 753
cRT Kang et al.|[2020] 37.7 429 393 250 | 444 510 43.1 354
PEFT|Shi et al.|[2024 385 433 404 255|791 724 79.0 81.1
Model Soups|Wortsman et al.|[2022a] | 38.0 45.6 40.2 200 | 764 711 76.8 75.6
LT-Soups (Ours) 39.3 42.4 407 309 | 782 76.7 785 782

5.2 Main results

Synthetic LT datasets. Table[I|presents the accuracy of LT-Soups on three benchmark datasets with
synthetically induced long-tail distributions: CIFAR100-LT, Places-LT, and ImageNet-LT. Our method
outperforms all state-of-the-art baselines in overall accuracy on every dataset. Notably, LT-Soups
surpasses Model Soups and PEFT, the most competitive baselines. While PEFT achieves competitive
performance on tail classes through low-rank adaptation, it often does so at the cost of many-shot
accuracy, especially in CIFAR100-LT, where LT-Soups maintains strong tail accuracy (78.0) without
sacrificing performance on many-shot (88.2) or medium-shot (83.5) categories. Model Soups, on the
other hand, tends to overfit many-shot categories (e.g., 89.9 on CIFAR100-LT) but underperforms
on few-shot classes due to averaging independently fine-tuned models without accounting for class
imbalance.



Real-world LT datasets. In Table 2] we evaluate LT-Soups on two naturally imbalanced
datasets—NIH-CXR-LT and iNaturalist 2018—which present distinct challenges. (1) NIH-CXR-LT
consists primarily of head-class (many-shot) samples but diverges significantly from CLIP’s pretrain-
ing domain, as it comprises medical X-ray images. (2) iNaturalist 2018 is heavily skewed toward
medium- and few-shot categories and is more closely aligned with CLIP’s natural image priors.
On NIH-CXR-LT, LT-Soups achieves the highest overall accuracy (39.3%), outperforming PEFT
(38.5%) and delivering substantial gains in the few-shot regime (+5 points over PEFT and +10 over
Model Soups). On iNaturalist, where PEFT performs strongly (79.1% overall), LT-Soups remains
competitive (78.2%) while offering more balanced accuracy across many-, medium-, and few-shot
subsets.

Full spectrum results. The datasets in our benchmark 70.0
exhibit diverse long-tail characteristics, with imbalance _ 675
ratios ranging from 100 to 6,491 and head-tail ratios span- §65-°
ning 0.11 to 5.66. To abstract away the effects of individ- & zf)z
ual dataset characteristics, Figure E| reports the average 3575
accuracy of Full-FT, Model Soups, PEFT, and LT-Soups 55.0
across all five benchmarks. While PEFT performs well e Many  Med o
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cels on many-shot classes, LT-Soups consistently achieves

strong performance across all splits, demonstrating its ro- Figure 4: Average performance across 5
bustness across the long-tail spectrum. LT benchmarks.

5.3 Empirical analysis of LT-Soups

In this section, we provide a comprehensive analysis of LT-Soups from multiple perspectives (due to
space constraints, some of the analysis is provided in the Appendix [A).

Effect of subsampling. LT-Soups averages the weights of N M models, where IV is the number of
subsets used during each fine-tuning and M is the number of bootstraps per subset. For TinyImageNet-
LT (imbalance ratio 100 and head-tail ratio 0.3), we use N=8 and M =2. To show the impact of our
proposed weight averaging scheme, we compare this with Soups-p,, baselines that follow the same
two-stage framework as LT-Soups, except in the first stage, they average 16 models, all trained on
subsets with the same imbalance ratio p,,. Notably, Soups-100 aligns with the traditional model soup
approach [Wortsman et al.|[2022a]], where the weights of 16 fully fine-tuned models on the entire
dataset are averaged. As shown in Table[3] all of the soups baselines consistently outperform full
fine-tuning, regardless of the subset choice. However, results show that different imbalance ratios
yield varying outcomes across head and tail categories. For example, Soups-8 achieves the highest
tail accuracy of 75.0, whereas Soups-100 reaches the highest head accuracy of 85.9. Rather than
optimizing for a single imbalance ratio, LT-Soups applies weight averaging across the full spectrum,
effectively merging the advantages of both approaches to achieve a more balanced overall trade-off.
(See Table[I0]in the Appendix for a similar analysis on PEFT.)

Table 3: Comparison of LT-Soups and Soups-p each with a total of 16 models across All, Head, and
Tail accuracy.
\ Full-FT PEFT Soups-1 Soups-2  Soups-4 Soups-8 Soups-16  Soups-32  Soups-64  Soups-100  LT-Soups

All 73.2 77.1 71.7 75.9 76.0 772 772 71.3 71.9 77.6 78.6
Head 83.4 83.0 74.6 78.6 78.7 81.0 82.8 84.7 85.5 85.9 85.0
Tail 67.7 73.9 70.1 74.4 74.6 75.0 74.1 73.3 73.7 73.0 75.2

Effect of classifier re-training (CR). We found that additional final-layer tuning with logit ad-
justment on PEFT and Model Soups has little to no effect. Table [4] summarizes the results on
TinyImageNet-LT. We hypothesize that, unlike these baselines, LT-Soups does not fully exploit
the entire training set, due to the downweighting effect introduced by weight averaging. Conse-
quently, fine-tuning the final layer helps LT-Soups recover head-class sharpness and improves overall
performance.



Table 4: Comparison of baseline methods in- Table 5: Comparison of our merging strategy

cluding LT-Soups with and without classifier with uniform merging across two datasets ex-
re-training (CR). hibiting distinct long-tailed distributions.
Method | Al Head Tail TinyImageNet-LT | iNaturalist 2018
PEET 771 830 739 Ours  Unifrom | Ours Unifrom
PEFT + CR 770 830 738 All 78.6 78.5 78.2 74.7
Model Soups 77.6 859 73.0 Many | 85.0 83.4 76.7 67.4
Model Soups + CR | 77.6 855 734 Med. | 78.3 78.4 78.5 75.8
LT-Soups Stage 1 78.1 849 745 Few 71.5 72.9 78.2 753
LT-Soups 78.6 85.0 75.2
Tail / All / Head law|
g4 —— Al
rarr (677 EEE 83.4 35.4 g | o tesd
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Figure 5: Performance and weight change Figure 6: Performance across number of sub-
comparison across different stages of LT- sets, N, each with increasing imbalance ratios
Soups. on TinyImageNet-LT.

Component analysis. LT-Soups is designed to balance effective task adaptation with minimal
deviation from pretrained weights. Figure [] shows the cumulative effect of its components on
accuracy and weight change. Starting from Full Fine-Tuning, which causes the largest deviation
from the CLIP zero-shot model (35.4), each component incrementally improves performance while
reducing or controlling weight deviation. EMA offers a modest accuracy boost with minimal impact
on weight shift. Subsampling and model merging significantly improve tail accuracy (+6.3) and
reduce weight change to 12.7, highlighting the benefit of balanced training. Bootstrapping stabilizes
training further, slightly improving head accuracy. Classifier re-training refines decision boundaries,
yielding the highest overall and head accuracy. Compared to PEFT, LT-Soups shows a slightly higher
weight change (12.1 vs. 10.3) but delivers better accuracy across all class groups. This reflects its
ability to adapt meaningfully while preserving pretrained knowledge.

Number of subsets. Figure [f] illustrates the impact of the number of subsets IV, each with in-
creasing imbalance ratios, used in LT-Soups during fine-tuning. In this experiment, the interpolation
weight A and M are fixed at 0.7 and 2, respectively. As N increases, head-class accuracy steadily
improves—from 74.6 at N=1 to 85.0 at N=8—while tail-class accuracy peaks at 76.1 when N=3.
The best overall trade-off is observed at /N=8, indicating it as the most balanced configuration.

Merging strategies. LT-Soups recursively merges models trained on subsets with progressively
higher imbalance ratios. One intuitive way to think about this merging procedure is to interpret it
as an exponential moving average (EMA) over fine-tuned models sorted by increasing imbalance
severity, with a tunable parameter that adjusts the influence of more balanced (but smaller) versus less
balanced (but larger) subsets. In this section, we compare this strategy against uniform WA, which
applies a simple arithmetic mean, giving equal weight to all models regardless of their imbalance
level.

Table 5] confirms our hypotheses. In particular, we compare recursive WA and uniform WA across two
datasets with different similarities compared to CLIP-pretrained weights (according to the zero-shot
performance). On TinyImageNet-LT, which is already well-aligned with CLIP-pretrained features,
there is little to no difference between the two averaging schemes. However, for datasets that require
significant adaptation, such as iNaturalist2018, recursive WA yields clear benefits by leveraging
information from more data-rich subsets.

Following this intuition, in all of our experiments in the paper, we use only two values for A: 0.3 and
0.7, corresponding to high and low adaptation needs, respectively. Intuitively, when the target dataset



is close to the pre-training weights, the value of the A becomes less important as even small datasets
are enough for adaptations. However, when the shift becomes larger, subsets with more data (albeit
biased towards head classes) become crucial.

Table 6: Comparison of PEFT and LT-Soups under different loss functions (CE, CB, LA).

Methods CE CB LA

cthodS | Al Head Tail | All Head Tail | Al Head Tail
PEFT 726 851 659|753 810 722|771 830 739
LT-Soups | 76.3 845 719|782 845 784|786 850 752

Effect of class-balance strategies. By default, LT-Soups exhibits partial insensitivity to the choice
of loss function, due to the balance introduced through subsampling and model averaging. However,
in the first stage, each subset remains mildly imbalanced, though significantly less so than the
full training set. Table[6|reports the impact of different class-balancing strategies used during this
stage, including logit adjustment loss (LA), cross-entropy loss (CE), and class-balanced sampling
(CB) [Kang et al.|[2020]]. Unlike PEFT, which heavily depends on LA loss for optimal performance,
LT-Soups is only moderately affected by the choice of class-balancing strategies, owing to the
structural regularization introduced by training on multiple, complementary subsets.

Computational analysis. LT-Soups involves a total of NM + 1 training runs: M models are
trained at each of the N subsampling levels in the first stage, followed by a single classifier trained
on the full dataset in the second stage. Two key factors mitigate the computational burden of this
procedure. First, each Stage 1 model is trained on a heavily subsampled dataset, significantly smaller
than the full training set. For instance, under a maximum imbalance ratio of 64, each model sees
only about 65% of the full dataset (see Table[TT]in the Appendix for precise values), which leads
to substantially faster training times compared to full-data training. Second, all models in the first
stage are trained independently, enabling full parallelization. As a result, the overall wall-clock time
is bounded by the longest individual training job, typically the one using the most imbalanced subset
(e.g., imbalance ratio 64). This parallel-friendly design allows LT-Soups to scale efficiently and
deliver competitive performance with minimal overhead. Appendix [B|provides a full breakdown of
computational cost.

6 Limitations and Future Work

While we define the head-tail ratio using a fixed sample threshold, this binary split may oversimplify
the class distribution structure. A more nuanced approach could leverage the generalized Pareto
distribution [Rootzén and Tajvidi| [2006]] to model imbalance with controllable location, scale, and
shape parameters. We leave exploration of such parameterized formulations for future work.

7 Conclusion

This work introduces LT-Soups, a novel two-stage model merging framework tailored for long-tailed
distributions. We identify the head-tail ratio (1) as a critical yet underexplored factor influencing
model performance alongside the commonly studied imbalance ratio (p). Through comprehensive
experiments, we demonstrate that existing approaches, particularly PEFT and traditional model soups,
fail to generalize across the full spectrum of imbalance scenarios. In contrast, LT-Soups builds a
weight ensemble by averaging fully fine-tuned models trained on subsets with varying imbalance
ratios, enabling specialization across the imbalance spectrum while preserving robust representations.
Extensive experiments on five benchmarks and ablations on Tiny-ImageNet-LT confirm its consistent
performance across long-tailed scenarios.
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Broader Impact

Our work advances the field of long-tailed recognition by improving model performance across
imbalanced datasets, which are prevalent in real-world applications such as medical imaging, wildlife
monitoring, and autonomous driving. By enhancing accuracy for both head and tail classes, our
method promotes fairness and inclusivity in Al systems, reducing biases toward dominant categories.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Empirical validation on the synthetic CIFAR100 benchmark is partially pre-
sented in the Introduction and Section[3] The remaining experimental results are detailed in
Section

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section [6]
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.
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address problems of privacy and fairness.
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tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Justification: No theoretical results.
Guidelines:
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* The proofs can either appear in the main paper or the supplemental material, but if
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proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Section[5]and Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All of the datasets are publicly available. And the implementation details are
provide in Appendix D]

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Appendix [D]and Appendix [A]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to resource constraints, all experiments were conducted using a single
random seed. For model soups, however, multiple seeds were used during training, as
required by the method, but only the averaged results are reported.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Our work is based on public data.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Section[7]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We only use public datasets.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We used LLM only for writing, editing, or formatting purposes.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional ablations

Model calibration analysis. An inherent advantage of model merging methods is their ability
to improve prediction calibration metrics. We evaluate LT-Soups against PEFT and Full-FT by
measuring Negative Log-Likelihood (NLL), Expected Calibration Error (ECE) |Naeini et al.|[2015],
and Brier score Brier| [1950]. For NLL and Brier scores, we also provide category-wise results.
All metrics are computed after temperature tuning on the validation set. As shown in[7] LT-Soups
consistently outperforms the other methods on TinylmageNet-LT in terms of calibration.

Table 7: Calibration metrics on TinyImageNet for Full-FT, PEFT, and our LT-Soup.

Method | Metric | Overall Head Tail
ECE 1.97 - -
Full-FT Brier Score 0.36 0.21 040
NLL 1.03 0.63 1.25
ECE 1.95 - -
PEFT Brier Score 0.32 0.23  0.35
NLL 0.89 0.68 0.99
ECE 1.36 - -
LT-Soups | Brier Score | 0.30 0.20 0.33
NLL 0.83 0.59 0.97
Table 8: Performance across different values Table 9: Performance across different values
of A with a fixed M=2, on TinylmageNet-LT. of M with a fixed A=0.7, on TinyImageNet-
| A=0.3 | A=0.7 LT
Acc | 783 | 786 | M=1 | M=2 | M=12
Head 84.6 85.0 Acc 782 | 78.6 78.8
Tail 75.0 75.2 Head | 84.8 85.0 85.5
Tail 746 | 75.2 75.2

PEFT compatibility. A natural question is whether PEFT methods can replace the full fine-tuning
process in LT-Soups. To investigate this, we use LoRA as a representative approach. In the first stage,
we freeze the CLIP pre-trained weights and tune LoRA parameters using the same subsets as LT-
Soups. The LoRA parameters are combined with the pre-trained weights before applying our merging
schema. Finally, we retrain the classifier using the LA loss. The performance on Tinylmagenet-LT
dataset (77.1 vs 77.2) matches that of end-to-end LoRA training. We hypothesize this outcome is
due to a phenomenon observed in LLM literature Shuttleworth et al.|[2024], where LoRA introduces
high-ranking singular vectors (intruder dimensions) that are absent in full fine-tuning. While these
models achieve comparable task performance, they adapt less robustly to sequential tasks and diverge
from the pre-training distribution.

Table 10: Effect of subsampling and classifier re-training in conjunction with the PEFT method. Each
column reports PEFT fine-tuning performance on a given subsample ratio p after classifier re-training
on TinyImageNet-LT.

p | 1 2 4 8 16 32 64 100

All 739 743 748 762 764 771 77.0 71.0
Head | 759 758 77.0 782 804 81.8 819 83.0
Tail | 72.8 735 73.6 751 742 745 744 738

Hyperparameter sensitivity. In addition to the number of subsets used during LT-Soups fine-
tuning, two other hyperparameters impact performance: (1) M: the number of models trained per
subset D,,, with each model bootstrapped from the same imbalance ratio p. (2) A: the interpolation
coefficient used during recursive weight averaging.
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Table[9]shows that increasing A/ on TinyImageNet-LT improves overall, head-, and tail-class accuracy,
highlighting the benefits of ensembling across bootstrapped models. To ensure computational
feasibility across all five datasets, we fix M = 2 in the main experiments.

Table [8] compares performance for A = 0.3 and A\ = 0.7. We observe that datasets closely aligned
with CLIP’s pretraining domain benefit from a larger A\, which retains more pretrained knowledge.
In contrast, datasets with significant domain shifts—such as NIH-CXR-LT—perform better with
smaller ), allowing greater adaptation during model merging.

Table 11: Number of subsampling rounds (IV), size of the largest subset relative to the full training
set and \ used for each dataset.

Dataset N Relative size of largest subset A
CIFARI00-LT 5 67 0.7
Places-LT 5 63 0.7
ImageNet-LT 7 79 0.7
iNaturalist 8 90 0.3
NIH-CXR-LT 8 24 0.3

B Full Computational analysis

Table 12: Comparison of methods across ImageNet-LT and CXR-LT in terms of training time,
iterations, model size, memory, and accuracy.

Method Wal}—l—cl{(l)vcﬁis’fime Training Iterations Parzzﬁe):ters Me(rcr}l;)ry
ImageNet-LT
Full-FT 1:37:56 9060 87.0 14.5
Model Soups 1:37:56 9060 87.0 14.5
LoRA (rank = 64) 1:25:33 9060 9.0 13.3
LT-Soups Stage 1 1:15:38 8050 87.0 14.5
LT-Soups Stage 2 0:30:00 9060 0.7 2.6
Full LT-Soups 1:48:38 - - -
NIH-CXR-LT
Full-FT 0:53:43 5320 87.0 14.5
Model Soups 0:53:43 5320 87.0 14.5
LoRA (rank = 64) 2:14:32 13300 9.0 13.3
LT-Soups Stage 1 0:12:51 1300 87.0 14.5
LT-Soups Stage 2 0:19:26 5320 0.7 2.6
Full LT-Soups 0:32:17 - - -

Table[I2] compares the computational costs of Full Fine-Tuning (Full-FT), LIFT (which employs a
LoRA adapter with rank 64 applied to all MLP layers), Model Soups, and LT-Soups on the ImageNet-
LT and NIH-CXR-LT datasets. All models were trained to convergence using a batch size of 128
and mixed-precision training with NVIDIA RTX 3090 GPUs (24GB VRAM), using Python 3.9.15,
PyTorch 2.4.0, and CUDA 11.8. For LT-Soups, we break down the computational cost into two stages.
Stage 1 involves training models independently and in parallel on subsets with different imbalance
ratios. Since the subset with the highest imbalance ratio contains the most training samples, it
dominates the overall wall-clock time. Stage 2 retrains only the linear classifier on the full dataset—a
highly efficient step, as it updates just a single linear layer. In our experiments, we used the same
number of epochs for both stages of LT-Soups.

The computational overhead of LT-Soups compared to existing methods depends heavily on dataset
characteristics, particularly the original imbalance ratio. For example, in ImageNet-LT, which has
an imbalance ratio of 256, the largest subset used in Stage 1 accounts for 89% of the full training
data, resulting in relatively higher wall-clock time. In contrast, on NIH-CXR-LT, with a much more
extreme imbalance ratio of 6401, the largest Stage 1 subset represents only 24% of the dataset, leading
to a 4.4x reduction in training time compared to Full-FT (Table[TT). Additionally, while full-rank
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methods like Full-FT and LT-Soups typically converge within 10 epochs on CXR-LT, LIFT required
50 epochs—substantially increasing its wall-clock time despite its parameter-efficient design.
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(a) Visualization of imbalance distributions in (b) Example of subsampled distributions used in
CIFAR100-LT with varying values of 7. LT-Soups, with the x-axis shown on a logarithmic
scale.

C Extended Related Work

C.1 Imbalanced Classification

We can roughly divide progress on imbalanced classification into three groups.

Re-sampling/Re-weighting. Class imbalance mitigation strategies broadly involve oversampling
minority classes Chawla et al.|[2002], subsampling majority classes|Liu et al.|[2008]], or reweighting
losses [He and Garcial [2009]]. Generative approaches such as DiffulT |Shao et al.| [2024] train a
diffusion model on a long-tailed distribution and then uses it to generate a balanced proxy dataset
for training the final classifier. Subsampling risks losing majority-class discriminative patterns,
oversampling may overfit minority classes|Zhou et al.|[2020]], and reweighting struggles in overpa-
rameterized networks |Zhai et al.| [2023]]. Recent advances like balanced softmax Ren et al.|[2020] and
its generalization, logit adjustment loss (LA) Menon et al.| [2021]] address these issues by enforcing
larger margins for tail classes, bridging data imbalance with geometric regularization.

Decoupled learning. Decoupled learning frameworks address class imbalance through sequential
training phases: representation learning via instance-balanced sampling followed by classifier refine-
ment using class-balanced strategies Kang et al.| [2020], Zhang et al.|[2021]]. This paradigm assumes
model biases primarily reside in the classifier layer, positing that head-tail performance gaps can be
resolved through post-hoc classifier calibration [Izmailov et al.|[2022], Yang et al. [2023]]. However,
Shi et al.|[2024] show empirically that this assumption becomes invalid when fine-tuning foundation
models, neglecting a tailored strategy for representation learning, degrades both head and tail class
performance due to catastrophic forgetting of pre-trained features Mukhoti et al.|[2023]].

Ensemble learning. Ensemble methods address data imbalance by combining specialized experts
trained on complementary distributions Cai et al.|[2021], |L1 et al.| [2022]]. Notable approaches include:
BBN’s dual-branch architecture balancing original and re-sampled distributions |[Zhou et al.|[2020];
RIDE’s dynamic routing of instances to distribution-aware experts Wang et al.|[2021]]; and LFME’s
multi-teacher distillation across many/medium/few-shot groups Xiang et al.|[2020]]; Reflective Learn-
ing Zhao et al|[2024]] promotes consistency across training iterations by minimizing KL divergence
between predictions and soft labels induced from feature similarity. While effective, these methods
rely on heuristic expert specialization rules and often result in cumbersome architectures that hinder
adaptation to foundation models, increase training complexity, and limit inference speed. Our work
circumvents these limitations through two key innovations: (1) replacing specialized expert design
with parallel fine-tuning of foundation models on controlled subsamples, and (2) employing model
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averaging and EMA instead of complex aggregation mechanisms. This preserves the ensemble’s
variance-reduction benefits while maintaining the original foundation model’s architectural simplicity
and computational efficiency.

C.2 Model Merging

Model merging, also sometimes referred to to weight averaging, has gained significant attention in
recent years as a promising research direction |Li et al.|[2023]], focusing on reducing communication
costs in federated learning McMahan et al.|[2017]] and distributed training |Douillard et al.| [2023]],
enabling the efficient combination of multiple models without additional training |{[lharco et al.[[2023]],
and enhancing model robustness in out-of-distribution scenarios [Wortsman et al.| [2022al], Rame
et al.| [2022]. Early approaches like Exponential Moving Average (EMA) Tarvainen and Valpola
[2017]] and Stochastic Weight Averaging (SWA) [Izmailov et al.|[2018]] have been widely adopted
to accelerate training convergence, stability, and enhance the generalization capabilities of deep
neural networks. Recent work extends merging to sequential adaptation: |Alexandrov et al.|[2024]]
mitigates catastrophic forgetting in continual pretraining via iterative merging, while [Ramé et al.
[2024] align LLMs through multi-stage averaging during RLHF. To our knowledge, no prior work
applies model merging to imbalanced recognition. Unlike existing sequential merging approaches,
our framework trains multiple models in parallel on complementary subsampled distributions, a
critical design choice for handling long-tailed data. We propose the first schema specifically tailored
for imbalance, integrating subsampling (to retain tail-class discriminability) and bootstrapping (to
stabilize head-class representations). This parallelized merging strategy directly addresses feature-
space asymmetry in long-tailed distributions while maintaining computational efficiency, enabling
foundation models to adapt to extreme imbalance without sacrificing pre-trained generalization.

D Baselines and implementation details.

We use CLIP with the ViT-B/16 backbone. Following Radford et al.|[2021]], we adopt a prototypical
classification head for g, where both features and classifier weights are /o-normalized, and a tempera-
ture is applied to the logits. The parameters w are initialized by generating text. We use descriptive
prompts such as “a photo of a cat” or “a photo of a dog” to represent each class|Radford et al.|[2021]].
for the classes and extracting corresponding textual features using the CLIP text encoder.

We optimize the model using the AdamW optimizer |Loshchilov and Hutter| [2019]. The batch size is
set to 128, with learning rates of 3e — 4 for both the representation and the classification stage. A
cosine decay learning rate scheduler is employed, gradually reducing the learning rate to 0.1 - max_Ir
after a warmup period spanning max(100, 0.01 - total_steps) steps. The validation set of each
dataset is used to select the best checkpoint. Table [IT|shows the hyperparameters we used for each
dataset. We select IV and A based on the validation set of each dataset and fix M=2 across all
experiments. We report all baseline results without test-time augmentation, which offers orthogonal
gains.

Table 13: Dataset details used in our work.

Dataset Classes Total samples Max samples Min samples p n

CIFAR100-LT |Cao et al.|[2019] 100 10.8k 500 5 100 0.54
TinyImageNet-LT|Le and Yang|[2015] 200 21.5k 500 5 100 0.53
Places-LT |Liu et al.[[2019] 365 62.5k 4980 5 996  0.55
ImageNet-LT|Liu et al.[[2019] 1000 115.8k 1280 5 256  0.62
iNaturalist|Van Horn et al.|[2018] 8,142 437.5k 1000 2 500 0.11
NIH-CXR-LT|Holste et al.|[2022] 20 88,637 53260 12 6491 5.66

D.1 Full results
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Table 14: Comparison of methods for training on CIFAR100-LT.

Methods | Backbone Overall Many Medium Few
Training from scratch
LDAM (Cao et al., 2019) ResNet-32 42.0 - - -
BBN (Zhou et al., 2020) ResNet-32 42.6 - - -
DiVE (He et al., 2021) ResNet-32 454 - - -
MiSLAS (Zhong et al., 2021) ResNet-32 47.0 - - -
BS (Ren et al., 2020) ResNet-32 50.8 - - -
PaCo (Cui et al., 2021) ResNet-32 52.0 - - -
BCL (Zhu et al., 2022) ResNet-32 51.9 - - -
Fine-tuning CLIP
Linear Prob (LA) ViT-B/16 70.0 77.2 71.1 60.4
Full-FT (LA) ViT-B/16 79.6 88.1 79.9 69.3
cRT Kang et al.|[2020] ViT-B/16 78.8 89.7 79.7 65.1
PEFT |Shi et al.| [2024]] ViT-B/16 81.3 85.2 80.9 77.1
Model Soups|Wortsman et al.[[2022a] | ViT-B/16 82.1 89.9 82.2 73.0
LT-Soups (Ours) ViT-B/16 83.5 88.2 83.5 78.0
Table 15: Comparison of methods for training on Places-LT.
Methods | Backbone  Overall Many Medium Few
Training from ImageNet-1K pre-trained backbone
OLTR [Liu et al.{[2019] ResNet-152 359 44.7 37.0 25.3
cRT Kang et al.|[2020] ResNet-152 36.7 42.0 37.6 26.4
LWS |Kang et al.|[2020] ResNet-152 37.6 40.6 39.1 28.6
MiSLAS (Zhong et al., 2021) ResNet-152 404 39.6 43.3 36.1
DisAlign (Zhang et al., 2021) ResNet-152 39.3 40.4 394 329
ALA (Zhao et al., 2022) ResNet-152 41.2 36.1 479 353
PaCo (Cui et al., 2021) ResNet-152 40.5 33.7 44 4 353
LiVT (Xu et al., 2023) ViT-B/16 40.8 48.1 40.6 27.5
Fine-tuning CLIP
Linear Prob (LA) ViT-B/16 48.8 48.8 49.7 47.1
cRT Kang et al.|[2020] ViT-B/16 44 .4 51.0 43.1 354
BALLADMa et al.[[2021]] ViT-B/16 49.5 49.3 50.2 48.4
Decoder|Wang et al.[[2023]] ViT-B/16 46.8 - - -
LPT Dong et al.|[2022] ViT-B/16 50.1 49.3 52.3 46.9
Full-FT (LA) ViT-B/16 46.6 49.9 46.3 414
cRT Kang et al.|[2020] ViT-B/16 444 51.0 43.1 354
PEFT |Shi et al.|[2024]) ViT-B/16 51.5 51.3 52.2 50.5
Model Soups|Wortsman et al.|[2022a] ViT-B/16 49.4 51.7 50.0 43.7
LT-Soups (Ours) ViT-B/16 51.7 51.2 52.8 50.3
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Table 16: Comparison of methods for training on ImageNet-LT.

Methods | Backbone Overall Many Medium Few
Training from scratch
cRT Kang et al.|[2020] ResNet-50 473 58.8 44.0 26.1
LWS |[Kang et al.| [2020] ResNet-50 47.7 57.1 45.2 29.3
MiSLAS (Zhong et al., 2021) ResNet-50 52.7 62.9 50.7 31.0
LA Menon et al.|[2021]) ResNet-50 51.1 - - -
DisAlign (Zhang et al., 2021) ResNet-50 52.9 61.3 52.2 314
BCL (Zhu et al., 2022) ResNet-50 56.0 - - -
PaCo (Cui et al., 2021) ResNet-50 57.0 - - -
NCL (Li et al., 2022a) ResNet-50 574 - - -
LiVT (Xu et al., 2023) ViT-B/16 60.9 73.6 56.4 41.0
Fine-tuning CLIP
Linear Prob (LA) ViT-B/16 74.2 77.8 73.3 67.4
BALLAD Ma et al.|[2021]] ViT-B/16 75.7 79.1 74.5 69.8
Decoder |Wang et al.{[2023] ViT-B/16 73.2 - - -
Full-FT (LA) ViT-B/16 73.9 79.8 71.9 63.9
cRT Kang et al.|[2020] ViT-B/16 72.6 81.1 70.6 56.1
PEFT |Shi et al.| [2024]] ViT-B/16 77.0 80.2 76.1 71.5
Model Soups|Wortsman et al.[[2022a] | ViT-B/16 76.0 81.5 74.5 65.5
LT-Soups (Ours) ViT-B/16 77.4 81.2 76.1 70.7
Table 17: Comparison of methods for training on NIH-CXR-LT.
Methods | Backbone Overall Many Medium Few
Training from ImageNet-1K pre-trained backbone
cRT Kang et al.|[2020] ResNet-50 38.0 433 374 30.0
LWS |[Kang et al.| [2020] ResNet-50 28.0 45.7 23.0 08.3
CB LDAM-DRW |Cao et al.|[2019] ResNet-50 37.7 47.6 35.6 25.0
CB Softmax |Cui et al.[[2019] ResNet-50 333 29.5 41.5 21.7
Fine-tuning CLIP
Linear Prob (LA) ViT-B/16 17.5 13.3 21.1 16.7
BALLAD Ma et al.|[2021]] ViT-B/16 34.5 36.7 38.9 20.8
Full-FT (LA) ViT-B/16 38.0 43.8 41.5 20.0
cRT Kang et al.|[2020] ViT-B/16 37.7 42.9 39.3 25.0
PEFT |Shi et al.| [2024]] ViT-B/16 38.5 433 40.4 25.5
Model Soups|Wortsman et al.|[2022a]] | ViT-B/16 38.0 45.6 40.2 20.0
LT-Soups (Ours) ViT-B/16 39.3 424 40.7 30.8
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Table 18: Comparison of methods for training on iNaturalist 2018.

Methods | Backbone Overall Many Medium Few
Training from scratch

cRT Kang et al.|[2020] ResNet-50 65.2 69.0 66.0 63.2
LWS [Kang et al.| [2020] ResNet-50 65.9 65.0 66.3 65.5
MiSLAS (Zhong et al., 2021) ResNet-50 71.6 73.2 72.4 704
DiVE (He et al., 2021) ResNet-50 69.1 70.6 70.0 67.7
DisAlign (Zhang et al., 2021) ResNet-50 69.5 69.1 69.9 69.4
ALA (Zhao et al., 2022) ResNet-50 69.6 69.5 70.2 69.0
RIDE (Wang et al., 2021c¢) ResNet-50 71.5 72.4 73.1 70.4
RIDE+CR (Ma et al., 2023) ResNet-50 73.5 74.0 74.3 73.1
RIDE+OTmix (Gao et al., 2023) ResNet-50 73.7 74.1 75.2 72.8
BCL (Zhu et al., 2022) ResNet-50 71.8 - - -
PaCo (Cui et al., 2021) ResNet-50 73.2 70.4 72.8 75.8
NCL (Li et al., 2022a) ResNet-50 74.2 72.0 74.9 73.8
GML (Suh & Seo, 2023) ResNet-50 74.5 - - -
LiVT (Xu et al., 2023) ViT-B/16 76.1 78.9 76.5 74.8
Fine-tuning CLIP

Linear Prob (LA) ViT-B/16 60.4 48.9 60.0 63.9
Decoder |Wang et al.[[2023]] ViT-B/16 59.2 - - -
LPT Dong et al.|[2022] ViT-B/16 76.1 - - 79.3
Full-FT (LA) ViT-B/16 76.1 75.7 76.9 75.3
PEFT |Shi et al.|[2024] ViT-B/16 79.1 72.4 79.0 81.1
Model Soups|Wortsman et al.[[2022a] | ViT-B/16 76.4 77.1 76.8 75.6
LT-Soups (Ours) ViT-B/16 78.2 76.7 78.5 78.2
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