Context-Aware Prompt: Customize A Unique Prompt For Each Input

Abstract

After the proposal of BERT, pre-trained language models have become the dominant approach for solving many NLP tasks. Typically, a linear classifier is added to the head of the model for fine-tuning to fit downstream tasks, while a more recent approach, also known as prompt-based learning or prompt-learning, using prompts to perform various downstream tasks, is considered to be able to uncover the potential of the language model.

Prior study, however, attempted to find a universal prompt for a certain task across all samples. Therefore, we propose a novel method, Context-Aware Prompt (CAP), which provides a unique continuous prompt for each sample input by combining contextual information to further investigate the potential capabilities of the language models. On the SuperGlue benchmark, our method outperforms multiple models with vanilla fine-tuning. Furthermore, we extend the use of prompts to include Replaced Token Detection (RTD) type prompts, allowing models like ELECTRA and DeBERTaV3 that employ RTD as a training objective to use prompts for downstream tasks.

1 Introduction

Due to their outstanding performance in downstream tasks such as question answering (Rajpurkar et al., 2016), named entity recognition (Sang and Meulder, 2003), and text classification (Sun et al., 2019), pre-trained language models (Devlin et al., 2018; Liu et al., 2019; Raffel et al., 2020; He et al., 2021b) have gained increasing importance and become the primary way to solve various natural language processing (NLP) tasks in recent years.

How to leverage these language model effectively has been a struggle for researchers to figure out. The typical approach is to add a linear classifier to the head of the model and then adapt the parameters of the linear classifier and the pre-trained language model to the supervised target task, also known as fine-tuning (Radford et al., 2018).

More recently, a paradigm, known as prompt-based learning or prompt learning (Liu et al., 2021a), has had great success in zero-shot and few-shot learning. In this way, a task description is provided for downstream tasks that not only more closely resembles the human way of thinking, but also aids the language model to "understand" what the task purpose is (Radford et al., 2019). These results suggest that when prompted by relevant task descriptions, pre-trained language models can solve NLP problems more effectively. As a result, we believe that prompts can be used to improve performance on a variety of NLP tasks.

However, finding a prompt that works for all samples is very difficult, as shown in Table 1 (a sentiment classification task): a prompt that works for one sample may not work for another, although the reason for the results in the table is most likely a bias caused by the pre-training process: "It is" is usually followed by "great", while "It was" is usually followed by "terrible". Accordingly, we strive to alleviate this bias in the pre-trained language model by using contextual information from the input sequence to automatically generate prompts that are suitable for independent samples.

In this paper, we introduce Context-Aware Prompt (CAP), a novel method for generating a unique continuous prompt for each sample input through context-awareness and is based on the extension of P-tuning (Liu et al., 2021c). We construct continuous prompts via the prompt encoder in CAP, which uses contextual information to create different prompts for each sample input by contextualized embeddings that decouples from the pre-trained language model word embeddings. Correspondingly, we also need an answer mapping.
Input Example | Prompt | Predict | Label
---|---|---|---
A sometimes tedious film. | It is [MASK]. It was [MASK]. | terrible | negative
Among the year’s most intriguing explorations of alienation. | It is [MASK]. It was [MASK]. | terrible | positive

Table 1: Examples from SST-2 (Socher et al., 2013), which are predicted by BERT-base, and verbalizers set as "great" and "terrible".

Figure 1: Illustration of CAP.

which we call prompt decoder, to map the output of the pre-trained language model to a specific label. Further, we expand the way of using prompts in models like ELECTRA (Clark et al., 2020), DeBERTaV3 (He et al., 2021a) — prompt decoder for Replaced Token Detection (RTD).

Experiments show that our proposed method achieves better performance than vanilla fine-tuning on most tasks in the SuperGLUE (Wang et al., 2019) benchmark. Moreover, our approach changes the parameters of the pre-trained language model to a lesser level than vanilla fine-tuning, which is why we believe that prompt-based learning works well.

### 2 Related Work

The idea of prompt was initially proposed by Radford et al. (2019) to "recall" knowledge learned during the training of pre-trained language models and apply it to downstream tasks in an unsupervised way. Schick and Schütze (2021) employ cloze problem modeling for text classification and natural language inference. Taking a sentiment classification task as an example, constructs the input as "Best pizza ever! It was __.", let the pre-trained language model predict the text in the blank. The sentence is regarded positive if the probability of predicting the text as "great" is larger than the probability of predicting the text as "bad" and vice versa. The "Best pizza ever!" is the sample to be classified; "It was ___." and "great" or "bad" are called pattern and verbalizers by Schick and Schütze (2021), respectively.

However, the preceding researches rely on manual prompt creation, which necessitates a great deal of prior knowledge and experimental validation, and the cost of determining which pattern-verbalizer pair (PVP) performs best is extremely expensive. To address this issue, some of the researches look at ways to automatically find the appropriate prompts, which can be divided into two types: discrete prompts and continuous prompts.

#### 2.1 Discrete Prompt

AutoPrompt (Shin et al., 2020) employs gradient-guided search to create prompts for various tasks; LPAQA (Jiang et al., 2020) adopts a mining-based and paraphrase-based approach to prompt generation; LM-BFF (Gao et al., 2021) utilises the generative T5 (Raffel et al., 2020) model to automatically generate templates, all of which have achieved promising results and have contributed significantly to automatically search for prompts, but they limit prompts to discrete prompts that humans can understand. However, do machines need discrete prompts that humans can understand?

#### 2.2 Continuous Prompt

As a matter of fact, prompts are employed to pre-train language models to understand the task purpose rather than supplying them to humans, so it is not necessary to stick to discrete prompts as perceived by humans, but rather continuous prompts are composed of virtual words embedded in a continuous space can be used.

**Initialized Prompt** WARP (Hambardzumyan et al., 2021), OPTIPROMPT (Zhong et al., 2021),
Prompt Tuning (Lester et al., 2021) randomly initialize the word embeddings of the pseudo-tokens or by existing real word embeddings, and optimize the word embedding vector of the pseudo-tokens by gradient descent in the word embedding space. In addition, WARP (Hambardzumyan et al., 2021) also constructs the continuous verbalizer, which is free of the constraints imposed by the human cognitive discrete word.

**Generated Prompt** After pre-training, the word embeddings of the pre-trained language model have been highly discretized. When the pseudo-token is initialized in the above ways, Allen-Zhu et al. (2019) have shown that the relevant parameters to fine-tuning for certain tasks. In the pre-training phase, and thus can be an alternative to selecting a set of parameters and inputs, are fed into the pre-trained language model to predict the expected answer to a masked token, which raises the cost of training for improving performance, making downstream tasks more relative to the training objectives of the pre-training phase, and thus can be an alternative to fine-tuning for certain tasks.

3 CAP

In this section, we present the implementation of Context-Aware Prompt (CAP), which consists of two components: a prompt encoder and a prompt decoder. The former generates prompt embeddings, while the latter decodes the hidden states output from the pre-trained language model into the corresponding labels of the task. Let $M$ be a pre-trained language model with vocabulary $V$ and pre-trained embedding layer $E_M \in M$; let $C$ be a set of labels for our target classification task $A$, and assign a verbalizer token $v_l \notin V$ to each label $l \in C$.

Overall, we need to optimize the parameters $\Theta = \{\Theta_P, \Theta_V, \Theta_M\}$ by gradient descent, for the prompt encoder, the verbalizer embeddings, and the pre-trained language model, respectively.

3.1 Prompt Encoder

Since a direct update of the prompt embeddings would result in parameters that vary only within a small neighborhood and we need a BiLSTM to incorporate contextual information, we propose a prompt encoder to generate prompt embeddings. Given a sequence of sample input tokens $x = \{x_0, x_1, x_2, ..., x_n\}$, which will be mapped to input embeddings $E_M(x) = \{e_0, e_1, e_2, ..., e_n\}$, here $x_0$ refers to the token that can represent the semantics of the whole sentence, which is “[CLS]” in BERT.

We can flexibly insert prompt tokens between a given input sequence and links with label token ([LABEL]), where the label token in MLM and RTD denotes masked token ([MASK]) and verbalizer token ($V_l$), respectively. For example, let $[P_1]$ refers to the $i^{th}$ prompt token, given the input $x$ one can compose the template $T = \{(P_1), x_1, ..., x_n, [P_2], [LABEL], [P_3], x_{n+1}, ..., x_{m}, [P_4]\}$. Note that the prompt tokens here are not discrete, the prompt embeddings will be inserted into the appropriate spot.

Naturally, our research turns into finding a set of parameters $\Theta_P$ for generating continuous prompt embeddings that allow the pre-trained language model to predict the expected answer to a masked token (for MLM) or determine whether the verbalizer token is replaced (for RTD). Finally, the continuous prompt embeddings generated by the prompt encoder, which is influenced by this set of parameters and inputs, are fed into the pre-trained language model with the embeddings of the original inputs.
3.1.1 Continuous Prompt Embeddings

Customizing the prompt for each input and enabling the prompt to fully incorporate contextual information, as illustrated in Figure 2, we employ BiLSTM to attempt to pass contextual information to the prompt and comply with P-tuning (Liu et al., 2021c) using MLP to encourage discretization. Besides, we establish a shortcut connection (He et al., 2016) between the raw prompt embeddings and the generated embeddings. For one thing, it prevents the vanishing gradient to raw prompt embeddings. And for another, we employ an idea similar to ELMo (Peters et al., 2018) which combines the internal states of each layer for rich word representation, generating prompt embeddings that combine the raw prompt embeddings with the prompt embeddings that have combined contextual information.

So the continuous prompt embeddings $PE$ can be given by:

$$PE = PE_{\Theta_P}(x) = \text{MLP}(\text{BiLSTM}([E_C(x), E_P(P)]) + E_P(P)$$  

(1)

where $PE_{\Theta_P}$ means Prompt Encoder, $E_C$ and $E_P$ mean contextualized embedding layer and prompt embedding layer respectively, and $P = \{[P_1], [P_2], ..., [P_k]\}$ refers to prompt sequence.

3.1.2 Contextualized Embeddings

Since the word embedding layer of the pre-trained language model and the contextualized embedding layer used by CAP are strongly related to each other but have radically different training objectives, they form what He et al. (2021a) call "tug-of-war" dynamics.

Further, inspired by their proposed Gradient-Disentangled Embedding Sharing (GDES) method, we adopt a similar strategy to share the word embedding layer of the pre-trained language model ($E_M$) with the contextualized embedding layer ($E_C$) used by CAP but decouple them with stopping gradients in the CAP’s contextualized embeddings from back-propagating to the pre-trained language model’s word embeddings.

In short, the contextualized embedding can be expressed as:

$$E_C = sg(E_M) + \triangle E$$  

(2)

where $sg$ is the stop gradient operator which only allows gradients propagation through $\triangle E$. Note-worthy, $\triangle E$ is initialized as a zero matrix.

3.2 Prompt Decoder

After the generated prompt embeddings are sent to the pre-trained language model, a prompt decoder to parse the output of the hidden states is required to obtain the predicted labels.
For each label, a verifier for answer mapping is required. It is worth noting that for MLM (Masked Language Model)\(^2\), we follow WARP (Hambardzumyan et al., 2021) to replicate continuous verbalizers.

### 3.2.1 Prompt Decoder For MLM

Masked Language Model (MLM), such as BERT (Devlin et al., 2018), ALBERT (Lan et al., 2020), RoBERTa (Liu et al., 2019), typically masks a specific percentage of words in a given sentence, and the model predicts these masked words based on other remaining words in this sentence. So the last hidden state of the masked token can be easily obtained by MLM:

\[
H_{\text{mask}} = M(E_M(x), PE_{\Theta_p}(x)) \quad (3)
\]

where \(H_{\text{mask}}\) refers to the last hidden state of the masked token and has been pooled by pre-trained MLM decoder.

And the probability of labels are given by:

\[
P_\Theta(l \mid x) = \frac{\exp(\Theta^T l H_{\text{mask}})}{\sum_{l' \in L} \exp(\Theta^T l' H_{\text{mask}})}, \quad l \in L \quad (4)
\]

where \(\Theta^T l\) is the parameters of the verifier embedding corresponding to the label \(l\).

### 3.2.2 Prompt Decoder For RTD

ELECTRA (Clark et al., 2020) and DeBERTaV3 (He et al., 2021a), applying Replaced Token Detection (RTD) as training objective, use a generator to generate ambiguous tokens and a discriminator to distinguish the ambiguous tokens from the original inputs, similar to Generative Adversarial Networks (GAN, Goodfellow et al. 2014).

For RTD, analogously to Candidates-Contrast proposed by Sun et al. (2021), we consider different verifier tokens as input label tokens, use RTD to detect verbalizer tokens, derive the score of each verbalizer token is not replaced, and consider the label corresponding to the verbalizer token with the highest score as the predicted label, which is as shown in Figure 3.

So the score can be considered as the negative of the score of the model output that detects as a replaced token:

\[
S(l \mid x) = -M(E_M(x), PE_{\Theta_p}(x), E_V(l)) \quad (5)
\]

where \(E_V(l)\) denotes the verifier embeddings representing the label \(l\).

Resemble equation 4, the probability of labels are given by:

\[
P_\Theta(l \mid x) = \frac{\exp(S(l \mid x))}{\sum_{l' \in L} \exp(S(l' \mid x))}, \quad l \in L \quad (6)
\]

This multiple choice approach, on the other hand, demands numerous calculations of the pre-trained language model (once for each label), implying that the training cost will be several times higher than MLM (depending on the total count of labels).

### 4 Experiments

We select six natural language understanding (NLU) tasks from the SuperGLUE (Wang et al.,
<table>
<thead>
<tr>
<th>Method</th>
<th>CB</th>
<th>RTE</th>
<th>BoolQ</th>
<th>WiC</th>
<th>WSC</th>
<th>MultiRC</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>F1</td>
<td>Acc.</td>
<td>Acc.</td>
<td>Acc.</td>
<td>Acc.</td>
<td>EM</td>
</tr>
<tr>
<td><strong>BERT_{base}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vanilla Fine-tuning</td>
<td>89.3</td>
<td>89.0</td>
<td>70.0</td>
<td>75.2</td>
<td>71.6</td>
<td>63.5</td>
<td>17.9</td>
</tr>
<tr>
<td>P-tuning (Liu et al., 2021c)</td>
<td>89.2</td>
<td>92.1</td>
<td>71.1</td>
<td>73.9</td>
<td>68.8</td>
<td>63.5</td>
<td>14.8</td>
</tr>
<tr>
<td>CAP</td>
<td>100</td>
<td>100</td>
<td>73.6</td>
<td>76.2</td>
<td>71.9</td>
<td>63.5</td>
<td>19.2</td>
</tr>
<tr>
<td><strong>RoBERTa_{base}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vanilla Fine-tuning</td>
<td>96.4</td>
<td>97.4</td>
<td>76.2</td>
<td>78.5</td>
<td>69.3</td>
<td>63.5</td>
<td>33.9</td>
</tr>
<tr>
<td>CAP</td>
<td>100</td>
<td>100</td>
<td>84.1</td>
<td>80.0</td>
<td>69.6</td>
<td>63.5</td>
<td>34.3</td>
</tr>
<tr>
<td><strong>DeBERTaV3_{base}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vanilla Fine-tuning</td>
<td>94.6</td>
<td>93.7</td>
<td>84.8</td>
<td>83.3</td>
<td>74.1</td>
<td>63.5</td>
<td>49.4</td>
</tr>
<tr>
<td>CAP</td>
<td>100</td>
<td>100</td>
<td>86.3</td>
<td>86.3</td>
<td>70.7</td>
<td>63.5</td>
<td>50.3</td>
</tr>
</tbody>
</table>

Table 2: Dev set results on SuperGLUE tasks.

2019) benchmark for experiments to evaluate our method. CB (De Marneffe et al., 2019), RTE (Dagan et al., 2005), BoolQ (Clark et al., 2019), WiC (Pilehvar and Camacho-Collados, 2018), WSC (Levesque et al., 2012) and MultiRC (Khashabi et al., 2018) are among the tasks, which contain two textual entailment tasks (CB, RTE), two question answering tasks (BoolQ, MultiRC), a co-reference resolution task (WiC), and a word sense disambiguation task (WSC). These NLU tasks are reformulated as cloze problems, with prompt tokens inserted in the intervals between sentence1, label, and sentence2 (if it exists).

### 4.1 Experiment Settings

In our experiments, BERT and RoBERTa are used as MLM representatives and DeBERTaV3 as RTD representative, and the base-scale model (Layer=12, Hidden Size=768, Attention Head=12) is used uniformly. Pre-trained language models we use are from the Hugging Face Transformers (Wolf et al., 2020) library, and we employ the AutoModelForSequenceClassification it provides for fine-tuning as a baseline. To build CAP, the prompt embeddings for \([P_1], [P_2], \ldots, [P_n]\) are generated by prompt encoder, and verbalizer embeddings for \([V_1], \ldots, [V_L]\) are initialized with verbalizer token embeddings in pre-trained language model for their corresponding labels. For MLM, the bias of the verbalizer classifier is also initialized with the bias of the MLM classifier head of the pre-trained language model in order to be consistent with the pre-training phase.

We choose the AdamW optimizer with a learning rate that decreases linearly after a warmup period and train for 3-6 epochs on various task. Specifically, we set the learning rate from 2e-5, 3e-5, 4e-5, 5e-5 and batch size from 6, 8, 16, 24, 32.

### 4.2 Results

The results are presented in Table 2. We can see that CAP outperforms vanilla fine-tuning on most tasks. For the average results, CAP outperforms vanilla fine-tuning by 2.9, 2.1, and 1.3 percent for BERT, RoBERTa, and DeBERTaV3, respectively. Besides, CAP also outperforms P-tuning. In particular, CAP outperforms vanilla fine-tuning more significantly in tasks such as CB, RTE and BoolQ, which are easy to construct prompts for. We then focus our subsequent experiments on these three tasks.

It can be seen that our method achieves relatively well performance in both the small sample size task (CB) and the multiple sample task (MultiRC). But for WSC, a word sense disambiguation task, our approach does not show any improvement over vanilla fine-tuning, and we conjecture that it is difficult to construct prompts that allow pre-trained language models to understand the purpose of such difficult tasks. The same is true for WiC, where there is only a small improvement when using BERT and RoBERTa, and even a drop in performance when using DeBERTaV3, so we get a similar conclusion to Liu et al. (2021c), that these types of more complex tasks are not suitable for.

To reproduce our work better, we pushed the hyperparameters we used in our experiments to our open-source code repository.
### Table 3: Best results on SuperGLUE tasks based on large-scaled model, where BERT + FT results are from (Wang et al., 2019), FT refers to vanilla fine-tuning.

<table>
<thead>
<tr>
<th>Method</th>
<th>CB Acc.</th>
<th>RTE F1 Acc.</th>
<th>BoolQ Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT + FT</td>
<td>94.6</td>
<td>93.7</td>
<td>70.4</td>
</tr>
<tr>
<td>BERT + CAP</td>
<td>98.2</td>
<td>98.7</td>
<td>75.8</td>
</tr>
<tr>
<td>RoBERTa + FT</td>
<td>96.4</td>
<td>90.4</td>
<td>85.6</td>
</tr>
<tr>
<td>RoBERTa + CAP</td>
<td>100</td>
<td>100</td>
<td>87.4</td>
</tr>
<tr>
<td>DeBERTaV3 + FT</td>
<td>94.7</td>
<td>89.0</td>
<td>88.4</td>
</tr>
<tr>
<td>DeBERTaV3 + CAP</td>
<td>100</td>
<td>100</td>
<td>88.8</td>
</tr>
</tbody>
</table>

### Table 4: Dev set results (BERT-base) on SuperGLUE tasks, where WARP\textsuperscript{init} differs from the original paper and trains the entire model, CV refers to continuous verbalizer. - CA denotes CAP without contextualized awareness, i.e. no unique prompt (NUP). GDES means Gradient-Disentangled Embedding Sharing, while NES is No Embedding Sharing.

<table>
<thead>
<tr>
<th>Method</th>
<th>CB Acc.</th>
<th>RTE F1 Acc.</th>
<th>BoolQ Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla Fine-tuning</td>
<td>89.3</td>
<td>89.0</td>
<td>70.0</td>
</tr>
<tr>
<td>WARP\textsuperscript{init}</td>
<td>91.1</td>
<td>89.2</td>
<td>70.8</td>
</tr>
<tr>
<td>P-tuning + CV</td>
<td>92.9</td>
<td>94.7</td>
<td>69.0</td>
</tr>
<tr>
<td>CAP</td>
<td>100</td>
<td>100</td>
<td>73.6</td>
</tr>
<tr>
<td>+ anchor token</td>
<td>92.9</td>
<td>92.3</td>
<td>68.2</td>
</tr>
<tr>
<td>- CA (i.e. NUP)</td>
<td>92.9</td>
<td>90.5</td>
<td>69.0</td>
</tr>
<tr>
<td>- GDES (i.e. NES)</td>
<td>98.2</td>
<td>96.4</td>
<td>71.1</td>
</tr>
</tbody>
</table>

Several conclusions can be drawn from the experiment results in Table 4. First, as predicted by our earlier supposition, the automatic learning of the prompt token using CAP surpasses the addition of the anchor token. Second, prompt combines contextual information and decouples the CAP’s contextualized embeddings from the original pre-trained language model word embeddings gradient is effective. Third, creating unique prompts with contextualized awareness plays a key role, with the GDES (Gradient-Disentangled Embedding Sharing) method serving as the icing on the cake.

### 5 Discussion

The experiment results show that CAP outperforms vanilla fine-tuning in the experimental NLU task. Vanilla fine-tuning is an approach similar to or rather a transfer learning, the inputs are passed through a pre-trained language model (which can be thought of as feature extraction), are then fed into an added linear output layer to predict.

The prompt-based learning approach, on the other hand, employs a pre-trained language model that is more closely aligned with the pre-training process’s training objectives. As shown in Figure 4, fitting the same downstream task with CAP changes the parameters less than vanilla fine-tuning. It’s not unexpected that CAP achieves better performance than vanilla fine-tuning because we believe the less the pre-trained language model changes, the more it keeps its learnt knowledge. Besides, just as adding a task description such as "Please classify the sentiment of the following sentences" provides a clear grasp of the job’s objective, while it is not evident what one needs to do when given...
a pile of text and must guess at the assignment’s
intention.

Although prompt-based learning is hard to adapt
to all tasks at the moment, it makes sense to explore
in the prompt-based learning direction when using
pre-trained language models for downstream tasks with "not only fine-tuning" in mind.

6 Conclusion

In this paper, we propose a new method, Context-
Aware Prompt (CAP), as an alternative to fine-
tuning using pre-trained language models. Specifi-
cally, CAP constructs a unique continuous prompt
for each diverse input by combining contextual
information. Experiment results show that our
method can make better and full use of pre-trained
language models, thus outperforms vanilla fine-
tuning and existing methods for most tasks on the
SuperGLUE benchmark. In addition, we further
extend to the RTD-based prompts usage scheme,
making it possible to use prompt-based learning as
a method for the majority of existing pre-trained
language models.
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