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Abstract

Large Language Models (LLMs) have demon-001
strated efficacy in various linguistic applica-002
tions, including question answering and con-003
trolled text generation. However, studies into004
their ability to switch between opposite styles005
of responses in professional domains remain006
underexplored. This study introduces a novel007
approach, named ProSwitch, which enables a008
language model to switch between professional009
and non-professional answers, by tuning and010
evaluating through the guidance of domain and011
style knowledge. ProSwitch unfolds in three012
phases: LLM-augmented preparation to collect013
domain knowledge and QA pairs, instruction014
tuning to optimize LLMs with multiple levels015
of knowledge, and comprehensive evaluation to016
assess both style discrimination and reference-017
based quality of the generated text. Compara-018
tive analysis of ProSwitch against general and019
specialized LLMs reveals that our approach out-020
performs baselines in switching between pro-021
fessional and non-professional responses.022

1 Introduction023

Providing text responses in various styles is an im-024

portant task in professional fields, where users with025

different backgrounds can access the services they026

need. Figure 1 shows a scenario for answering027

biomedical questions, where answers can be pro-028

vided in both styles to improve the efficiency of in-029

formation retrieval for different users. Meanwhile,030

Large Language Models (LLMs), such as ChatGPT031

and Llama (Touvron et al., 2023a), have excelled032

in natural language tasks, including question an-033

swering (Zong et al., 2024; Omar et al., 2023; Tan034

et al., 2023) and information extraction (Perot et al.,035

2023; Schacht et al., 2023). In specific domains,036

LLMs can provide answers that fit a particular style037

by integrating domain knowledge, as seen with038

ChatDoctor (Li et al., 2023), ChatLaw (Cui et al.,039

2023) and FinGPT (Yang et al., 2023a). However,040

Question:
Which cells express CIDEC protein in humans?

Professional Answer for Expert Users:
The cell death-inducing DNA fragmentation factor alpha-like
effector c (CIDEC) is a lipid droplet-associated protein that
promotes intracellular triglyceride (TAG) storage. CIDEC is
highly expressed in adipocytes, but undetectable in normal liver.
However, its hepatic expression rises during fasting or under
genetic or diet-induced hepatosteatosis in patients.

Non-professional Answer for General Users:
CIDEC is essentially an expert in storing fats. It's all about fat cells.
Yet, when you're fasting or indulging in lots of junk food, CIDEC
surprisingly makes an appearance in the liver.

Figure 1: Two answers for the same question cater to
two different types of users, where the professional
answer contains more technical terminology and richer
semantic information than the non-professional one.

LLMs remain underutilized to address language 041

style variation tasks in professional domains. 042

Previous research aims to address language pro- 043

fessionalism problems from various disciplinary 044

perspectives. Some studies in linguistics and ped- 045

agogy focus on describing the characteristics of 046

professional and colloquial language (Malyuga and 047

Yermishina, 2021; Orrego-Carmona, 2016), stating 048

that the distinctive feature of professional language 049

is the terminological lexicon and the logical struc- 050

ture. Other studies in computer science achieve 051

style transfer aimed at experts and layman users 052

(Liu and Demberg, 2023; Xu et al., 2022) through 053

controllable text generation, in which a prompt de- 054

scribing the desired style is used to make LLMs 055

generate content that closely mimics real scenar- 056

ios (Li et al., 2024; Zhou et al., 2023; Hu and Li, 057

2021). However, some issues remain unexplored 058

in existing studies. First, in addition to lexical style 059

transfer in general scenarios, there is a lack of re- 060

search on enabling LLMs to master style switching 061

abilities within professional domains while consid- 062

ering both lexical and structural language features. 063

Second, besides assessing the stylistic characteris- 064

tics of the generated results, it is also necessary to 065
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quantitatively evaluate the overall performance of066

LLMs in text generation and style switching.067

To address the above issues, this study intro-068

duces a framework to improve and evaluate the069

ability of LLMs to switch between generating pro-070

fessional and non-professional answers, named071

ProSwitch. The process involves three stages, as072

shown in Figure 2. In the data preparation phase,073

we generate a labeled and balanced QA dataset074

through a semi-automatic data augmentation pro-075

cess using domain-specific articles and concepts.076

To remedy the drawback of existing works regard-077

ing the first issue, we conduct instruction tuning078

by crafting multiple formulations of prompts to079

improve the style switching ability of an LLM by080

providing knowledge at different levels of granu-081

larity. To address the second issue, we propose082

a comprehensive evaluation strategy that contains083

indicators of both professionalism discrimination084

and reference-based language quality, fully leverag-085

ing the knowledge of professionalism proposed in086

previous research and the semantic understanding087

capabilities of LLMs.088

In summary, our contributions are as follows:089

• We introduce ProSwitch, the first framework090

focusing on the generation of switching be-091

tween professional and non-professional an-092

swers. Our framework exploits domain knowl-093

edge through instruction tuning, different094

from typical style transfer studies that focus095

only on lexical changes.096

• We propose and analyze instruction formu-097

lations from multiple levels to facilitate the098

tuning process by providing increasingly rich099

domain information, which is distinct from100

prompt-tuning and single-level instruction tun-101

ing used in previous work.102

• We perform a comprehensive evaluation by103

proposing indicators for both professional-104

ism discrimination and language quality. Per-105

formance in QA datasets from the medi-106

cal and IT professional domains reveals that107

ProSwtich outperforms both general and spe-108

cialized LLMs.109

2 Related Work110

2.1 Text Style Transfer Learning111

Text style transfer involves changing the style of112

an input sentence without altering its core mean-113

ing (Jin et al., 2022; Babakov et al., 2022; Mir 114

et al., 2019). Previous studies have used sequence- 115

to-sequence learning methods that apply parallel 116

corpora with paired sentences in various styles (Xu 117

et al., 2023; Cheng et al., 2020; Hu et al., 2021). 118

However, due to the high demand for resources 119

and costs for data labeling, parallel data in diverse 120

styles is limited. This has encouraged a growing 121

interest in investigating practical scenarios where 122

only non-parallel stylized corpora are available (Jin 123

et al., 2024a; Reif et al., 2022; Jin et al., 2024b). 124

2.2 Controllable Text Generation 125

Controllable text generation is a rapidly develop- 126

ing field dedicated to creating text or responses 127

with designated characteristics (Keskar et al., 2019; 128

Dathathri et al., 2019; He et al., 2021). Various 129

strategies have been suggested for this task, in- 130

cluding sequence-to-sequence models that show 131

potential in crafting excellent content tailored to 132

particular needs. (Wu et al., 2021; Amplayo et al., 133

2021). Other methods have also been introduced to 134

improve text generation controllability, such as con- 135

ditional generation (He et al., 2021), prompt-based 136

generation (Yang et al., 2023b), and multitask learn- 137

ing (Gu et al., 2022). 138

2.3 LLM Instruction Fine-Tuning 139

Instruction tuning combines the best aspects of 140

pre-train fine-tuning and prompting approaches via 141

supervised fine-tuning (Wei et al., 2021). In this 142

way, a model is trained to sequentially predict each 143

token in the output, given the instruction and in- 144

put (Ouyang et al., 2022; Muennighoff et al., 2022; 145

Taori et al., 2023; Berkeley et al., 2023). Some 146

other domain language models apply instruction 147

tuning methods to solve specific tasks or scenar- 148

ios, such as information extraction (Wang et al., 149

2023), sentiment analysis (Varia et al., 2023), med- 150

ical dialogue (Li et al., 2023), and code genera- 151

tion (Luo et al., 2023). To quickly adapt LLMs to 152

downstream tasks, efficient fine-tuning techniques, 153

such as addition-based (Schick and Schütze, 2021), 154

specification-based (Ben Zaken et al., 2022), and 155

re-parameterization-based (Hu et al., 2022), opti- 156

mize a small fraction of parameters. 157

Despite the progress mentioned above, the abil- 158

ity of LLMs to switch between professional and 159

non-professional responses has not been fully ex- 160

plored, particularly from the perspectives of do- 161

main and stylistic knowledge. 162
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Figure 2: Our ProSwitch method contains three phases to improve the style switching ability in professionalism,
through exploiting domain knowledge for instruction tuning in multiple levels and performance evaluation.

3 Preliminaries163

3.1 Professionalism Definition164

Unlike formality transfer and text simplification165

(Rao and Tetreault, 2018; Maddela et al., 2021),166

our study focuses on professionalism switch, where167

both style features and domain knowledge should168

be acquired by the model to fulfill the task. Refer-169

ring to previous studies on linguistics and education170

(Malyuga and Yermishina, 2021; Orrego-Carmona,171

2016; Malyuga, 2012), the professionalism of a sen-172

tence is gauged by analyzing domain terminology173

and logical structure, necessitating the quantifi-174

cation of terms and reasoning steps. Then, we175

define the professionalism of a sentence as:176

Pro(O) = fi(ft(O,LT ), fr(O,M)) (1)177

, where ft(·) and fr(·) are functions to calculate178

domain terms and reasoning steps from the output179

sentence O, fi(·) is the function of integrating two180

indicators, LT is the list of terms to be matched, M181

is the model for reasoning parsing. When Pro(O)182

meets a specific condition, the sentence O can be183

treated as a professional-styled text.184

3.2 Task Formulation185

We propose to improve the ability of an LLM to186

switch between professional and non-professional187

styles, aiming to maximize the distinction between188

the text generated in two styles while maintaining189

the quality of generated sentences, by assessing190

with a set of detailed indicators. Our objective can 191

be formulated as: 192

max
(
fp(Op, Onp) + fq(Op) + fq(Onp)

)
,

Op = LM(Pmtp), Onp = LM(Pmtnp)
(2) 193

, where m is the desired method to maximize the 194

score of text generated by an LLM. fp(·) and fq(·) 195

are evaluation functions to calculate the profession- 196

alism discrimination and the general quality of the 197

generated text, respectively. Op and Onp are out- 198

puts generated by language model LM , which is 199

provided with prompts for professional style Pmtp 200

and non-professional style Pmtnp. 201

3.3 Prompt Formulation 202

A prompt to generate answers by an LLM in a 203

particular style can be regarded as a concatenation 204

of three components: task and style guidelines, 205

questions to be addressed, and LLM-related limit 206

information for output consistency. The prompt 207

used in our study can be formulated as: 208

Pmtp =Guidep ⊕Qn ⊕ Limitlm,

Pmtnp =Guidenp ⊕Qn ⊕ Limitlm
(3) 209

, where Guidep and Guidenp are guidelines for 210

generating professional and non-professional style 211

answers. Qn is the n-th question that needs to 212

be answered. Limitlm is the restrictive text for a 213

specific language model lm. These components 214

are connected with the concatenation operator ⊕. 215
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4 Proposed ProSwitch216

4.1 LLM-Augmented Data Preparation217

Academic QA Pairs Collection. Textual profes-218

sional styles are often reflected in academic sce-219

narios, particularly in knowledge-intensive fields220

such as healthcare and medicine. Meanwhile,221

professional-style features can be learned from spe-222

cialized QA tasks. With the information above, we223

collected two medical QA datasets, BioASQ (Tsat-224

saronis et al., 2015) and PubMedQA (Jin et al.,225

2019), sourced from academic articles. The re-226

sponses in these datasets aim to clarify the ques-227

tions based on a section of related papers, which228

are rich in technical terms and detailed explana-229

tions. We consider these datasets as the seeds of230

our professional-style training data.231

Question Type Classification. We have ob-232

served apparent style variations among different233

types of QA pairs. For instance, an answer using234

a list of terms differs significantly from an answer235

explaining a phenomenon with only words. This236

inspires us to categorize QA pairs by their ques-237

tion types to help a model learn the type-related238

features of professionalism. According to BioASQ,239

we consider four types: list, summarize, yes/no,240

and factoid. However, PubMedQA does not spec-241

ify any types, so we employ GPT-4 to classify each242

QA pair into one of the four types by providing243

a few examples, followed by a manual check (de-244

tails in Appendix B.1). This LLM-supported type245

classification task can be formulated as :246

T (Qn) = LM(Pmtt, (Qn, An), Lt, {S1, ..., Sk})
Lt = {list, summarize, yes/no, factoid}

(4)247

, where Qn and An are the questions and answers248

that need to be classified. Pmtt is the prompt249

for the type classification task with label set Lt.250

S1, ..., Sk are the k examples for performing a few-251

shot learning.252

Data Balanced Augmentation. Due to the lack253

of corresponding non-professional responses in our254

dataset and a shortage of QA pairs for training in255

both styles, there is a need to perform data augmen-256

tation for training. Using LLM and in-context learn-257

ing (ICL) (Dong et al., 2024), our goal is to increas-258

ingly generate QA pairs for each question type in259

each style, striving for an adequate and equal size.260

GPT-4 is assigned to generate answers using either261

professional or non-professional language, adher-262

ing to specific guidelines based on the provided263

questions and examples. For professional data aug- 264

mentation, GPT-4 is used exclusively to rephrase 265

the referenced answers. For non-professional data 266

generation, GPT-4 directly provides an answer in 267

casual language, complying with the guidelines 268

(details in Appendix B.2). This data augmentation 269

task can be formulated as follows: 270

A(Qn) =LM(Pmta, Qn, {S1, ..., Sk}),
Pmta =fi(Dict, Lp, T (Qn))

(5) 271

, where Pmta is the prompt for answering ques- 272

tions based on question types and style labels, 273

which is retrieved from a pre-defined dictionary 274

Dict by an indexing function fi, using the type of 275

the question T (Qn) and the label Lp as the keys. 276

Term Knowledge Processing. Evaluating the 277

discrimination of professionalism in our task re- 278

quires domain-specific expertise, and domain terms 279

help us perform the evaluation automatically. In the 280

medical field, we gather MeSH 1, a widely utilized 281

XML-formatted list of medical terms. We derive 282

all QualifierNames from the original file to compile 283

a medical terminology list. The list is used as our 284

external knowledge to match phrases in an answer 285

to quantitatively evaluate its professionalism. 286

4.2 Instruction Formulation 287

4.2.1 Multi-Level Instruction 288

With the QA pairs generated in both professional 289

and non-professional styles, we have to provide 290

additional guidance to clarify the task for the lan- 291

guage model during fine-tuning. Adhering to the 292

Alpaca (Taori et al., 2023) instruction format, we 293

further formulate instructions focusing on three 294

levels of information for the style switching task, 295

presented as follows. 296

Basic instruction. Firstly, we only apply the 297

superficial description of professional and non- 298

professional styles. The instruction for professional 299

answers is conveyed as: Answer the question and 300

explain the reason with detailed steps using techni- 301

cal professional expressions. For non-professional 302

answers, the instruction is: Answer the question 303

and explain the reason with a simple explanation 304

using casual non-professional expressions. 305

Type-based instruction. In contrast, taking into 306

account the significant differences in responses to 307

various question types, we suggest a fine-grained 308

1https://www.nlm.nih.gov/databases/download/mesh.html
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instruction format by providing type-based descrip-309

tions such as applying Answer the question with310

a list of items and explain each item with... for311

the list-type questions. This formulation results312

in a permutation of two style labels (professional313

and non-professional) and four question types (list,314

summary, yes/no, and factoid).315

Knowledge-enriched instruction. Furthermore,316

with the rich expression information contained in317

domain-related articles, we propose a knowledge-318

enriched instruction by injecting question-related319

article snippets, which are treated as im-320

plicit knowledge of professional style, to con-321

struct professional instructions, formatted as:322

Knowledge: <article_snippet>. Answer the ques-323

tion following the style of the knowledge provided324

and .... For nonprofessional instructions, we inject325

a more descriptive sentence as explicit knowledge326

of non-professional style to explain what the an-327

swer should be expressed, formatted as: Knowl-328

edge: A non-professional answer is prone to use329

analogies and phrasal verbs to explain the ques-330

tion with fewer technological and organizational331

expressions. Answer the question following the332

knowledge using non-professional expressions.333

4.2.2 LLM-Related Restrictive Information334

Different language models have varying capabil-335

ities and can generate texts in distinctive lengths336

and formats, leading to inconsistent comparisons.337

To address this problem, during our testing phase,338

we add brief restrictive information as described in339

Equation 3 to the input questions, guiding language340

models to generate answers in a similar format.341

Specifically, since some models fine-tuned with342

human chat data tend to provide dialogue-style re-343

sponses, we append Answer the question with a344

single paragraph containing detailed explanations.345

to questions to avoid unrelated information and346

dissimilar formats.347

4.3 Automatic Evaluation348

4.3.1 Professionalism Discrimination Scores349

To evaluate the ability of ProSwitch, we propose a350

set of indicators to demonstrate the discrimination351

between professional and non-professional styles352

of the generated output. Referring to the profes-353

sionalism defined in Section 3.1, we describe our354

indicators as follows.355

Terminology Hit Gap (THG). The number of356

technical terms contained in a generated paragraph357

is a useful metric that leads us to introduce our first 358

indicator. THG measures the disparity between the 359

number of technical terms found in professional 360

and non-professional responses. With the term 361

knowledge collected, we compute this indicator by 362

performing a phrase-level matching between the 363

output of the language model and phrases in our 364

domain term list, noted as: 365

THG = | 1
N

N∑
n=1

THp
n − 1

N

N∑
n=1

THnp
n |,

THp
n = fc(fm(Termd, LM(Pmtpn)))

(6) 366

, where THp
n and THnp

n are the terminology hit 367

values of the n-th answer in professional and non- 368

professional styles, respectively. fm and fc are 369

the functions for term matching and hit counting, 370

respectively. Termd is the terminology list in do- 371

main d. LM(Pmtpn) is the output generated by 372

LM with a prompt describing the n-th question 373

professionally. 374

Reasoning Step Gap (RSG). Furthermore, we 375

propose our second indicator to distinguish the 376

structure of generated sentences, RSG, which mea- 377

sures the gap in reasoning steps between profes- 378

sional and non-professional responses. This indica- 379

tor is based on the notion that professional language 380

typically exhibits a more rigorous logical structure 381

than casual language. To calculate RSG, we use 382

GPT-4 to transform the answer into sequential rea- 383

soning steps and then count the steps with a parsing 384

function. This process can be noted below. 385

RSG =| 1
N

N∑
n=1

RSp
n − 1

N

N∑
n=1

RSnp
n |,

RSp
n =fp(LLM(Pmtr, LM(Pmtpn)))

(7) 386

, where RSp
n and RSnp

n are the numbers of rea- 387

soning steps for the n-th professional and non- 388

professional answers. fp is the parsing function 389

to count steps from the reasoning details generated 390

by an LLM . Pmtr is the prompt for GPT-4 to 391

provide reasoning process from a given answer. 392

Pro F1. To further measure the ability of our 393

fine-tuned language model to generate desired text 394

styles, we implement a binary classification task. 395

We calculate the number of terms and reasoning 396

steps contained in answers, and set thresholds for 397

these two indicators based on their true labels (de- 398

tails in Appendix B.3). For newly generated an- 399
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swers, we compare the labels satisfied by their indi-400

cators with their inherent labels to obtain the typical401

F1 score, denoted as Pro F1.402

4.3.2 Reference-based Scores403

To investigate whether our tuning stage degenerates404

the fundamental ability of an LLM, we employ405

BERT score (Zhang et al., 2020) and BLEURT406

(Sellam et al., 2020), two reference-based machine407

learning metrics for text generation, which are able408

to capture semantic similarities between sentences409

using BERT models(Vaswani et al., 2017). These410

metrics are illustrated as follows:411

BERTscore = 2
PBERT ·RBERT

PBERT +RBERT
, (8)412

where PBERT and RBERT are the precision and413

recall that are calculated with the contextualized414

word embeddings for the reference answer and the415

generated output of the n-th question, respectively.416

BLEURT = Wv[CLS] + b,

v[CLS], vx1 , ..., vxr , vx̃1 , ..., vx̃p = BERT (x, x̃),
(9)417

where x1, .., xr to be the reference sentence of418

length r and x̃1, .., x̃p be a prediction sentence of419

length p, v[CLS] is the representation for the special420

[CLS] token, W and b are the weight matrix and421

bias vector respectively.422

5 Evaluation and Analysis423

5.1 Dataset424

We develop two domain datasets, PubMedPro and425

IcliniqPro, to assess the style switching ability.426

PubMedPro, which is constructed following the427

Alpaca format as detailed in Section 4.1, comprises428

24,000 QA pairs in both professional and non-429

professional styles within the medical field. We se-430

lect 200 questions of different types, with their cor-431

responding answers in positive and negative styles,432

as our test set for evaluation. These questions orig-433

inate from BioASQ (Tsatsaronis et al., 2015) and434

PubMedQA (Jin et al., 2019), two freely accessible435

QA datasets drawn from PubMed’s academic arti-436

cles2. Another dataset is IcliniqPro, derived from437

iCliniq3, a medical dialogue dataset downloaded438

from the repositories mentioned in (Zeng et al.,439

2020; Wei et al., 2023). We manually and carefully440

select questions with the same number and similar441

2https://pubmed.ncbi.nlm.nih.gov/
3https://www.icliniq.com/qa/medical-conditions

expressions as those in PubMedPro, according to 442

two principles: 1. The questions need to be an- 443

swered with specific knowledge; 2. The questions 444

are stated directly without personal feelings. 445

5.2 Baselines 446

We evaluate ProSwitch variants against multiple 447

baselines. Llama2-Chat (Touvron et al., 2023b), 448

our foundation model, is a prevalent language 449

model for general dialogue scenarios. ChatDoc- 450

tor (Li et al., 2023) is a specialized language model 451

fine-tuned with extensive patient-doctor dialogue 452

data to improve the accuracy of medical advice. 453

GPT-4-Turbo 4 is a commercial LLM for general 454

purposes with a much larger parameter size. Fur- 455

thermore, we implement the work on formality 456

style transfer (FST) (Etinger and Black, 2019) as 457

a traditional baseline. We reproduce the expert- 458

layman study (Liu and Demberg, 2023) as a com- 459

petitor in controllable text summarization (CTS). 460

5.3 Instruction Tuning 461

With the prompts that contain multiple levels of in- 462

structions and restrictive information, as described 463

in Section 4.2, we apply LoRA (Hu et al., 2022), 464

one of the parameter-efficient fine-tuning methods 465

(PEFT), to optimize a pre-trained model for our 466

task. LoRA significantly minimizes the number 467

of trainable parameters by freezing the pre-trained 468

model weights and incorporating trainable rank 469

decomposition matrices into the Transformer. Fi- 470

nally, using Llama2-Chat as our base model, three 471

optimized models are generated according to the 472

three levels of instruction formulations, named 473

ProSwitch-B, ProSwitch-T, and ProSwitch-K, 474

respectively. 475

5.4 Implementation Details 476

During the tuning phase, we train our ProSwitch 477

model on 24,000 QA pairs, evenly distributed be- 478

tween two style labels and four question types. This 479

training process, conducted on an NVIDIA RTX 480

A6000 GPU for three epochs, has a learning rate of 481

2e-5 and a batch size of 128, taking roughly four 482

hours in total. For evaluation, the thresholds for 483

terminology hit count and reasoning step count are 484

set at 1 and 4 respectively, aligning closely with 485

human labeling results with an AUC greater than 486

0.85. We evaluate the ChatDoctor baseline with 487

13B parameters and Llama2-Chat with 7B param- 488

4https://platform.openai.com/docs/models/gpt-4

6



Models
PubMedPro IcliniqPro

Style Professionalism Reference-based Quality Style Professionalism
THG RSG Pro F1 BERT Score BLEURT THG RSG Pro F1

Llama2-Chat 2.92 0.58 0.63 0.7292 0.4852 2.28 0.62 0.51
ChatDoctor 1.74 0.33 0.60 0.7204 0.5012 1.68 0.89 0.44
GPT-4-Turbo 3.19 0.63 0.66 0.7595 0.5484 2.79 1.56 0.70
FST 0.48 0.46 0.62 0.6948 0.4121 - - -
CTS 1.68 0.84 0.65 0.7322 0.5442 1.32 2.57 0.69
ProSwitch-B 3.44 0.74 0.70 0.7472 0.5268 3.38 3.04 0.76
ProSwitch-T 4.04 1.06 0.73 0.7676 0.5385 3.58 3.31 0.81
ProSwitch-K 3.26 2.32 0.77 0.7799 0.5479 3.30 3.84 0.79

Table 1: The performance of three ProSwitch variants using three levels of instruction formulations, against LLMs,
style transfer model (FST), and controllable text summarization method (CTS) on two datasets. THG and RSG are
our proposed professionalism discrimination indicators. Pro F1 is the F1 score of the stylistic binary classification.
We only record professionalism indicators for IcliniqPro dataset as the absence of ground-truth professional answers
as references. The optimal and suboptimal scores are highlighted with bold and underlined text, respectively.

eters, identical to our ProSwitch. All experiments489

are conducted on average three times generation.490

5.5 Professional Style Switching Performance491

We evaluate ProSwitch and the baselines on the492

PubMedPro dataset using both professionalism dis-493

crimination and reference-based quality metrics.494

Meanwhile, we evaluate models on the IcliniqPro495

dataset, focusing solely on professionalism discrim-496

ination due to the absence of professional ground-497

truth answers. The experimental results are shown498

in Table 1. We can observe from the results that:499

ProSwitch outperforms baselines on all datasets.500

Our knowledge-guided instruction tuning proce-501

dure improves the ability to switch between pro-502

fessional and non-professional styles, without com-503

promising text generation capabilities.504

Fine-grained instructions capture features505

better. The model that uses type-based and506

knowledge-enriched instructions can provide more507

detailed guidance, leading to the generation of text508

in styles with higher expectations.509

Specialized models downgrade switching ability.510

ChatDoctor and FST, though fine-tuned with do-511

main data or targeted at similar tasks, suffer a loss512

of style switching, which appears already partially513

equipped by other baselines.514

Performance deficiency remains on large mod-515

els. GPT-4-Turbo and CTS, though trained with516

enormous corpora and tuned with numerous tasks,517

still show deficiency on the style switching task518

compared to our task-specific method.519

A discussion on the variation of answers gen- 520

erated by LLMs is in Appendix B.5. A study on 521

some representative cases is in Appendix C. 522

5.6 Human Evaluation 523

We recruit volunteers from different research back- 524

grounds to evaluate a crowd-sourcing task. Each 525

answer in the test set is rated in three aspects: style 526

discrimination (SD), language fluency (LF), and 527

answer accuracy (Acc). For style discrimination, 528

each pair of answers is scored 1–5 points to de- 529

termine the degree to which the two answers can 530

be distinguished in professionalism. For fluency, 531

each answer is also scored 1–5. For accuracy, each 532

answer is individually labeled as true, false, or un- 533

known by medical experts. Following (Xu et al., 534

2022), we calculate the percentage of ratings with 535

4 and 5 points as success rates (SR), and also the 536

average scores (AS) (details in Appendix B.6). Hu- 537

man evaluation is performed on all baseline models 538

and ProSwitch variants. The results of the human 539

evaluation shown in Table 2 show that our method 540

improves style differentiation while maintaining 541

fluency and accuracy. 542

5.7 Effect of Tuning Strategy 543

Apart from tuning language models using PEFT 544

methods, we also attempt to train a ProSwitch 545

model with a full parameter fine-tuning approach, 546

to investigate the potential capacity of a foundation 547

language model to learn how to switch between 548

professional and non-professional styles. The per- 549

formance of ProSwitch using LoRA and full fine- 550

tuning (FFT) methods is shown in Table 3. We 551
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Models SD LF Acc
AS SR AS SR -

Llama2-Chat 3.60 0.57 3.97 0.78 0.65
ChatDoctor 3.02 0.38 4.27 1.00 0.75
GPT-4-Turbo 3.75 0.82 4.43 1.00 0.72
FST 2.38 0.08 3.32 0.51 0.56
CTS 3.18 0.47 4.11 0.97 0.69
ProSwitch-B 3.91 0.78 4.05 0.92 0.67
ProSwitch-T 4.28 0.90 4.13 1.00 0.67
ProSwitch-K 4.23 0.93 4.25 1.00 0.72

Table 2: Human evaluation results. ProSwitch models
are confirmed to generate answers with more profession-
alism discrimination (SD) while maintaining fluency
(LF) and accuracy (Acc).

discover that the fully fine-tuned model tends to552

generate long answers with more reasoning steps,553

but with fewer technical terms, leading to a lower554

THG score, which indicates that fully fine-tuning555

learns expression better than wording.556

Models THG RSG Pro F1
ProSwitch-Avg (LoRA) 3.58 1.37 0.73
ProSwitch-Avg (FFT) 3.35 1.60 0.77

Table 3: The average value of the model (ProSwitch-
Avg) trained on three types of instruction formulations
with LoRA and full fine-tuning strategies in terms of
professionalism discrimination indicators.

5.8 Logical Density Analysis557

As professional language is generally treated as a558

logically structured system (Malyuga, 2012), an-559

swers with more reasoning text are considered560

more professional, which can also lead to longer561

text. However, our statistical results in Table 4562

show that answers that contain many logically563

linked concise sentences can fit the professional564

style well. By contrast, the density of reasoning565

steps within an answer is an effective feature of566

professionalism.567

5.9 Domain Adaptation Analysis568

We evaluate the adaptation performance of569

ProSwitch in another domain: IT technical sup-570

port, using the TechQA dataset (Castelli et al.,571

2020), which contains real-world questions posed572

by users on the IBMDeveloper forum. This domain573

offers multifaceted professional support to accom-574

modate users with diverse needs. We randomly575

Models Avg.Len Avg.RS RD
Llama2-Chat 418.5 5.29 0.013
ChatDoctor 443.5 5.83 0.013
GPT-4-Turbo 724.0 7.05 0.010
ProSwitch-Avg 336.0 5.92 0.018

Table 4: The average answer length (Avg.Len), average
reasoning steps (Avg.RS), and reasoning density (RD)
of the professional answers generated by different mod-
els. The higher reasoning density of ProSwitch indicates
the more professional text it generates.

select a subset of TechQA IT questions as the test 576

set and collect 352 IT terms and their synonyms 577

from various websites to calculate the THG indica- 578

tor. We directly employ the ProSwitch models that 579

were trained with medical QA datasets to generate 580

professional and non-professional answers for IT 581

questions. The performance compared to general 582

models such as Llama2-Chat and GPT-4-Turbo is 583

shown in Table 5. 584

Models Pro F1 THG RSG
Llama2-Chat 0.46 0.18 0.83
GPT-4-Turbo 0.51 0.19 1.94
ProSwitch-B 0.57 0.24 2.85
ProSwitch-T 0.63 0.29 3.02
ProSwitch-K 0.69 0.36 4.07

Table 5: The performance of ProSwitch variants on
answering technical questions from IT domain with-
out training with domain datasets. Our method consis-
tently generates answers with more professional and
non-professional features.

6 Conclusion 585

This study proposes ProSwitch, a knowledge- 586

guided instruction tuning method, to improve the 587

ability of language models to switch between pro- 588

fessional and non-professional responses. We focus 589

on domain question-answering tasks and conduct 590

three phases: LLM-augmented data preparation, 591

knowledge-guided multi-level instruction tuning, 592

and comprehensive evaluation to acquire the abil- 593

ity of style discrimination and language genera- 594

tion quality in professional domains. Our findings 595

demonstrate that ProSwitch significantly improves 596

the style differentiation of generated text, compared 597

to both general LLMs and specialized methods. 598
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Limitations599

The limitation of our research lies in the follow-600

ing three aspects. First, due to a lack of research601

that can be referenced as the formal definition of602

language professionalism, we have to propose our603

definition of professionalism and style discrimi-604

nation quantitatively, which needs to be further605

verified and explored. Second, the deficiency of606

ground-truth datasets with clearly professional and607

non-professional labels forces our experiments to608

be conducted with massive generative data, which609

have not been fully inspected in terms of quality.610

Third, our method still awaits verifications in more611

specialized domains and with various foundation612

models. Our future studies will focus on addressing613

the above limitations.614

Ethics Considerations615

All datasets utilized in this study are publicly avail-616

able and we have adhered to ethical considerations617

by not introducing additional information as input618

during LLM training and LLM text generation.619
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A LLM Prompts944

A.1 Prompts for Type Classification945

We perform an LLM-based question type classi-946

fication task by providing the following prompt947

in Table 6 to GPT-4 and replacing the <question>948

variable with our real questions in our datasets.949

You are tasked to classify a question into four
types, following these guidelines:
1. Output the type of the question based on its
form of asking. Possible types are: yesno, list,
factoid, summary.
2. Just output one type without any descriptive
information.
3. Summary questions are usually more general,
but factoid questions are more specific.
4. You can infer the type according to the display
forms of possible answers.
Here are some examples:
Question: Which DNA sequences are more prone
to the formation of R-loops?
Output: list
Question: Are ultraconserved elements often tran-
scribed?
Output: yesno
Question: What is clathrin?
Output: summary
Question: Which signaling pathway does
sonidegib inhibit?
Output: factoid
Please output the type of the following ques-
tion:
Question: <question>
Output:

Table 6: The prompt for question type classification.

A.2 Prompts for Data Augmentation950

We perform an LLM-based QA pair augmentation951

task by providing the following prompt in Table 7952

to GPT-4 and replacing <aim_style> with the style 953

label we desire to collect. For a particular question 954

type, we also provide the answer style description 955

at the place of <answer_type> to restrict the gener- 956

ated text. 957

You are tasked to answer the question with
<aim_style> language, following these guide-
lines:
1. You can refer to the provided examples to
learn the differences between professional and
non-professional answers.
2. You can refer to the original <style> answer
and rephrase into a different <aim_style> answer.
3. For a <type> question, the <aim_style> answer
usually <answer_style>.
Here are examples of professional and non-
professional answers:
Question: What is gingipain?
Professional answer: Porphyromonas gingivalis
is a keystone periodontal pathogen that has been
associated with autoimmune disorders. The cell
surface proteases Lys-gingipain (Kgp) and Arg-
gingipains (RgpA and RgpB) are major virulence
factors, and their proteolytic activity is enhanced
by small peptides such as glycylglycine (GlyGly).
Question: Are reduced-nicotine cigarettes effec-
tive for smoking cessation?
Non-professional answer: Yes, reduced-nicotine
cigarettes are effective for smoking cessation.
Please give a <aim_style> answer for the follow-
ing question:
Question: <question>
Original <style> answer: <original_answer>
Output:

Table 7: The prompt for QA pairs generation.

A.3 Prompts for Reasoning Step Calculation 958

In our evaluation stage, we calculate the reasoning 959

step count with the help of GPT-4 by reorganizing 960

the answers into a step-by-step format and then 961

giving the total step number at the end. The reorga- 962

nization prompt is shown in Table 8. 963
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You are an assistant to explain the reasoning
path of the answer. Here are some require-
ments:
1. Explain the reasoning path of the answer step by
step with the content in both question and answer.
2. Provide the total steps at the last line, with the
format: Total steps: <number>.
Here are the question and the answer:
Question: <question>
Answer: <answer>

Table 8: The prompt for reasoning step reorganization.

B More Implementation Details964

B.1 LLM-Augmented Type Classification965

The type of question is classified into one of the966

four categories by GPT-4. However, there are some967

problems while performing the process. The major968

problem is the confusion between the meaning of969

types. One confusion occurs between factoid and970

summary, as they have similar sentence structures,971

such as the beginning of What is. The difference is972

that summary questions are usually more general,973

such as What is Synucleinopathy? and What is a974

zoonotic virus?. However, factoid questions are975

more specific and aim to obtain a particular aspect976

of an entity, such as What is the function of a viral977

peplomer?. Another confusion is between the list978

and factoid questions, which also have similar ex-979

pressions but have different formats of answers. To980

address the above problems, as shown in Appendix981

A.1, we provide guidelines in our instruction to982

describe the distinctive information to help GPT4983

better understand the differences.984

B.2 LLM-Augmented Data Balancing985

As our PubMedPro dataset is constructed from aca-986

demic QA scenarios, there are far more profes-987

sional QA pairs than non-professional ones. To bal-988

ance the number of QA pairs in each style, we per-989

form an LLM-augmented data generation using the990

prompt shown in Table 7. What needs to be empha-991

sized is that we have tried different types of style992

descriptions to guide GPT4 to generate or rephrase993

our desired answers. One type of description fol-994

lows our basic instruction format, such as explains995

the reason with detailed steps using technical pro-996

fessional expressions for a professional question.997

Another type of description follows our type-based998

instruction format, such as has a list of items and999

explains each item with reasons in detailed steps1000

using technical professional expressions for a pro- 1001

fessional and list-type question. We evaluate the 1002

output of these two types of prompt for data gen- 1003

eration and rephrasing by random sampling and 1004

manual checking and select the type-based descrip- 1005

tion as the final version for data augmentation since 1006

it facilitates generation closer to reference answers. 1007

B.3 Indicator Threshold Analysis 1008

We explore for the thresholds of professional indi- 1009

cators according to human-labeled samples for the 1010

test data of binary classification. We recruit 3 volun- 1011

teers to manually label 300 randomly selected QA 1012

pairs and screen out consistent labeling answers 1013

with three labels (professional, non-professional, 1014

unsure). We then adjust the number of terminology 1015

counts and reasoning steps of these answers that 1016

can distinguish professional and non-professional 1017

answers in order to fit the labels generated by hu- 1018

mans. A distribution visualization of the two indi- 1019

cators is shown in Figure 3, demonstrating a larger 1020

number of reasoning steps than the terminology 1021

count should be specified to identify professional 1022

responses.
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Figure 3: Distribution of terminology count and reason-
ing step count from a part of PubMedPro dataset. Each
value is added with a small random number for visual
differentiation.

1023

B.4 PubMedPro Dataset Statistics 1024

The number of QA pairs at various stages for the 1025

two public datasets (BioASQ and PubMedQA) that 1026

constitute our PubMedPro dataset is shown in Table 1027

9 below. As each question in BioASQ may contain 1028

multiple answers, we split them into multiple QA 1029

pairs. 1030
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Stage BioASQ PubMedQA
Raw 8,021 1,000

list: 1277 list: 160
Typed yes/no: 2150 yes/no: 359

summary: 1840 summary: 198
factoid: 2754 factoid: 283

Balanced 20855 3145

Table 9: The statistical information of two original
datasets that compose PubMedPro in various stages.

B.5 Result Variation Caused by LLM1031

There are two reasons that can cause unwanted per-1032

formance variations in our task. The first comes1033

from the formulation of prompts, which affects1034

generating professional and non-professional an-1035

swers the most. To avoid model-specific generation1036

bias, we remove all predefined system prompts in1037

open-source language models while fine-tuning and1038

inference. To avoid competitors from generating1039

too short or too long answers, we test extensive1040

examples and add restrictive information related1041

to the model. Another reason that may lead to1042

variational results is from multiple requests, which1043

affects both answer generation and reasoning step1044

decomposition. We run each model three times and1045

calculate the average values of the indicators or1046

the number of steps as usable results. We also set1047

appropriate hyperparameters such as Top-K, Top-P,1048

and Temperature for each model during generation.1049

B.6 Human Evaluation Details1050

We recruit 5 volunteers for the style switching and1051

language fluency evaluation of our generated text1052

from postgraduate students at our college. We pro-1053

vide the instruction as follows: You are asked to1054

rate answers generated by an LLM for text gener-1055

ation research in a domain QA scenario. Please1056

evaluate the English answers provided in terms of1057

their professional distinctiveness and language flu-1058

ency as follows: 1. For the given pair of English1059

answers, evaluate their professional differentiation;1060

the better the distinction in professionalism, the1061

higher the score (1-5 points). 2. For each English1062

answer provided, rate the fluency of the language;1063

the easier it is to read, the higher the score (1-51064

points). We keep the rating results that are com-1065

pleted by the annotators and calculate the average1066

scores and success rates for each model, as dis-1067

cussed in the experiment section. In addition, we1068

invite two researchers in the medical domain to1069

evaluate the accuracy of the results, simply by ask- 1070

ing: You are asked to determine whether the an- 1071

swers generated by an LLM are correct. Please 1072

provide TRUE, FALSE, or UNKNOWN for each 1073

answer. The metric is calculated as the proportion 1074

of results deemed correct out of all results. 1075

C Case Study 1076

In this section, we provide examples to highlight 1077

the improvement of our model after applying our 1078

tuning method. The examples in Table 10 showcase 1079

how ProSwitch and our base model Llama2-Chat 1080

generate answers to a question with a different num- 1081

ber of technical terms. ProSwitch is apt to generate 1082

more domain terms compared to the baseline model 1083

when providing a professional response. Table 11 1084

shows that ProSwitch tends to deliver more logi- 1085

cally linked concise sentences than Llama2-Chat 1086

while answering a yes/no question in professional 1087

style. Table 12 shows that ProSwitch can generate 1088

an answer with more domain terms and a better sen- 1089

tence structure in the meantime than Llama2-Chat. 1090

1091
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Question: What is the biological role of Neddylation?
Professional Answer Non-Professional Answer
ProSwitch: The biological role of Neddylation
is to regulate the activity of enzymes involved in
... This process involves the covalent attachment
of a small protein called NEDD8 to the target
enzymes ... The NEDD8 protein is a mem-
ber of the ubiquitin-like protein family and ...
The Neddylation pathway is a highly regulated
process that plays a crucial role in maintaining
cellular homeostasis and ...

ProSwitch: Neddylation is when proteins get a
special thing called a Nedd8 tag. This tag helps
the proteins do their job and also helps them get
broken down. It’s important for the cell to know
when to break down proteins and when to keep
them around.

Llama2-Chat: Neddylation is a
post-translational modification that plays a
crucial role in various cellular processes, includ-
ing protein function, localization, and degradation.
It’s a way for proteins to be modified after they’re
made, which can affect how they work and how
long they last. The biological role of Neddylation
can be broken down into several key functions ...

Llama2-Chat: Neddylation is like a molecular
glue that helps proteins do their thing in the body.
It adds a little tag to proteins that help them inter-
act with other proteins and stuff. Like, it’s like a
secret handshake for proteins!

Table 10: An example to illustrate the differentiation of technical terms (highlighted with underlines) in professional
and non-professional answers generated by our ProSwitch model and Llama2-Chat model. Some content is omitted
due to space constraints.

Question: Can Levetiracetam cause disturbance in sleeping?
Professional Answer Non-Professional Answer
ProSwitch: Yes, Levetiracetam can cause distur-
bance in sleeping.∥ This is due to the drug’s abil-
ity to affect the activity of the neurotransmitter
GABA,∥ which plays a crucial role in regulating
sleep.∥ Levetiracetam can increase the activity of
GABA,∥ leading to a decrease in the amount of
time spent in slow-wave sleep and rapid eye move-
ment (REM) sleep.∥ This can result in a decrease
in the quality of sleep and an increase in daytime
sleepiness.∥ Additionally, Levetiracetam can also
cause vivid dreams and nightmares,∥ which can
further disrupt ...

ProSwitch: Yes, Levetiracetam can cause distur-
bance in sleeping.∥ It can make you feel tired and
sleepy during the day, ∥ but it can also make it
harder to fall asleep at night.

Llama2-Chat: Levetiracetam, a commonly used
anticonvulsant medication, can potentially cause
disturbances in sleep.∥ Here’s why: ... ∥ While
it is primarily used to treat epilepsy, it has also
been shown to have anxiolytic and sedative effects
in some individuals.∥ However, these effects can
sometimes lead to disturbances in sleep patterns.

Llama2-Chat: Levetiracetam is a medicine that
helps control seizures in people with epilepsy.∥
But, it can also make some people feel sleepy or
have trouble sleeping.∥ This is because it affects
the way the brain sends signals that help us fall
asleep and stay asleep.∥ It’s like when you’re try-
ing to ...

Table 11: An example to illustrate the differentiation of reasoning steps (separated by double vertical lines) in
professional and non-professional answers generated by our ProSwitch model and Llama2-Chat model. Some
content is omitted due to space constraints.

15



Question: Are there transposon-free regions in mammalian genomes?
Professional Answer Non-Professional Answer
ProSwitch: Yes, there are transposon-free re-
gions in mammalian genomes. These regions are
known as transposon-free regions (TFRs) and are
found in both the human and mouse genomes.

:::::::
Despite the presence of over 3 million trans-
posons ... The majority of human TFRs are found
to be similar to their orthologous counterparts
in the mouse, indicating that ...

:::::::::::
Additionally,

many human TFRs also overlap with orthologous
TFRs in the marsupial opossum, suggesting that
these regions have been conserved across different
mammalian lineages ...

ProSwitch: Yeah, some parts of mammalian
genomes don’t have transposons. These regions
are called "transposon-free regions" or "TFRs".
They’re like special zones in the genome where
transposons don’t hang out.

Llama2-Chat: Yes, there are transposon-free re-
gions in mammalian genomes. These regions are
known as "gap regions" or "gap-like sequences"
and are found in the vicinity of transposon in-
sertion sites.

::
To

:::::::
explain

:::::::
further, transposons are

mobile genetic elements that can insert themselves
into new locations within a genome. When a trans-
poson inserts itself into a region of the genome
that is already occupied by a gene or regulatory
element, it can disrupt the function of that gene or
element ...

Llama2-Chat: Yeah, some regions in mammalian
genomes are free of transposons. These regions
are usually found near the centromere or at the
ends of chromosomes.

Table 12: An example to illustrate the differentiation of technical terms (highlighted with underlines) and conjunctive
adverbs (highlighted with wave underlines) for logical structure in professional and non-professional answers
generated by our ProSwitch model and Llama2-Chat model. Some content is omitted due to space constraints.
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