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Abstract

This work introduces a novel task, location-
aware visual question generation (LocaVQG),
which aims to generate engaging questions
from data relevant to a particular geographi-
cal location. Specifically, we represent such
location-aware information with surrounding
images and a GPS coordinate. To tackle this
task, we present a dataset generation pipeline
that leverages GPT-4 to produce diverse and
sophisticated questions. Then, we aim to learn
a lightweight model that can address the Lo-
caVQG task and fit on an edge device, such
as a mobile phone. To this end, we propose
a method which can reliably generate engag-
ing questions from location-aware information.
Our proposed method outperforms baselines
regarding human evaluation (e.g., engagement,
grounding, coherence) and automatic evalu-
ation metrics (e.g., BERTScore, ROUGE-2).
Moreover, we conduct extensive ablation stud-
ies to justify our proposed techniques for gen-
erating the dataset and solving the task.

1 Introduction

Driving is an integral part of our daily routines,
playing a significant role in our lives. Whether
commuting to work, running errands, or embarking
on exciting adventures, we heavily rely on automo-
biles to get us from one place to another. Despite
its undeniable convenience, driving requires con-
stant focus on the road, the need to remain alert,
and the mental strain of navigating through traffic.
Hence, staying behind the wheel after long work-
ing hours or during a long-distance trip can give
rise to hazardous circumstances. To combat this,
passengers often engage in conversation to keep
the driver awake and attentive.

Can we develop a system running on a
lightweight device that automatically engages the

Project page can be found at https://github.com/
AcademiaSinicaNLPLab/LocaVQG

Streetview Images

North East South West

GPS Coordinate  40°75'79.05"N -73°95’70.14”W
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or TV shows that have featured the 

Queensboro Bridge in their scenes?
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Figure 1: Location-aware Visual Question Genera-
tion (LocaVQG) involves generating engaging ques-
tions from a specified location, represented by a GPS
coordinate of a vehicle and a set of street view images
captured by on-car cameras.

driver in a conversation? While initiating a conver-
sation with general questions may not interest the
driver, delving into driver-specific inquiries raises
privacy concerns since it requires personal infor-
mation. Our key insight is to engage the driver in
a conversation by posing questions based on the
location-aware information, composed of both the
geographical coordinate of the car and surrounding
visual perception represented by pictures captured
by on-car cameras. Such rich location-aware infor-
mation allows for producing diverse and relevant
questions, enabling a system to initiate an engaging
conversation.

In this work, we introduce a novel task, Location-
aware Visual Question Generation (LocaVQG),
which aims to produce engaging questions from a
GPS coordinate of a vehicle and a set of street-view
images captured by on-car cameras, as illustrated
in Figure 1. We make the first attempt to tackle
this task by developing a data generation pipeline
that can create a dataset containing high-quality
samples for the LocaVQG task. To this end, we
leverage the recent advances in large language mod-
els (LLMs) (Liu et al., 2023; Touvron et al., 2023).

https://github.com/AcademiaSinicaNLPLab/LocaVQG
https://github.com/AcademiaSinicaNLPLab/LocaVQG


Specifically, we collect data from Google Street
View and design a prompt according to the address
obtained by reverse geocoding the GPS coordinate
and the captions of street-view images provided by
an off-the-shelf image captioning model. While
LLMs can generate questions relevant to the pro-
vided location-aware information, the produced
questions may not always be engaging. Therefore,
we further propose to train an engaging question
classifier that can filter out non-engaging questions.
Our proposed dataset generation pipeline is illus-
trated in Figure 2.

We present a method, FDT5, that can learn a
lightweight model and reliably address the Lo-
caVQG task. We compare our proposed method to
various small and mid-size language models learn-
ing from the generated dataset. The experimental
results demonstrate that our proposed FDT5 out-
performs the baselines regarding human evaluation
(e.g., engagement, coherence, grounding) and auto-
matic evaluation metrics, e.g., BERTScore (Zhang
et al., 2019), ROUGE-2 (Lin, 2004). Our FDT5
with only 15M parameters achieves competitive
performance even compared to a large language
model (i.e., GPT-4). This highlights the effective-
ness of the proposed dataset generation pipeline as
well as the proposed training techniques.

The main contributions of this work are three-
fold as follows:

• Task. We propose Location-aware Visual
Question Generation (LocaVQG), a novel task
that aims to produce engaging questions from
a GPS coordinate of a vehicle and a set of
street-view images captured by on-car cam-
eras. This will lead to the development of
more intelligent in-car assistant systems.

• Dataset. To address LocaVQG, we introduce
a dataset generation pipeline that can produce
diverse and engaging questions from a speci-
fied location by leveraging pre-trained LLMs.

• Method. We present a method FDT5 that
outperforms all the lightweight baselines re-
garding human evaluation (e.g., engagement,
coherence, grounding) and automatic evalua-
tion metrics (e.g., BERTScore, ROUGE-2).

2 Related Works

Self-driving cars. Despite the recent advances in
developing self-driving cars (Parekh et al., 2022),

most current commercialized autonomous vehicles
are categorized as SAE (the Society of Automo-
tive Engineers) (International, 2018) Level 2 (e.g.,
Tesla, Hyundai, Kia) or Level 3 (e.g., Mercedes).
When driving an SAE Level 2 vehicle, the driver
must always hold the steering wheel. With an
SAE Level 3 vehicle, the driver must still be ready
to take control of the vehicle at all times when
prompted by the vehicle. That being said, driving
in modern days still requires the driver’s attention
and therefore can be assisted with the task and the
system proposed in this work.

In-car intelligent assistant system. Developing
in-car intelligent assistant systems, such as a voice
assistant (Lin et al., 2018; Braun et al., 2019), is
an emerging research area. Large et al. (2017)
discovered that engaging drivers in a conversation
could effectively reduce driver fatigue. In contrast,
this work focuses on raising drivers’ attention by
formulating a task and devising a system to produce
location-aware engaging questions.

Visual question generation (VQG). VQG con-
cerns generating questions from visual in-
puts (Mostafazadeh et al., 2016). Compared to
this work, recent works (Lu et al., 2021; Yeh et al.,
2022) that explore VQG do not leverage geograph-
ical information (e.g., GPS). On the other hand,
Zhang and Choi (2021) presented a dataset with
questions respecting geographical and temporal
contexts; yet, it does not utilize visual inputs. In
contrast, the task and the dataset proposed in this
work leverage images captured by on-car cameras.

Large language models (LLMs). Recent ad-
vances in LLMs (Liu et al., 2023; Touvron et al.,
2023) have led to promising results in various do-
mains (Wei et al., 2022; Zhang et al., 2023). How-
ever, these gigantic LLMs with billions of parame-
ters (Liu et al., 2023; Touvron et al., 2023) cannot
be deployed on lightweight devices and therefore
are not ideal for in-car intelligent assistant systems.
This work aims to develop lightweight models that
can run on edge devices like mobile phones.

Lightweight language models. Existing mobile-
friendly language models (Sun et al., 2020; Mehta
and Rastegari, 2021) struggle at language genera-
tion tasks. This work aims to devise lightweight
models that can address VQG tasks and achieve
competitive results even compared to LLMs.
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Streetview Images Prompt
Here are some description about your surroundings.  
You are now driving in Five PPG Place, #100, 
Pittsburgh, PA 15222, USA. 
On your North, a city street with tall buildings and 
people walking down it.  
On your East, a city street with cars driving down it. 
On your South, a city street with cars driving down it 
and tall buildings.  
On your West, people walking in a plaza in front of 
tall buildings. 
Please generate 10 engaging questions from those 
descriptions.
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PPG Place, Third Avenue, Pittsburgh, PA 15222, USA
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Question
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A city street with tall buildings 
and people walking down it. 

A city street with cars driving 
down it.

A city street with cars driving 
down it and tall buildings.

People walking in a plaza in 
front of tall buildings.

Reverse Geocoding

Prompt
Did you know that PPG Place is actually a complex consisting of six buildings, all of which were completed 
between 1981 and 1984? Can anyone guess the architect who designed this remarkable complex?

Looking at the busy streets to the east and west, can anyone identify some of the most popular modes of 
transportation used by locals in Pittsburgh? How do they compare to the transportation options in your own city?

Considering the traffic conditions on the west side, can anyone guess what time of day it might be?

Engaging

Not engaging

Engaging

X

Figure 2: Data Generation Pipeline. This pipeline produces questions from a given LocaVQG task tuple consisting
of four street view images VN , VE , VS , VW and a GPS coordinate X . We caption each image using an image
captioning model and infer the address by reverse geocoding the GPS coordinate. Then, we construct a prompt that
describes in detail the location-aware information and leverage GPT-4 to generate questions. We further employ an
engaging question classifier to filter out non-engaging questions. Finally, the remained questions are included in the
dataset with the given LocaVQG task tuple.

3 LocaVQG: Location-aware Visual
Question Generation

We introduce a novel task, Location-aware Visual
Question Generation (LocaVQG). This section for-
mally defines this task and describes how we collect
data to construct the LocaVQG task tuples.

3.1 Location-aware Information

Location-aware Information includes data or con-
tent specifically relevant to, or influenced by a par-
ticular geographical location. With such informa-
tion, applications can offer location-specific rec-
ommendations, directions, local weather updates,
nearby points of interest, targeted advertisements,
etc. Since our goal is to produce engaging ques-
tions with an in-car device based on location-aware
information, we limit it to the information that is
easily accessible even without the internet. Specif-
ically, we consider the surrounding visual percep-
tion and the geographical coordinate.

3.2 LocaVQG Task Tuple

To collect the surrounding visual perception and
the geographical coordinate of diverse locations,
we propose to leverage Google Street View
Dataset (Zamir and Shah, 2014). The dataset
contains 10,343 coordinates, and each coordinate
comes with 5 corresponding directional images
(North, East, South, West, and Upper/Sky view).

To ensure the location diversity, we select 3,759 co-
ordinates with their 4 directional images, excluding
the upper/sky view, which is usually not observ-
able by the driver. We denote the geographical
coordinate of each location as X and its surround-
ing images as Vd with d = [N,E, S,W ], standing
for each direction. We define our LocaVQG task
tuple T as: T = [VN , VE , VS , VW , X]. Given a
LocaVQG task tuple T , our goal is to produce an
engaging question Q with a model f : f(T ) = Q.

4 Generating LocaVQG Dataset

Our goal is to train lightweight models to address
the LocaVQG task. Therefore, we aim to "label"
the task tuples described in Section 3. Annotating
the task tuples with engaging questions requires
creativity and location-specific domain knowledge,
which can be challenging for human annotators.
In this work, we propose automatically generating
questions from LocaVQG task tuples by leveraging
the recent development of LLMs. An overview of
the proposed dataset generation pipeline is depicted
in Figure 2.

4.1 Prompting GPT-4

This section describes how we utilize GPT-4 (Ope-
nAI, 2023) to produce questions from LocaVQG
task tuples by processing task tuples and designing
LocaVQG prompts.



Engaging Questions

The city of Pittsburgh is known for its numerous bridges. How many bridges do you think are in the city,
and why do you think there are so many?
What types of events or festivals might take place in this park throughout the year?
As we look towards the south, can you guess the purpose of this brick building with cars parked in front? Perhaps an office
building, a restaurant, or something else?

Non-Engaging Questions

Speaking of the hospital, does anyone know the range of medical services provided at Prince George’s Hospital?
What are some ways that city planners might improve traffic flow at busy intersections?
Noticing the mixture of architectural styles, can you guess which era had the most significant influence on the city’s development?

Table 1: GPT-Generated Questions. We provide examples of GPT-4 generated questions that are classified as
engaging and non-engaging by the engaging question classifier. Answering these non-engaging questions often
requires specific domain knowledge and therefore may interest only limited audience. blue-colored text indicate
visual cues, red-colored text indicate directional cues, teal-colored text indicate location-specific information.

Street view images → captions. While GPT-4
is a multimodal model, its feature of taking im-
age inputs is not yet publicly accessible as of May
2023. Hence, to inform GPT-4 with the street view
images, we caption street view images using an
off-the-shelf image captioning model (Wang et al.,
2022).
GPS coordinate → address. To leverage the GPS
coordinate, we reverse geocode it using Google’s
Reverse Geocoding API (Google), translating the
coordinate into a street address. We found that
with the decoded street address, GPT-4 can often
infer nearby famous landmarks, or information, and
generate relevant questions.
Constructing prompts. We aim to prompt GPT-4
with the processed location-aware input and pro-
duce engaging questions. We first design a system
prompt that infuses GPT-4 with a tour guide role,
enforcing it to engage users. Then, we design a
chat prompt that encapsulates processed location-
aware information and requires GPT-4 to generate
engaging questions. The two prompts are presented
as follows.

• System prompt: You are a tour guide and
you are driving in a car with your tourists.
You want to engage with them with any kind
of information you have around you.

• Chat prompt: Here are some descriptions of
your surroundings You are currently driving
on [Street Address]. On your North, [Image
Caption]. On your East, [Image Caption]. On
your South, [Image Caption]. On your West,
[Image Caption]. Based on those descriptions,
please ask 10 engaging questions.

4.2 Filtering GPT-Generated Questions
While GPT-4 can generate numerous diverse ques-
tions from our designed prompts, we empirically
find that some generated questions are not particu-
larly engaging (e.g., requiring domain knowledge),
as shown in Table 1. To combat this, we propose to
learn a BERT-based (Devlin et al., 2019) engaging
question classifier to filter out non-engaging ques-
tions. We construct the training data for this classi-
fier with non-engaging questions from SQuaD (Ra-
jpurkar et al., 2016) and engaging questions from
MVQG (Yeh et al., 2022). The key insight is that
SQuaD questions are made for question-answering
tasks, thus, solely revolves around a passage, while
MVQG questions are collected with engagement
in mind.

With this trained engaging question classifier,
for each LocaVQG task tuple T , we filter out non-
engaging questions generated by GPT-4, and the
remained questions are included in the dataset as
the "labels" for this task tuple.

4.3 Dataset Statistics
Applying the procedures described in Section 4.1
and Section 4.2 results in a dataset with 3759 task
tuples and 35K questions. The basic statistics of
the dataset are described in Table 2.

# of LocaVQG Task Tuples 3759
- # of Task Tuples from Pittsburgh 919
- # of Task Tuples from Orlando 611
- # of Task Tuples from New York 2217
# of Questions After Filtering 35551
Average Sentence Length 16.6
Average Question Length 30.8

Table 2: Dataset Statistics. We present the statistics of
our location-aware visual question generation dataset



Figure 3: Question Length. We present the question
length statistics in # and tokens and # of sentences.

4.3.1 Question Length
We present the histograms of question lengths in
terms of # of tokens and # of sentences in Figure 3.

4.3.2 Frequent Trigrams and Words
We present the top 15 frequent trigrams in the
dataset in Table 3. The questions often start by
trying to intrigue the respondent (e.g., Did you
know, What do you). Also, open-ended questions
(e.g., have you noticed, have you ever) appear quite
frequently. Most frequent words, presented in Ta-
ble 4, require or lead the attention of the respondent
(e.g., considering, looking, notice).

Did you know What do you Can you spot
Can you guess As we drive How do you
Have any of Have you noticed Can anyone guess
Have you ever Can you identify What are your
Are you familiar What are some As we continue

Table 3: Top 15 Frequent Trigram of Questions. The
frequent trigrams appearing in the dataset show that the
questions aim to intrigue or engage the respondent.

Speaking Considering Based Looking Notice
Since Perhaps Observing Residential New
Look Pittsburgh Given Orlando See
Let Turning Judging Noticing Besides

Table 4: Top 20 Frequent Words. This table presents
20 frequent words appearing in the dataset aside from
commonly used words, such as "have", "can".

4.3.3 Question Quality
We compare our proposed dataset to an engaging
question dataset, the MVQG dataset (Yeh et al.,
2022), regarding the following criteria and report
the results in Table 5.

• Vocabulary Size (Vocab Size) measures the
number of distinct words in a dataset.

• Average Sentence Length (Avg Sent.
Length) computes the average length of sen-
tences across the whole dataset, representing
how rich and detailed a dataset is.

• Syntactic Complexity calculates the degree
of variation, sophistication, and elaboration
of the questions in a dataset (Ferraro et al.,
2015). We report the mean of Yngve Score
normalized by the sentence length.

• Percentage of Abstract Terms (% Abstract
Term) computes the ratio of visual and non-
visual concepts covered by a dataset, based
on the abstract terms defined by Vanderwende
et al. (2015).

• Average Term Depth is calculated based on
WordNet, where noun words with a lower
depth indicate higher-level concepts (Lu et al.,
2021).

Compared to the MVQG dataset, the results
show that our proposed LocaVQG dataset contains
significantly more diverse and sophisticated ques-
tions. In fact, the questions included in the MVQG
dataset are collected from human annotators. This
highlights the effectiveness of generating questions
by leveraging the recent advances in LLMs (e.g.,
GPT-4), as proposed in this work. Further eval-
uations on the generated questions can be found
in Section D and Section E.

Criteria MVQG LocaVQG (Ours)

Vocabulary Size ↑ 608 3046
Average Sentence Length ↑ 12.341 17.168
Yngve Score ↑ 2.271 3.761
% Abstract Terms ↑ 0.127 0.167
Average Term Depth ↓ 7.906 7.259

Table 5: Question Quality Comparison with MVQG.

5 Learning and Evaluating Lightweight
Models

We aim to train and evaluate lightweight models
learning from the proposed LocaVQG dataset.

5.1 Baselines

We compare our method to the following baselines.
Text-To-Text Transfer Transformer (T5). We
experiment with a family of T5 pre-trained lan-
guage models (Raffel et al., 2020; Tay et al., 2021),
which includes T5-Large (770M), T5-Base (220M),



Model #Parameters Engagement Naturalness Coherence Common Sense Grounding Overall

MVQG-VL-T5 254M 3.84 3.64 3.65 3.81 3.84 3.76

MVQG-VL-T5fine−tuned 254M 3.96 3.82 3.82 3.99 3.66 3.85
T5-Large 770M 3.92 3.81 3.78 4.03 3.83 3.87
T5-Base 220M 3.92 3.81 3.73 3.97 3.78 3.84
T5-Tiny 15.6M 3.96 3.79 3.67 4.01 3.81 3.85
FDT5 (Ours) 15.6M 4.03 3.83 3.96 4.05 4.03 3.98

GPT-4 1T∗ 4.12 3.99 4.01 4.05 4.01 4.04

Human Annotator - 4.06 3.87 3.90 4.06 3.88 3.95

Table 6: Human Evaluations. Each question is rated by three AMT workers. Among all the light-weight models,
our proposed FDT5 achieves the best overall performance and has the fewest parameters. Note that while the exact
number of parameters GPT-4 is not revealed, many believe it is at least 6 times larger than GPT-3 (Brown et al.,
2020) (175B).

and T5-Tiny (15.6M). We fine-tune the pre-trained
T5 models on our LocaVQG dataset. Specifically,
for each LocaVQG task, the models learn to map
the prompt presented in Section 4.1 to one of the
ground truth questions generated by GPT-4.
MVQG-VL-T5. Cho et al. (2021) introduced
Vision-and-Language T5 (VLT5) for vision-and-
language tasks. Yeh et al. (2022) adapted it for
generating questions from a set of images. We
adopt this method, dubbed MVQG-VL-T5, and
fine-tune the pre-trained model on our LocaVQG
dataset. The input of MVQG-VL-T5 consists of 4
street view images and the street address.

More details can be found in Section F.

5.2 Our Approach

We propose Filtered Distilled T5-Tiny (FDT5).
Distillation. While T5-Tiny has the fewest of pa-
rameters and can fit on mobile phones, its capac-
ity might be limited to a complex task like Lo-
caVQG. Therefore, we propose to learn a T5-Tiny
model by distilling a learned T5-Large model. In-
spired by Chen et al. (2020), during training, we
utilize both the questions generated by GPT-4 from
the dataset and the questions generated by the T5-
Large model, resulting in the objective:

L(θ) = α · Lhard(θ) + (1− α) · Lsoft(θ), (1)

where α balances the relative importance of learn-
ing from each loss and θ parameterizes the model.
The hard-label loss Lhard (ground truth target) opti-
mizes cross-entropy, while the soft-label loss Lsoft

(teacher model) optimizes KL Divergence.
Filtering. To further improve the engagingness
of the questions produced by our method, we pro-
pose to utilize the engaging questions classifier
described in Section 4.2 to filter out non-engaging

questions. Specifically, given a LocaVQG task, our
method keeps generating questions until accepted
(i.e., classified as "engaging") by the classifier.

Our proposed method FDT5 combines the two
techniques described above.

5.3 Human Evaluation
We provide human evaluation of the questions gen-
erated by all the methods.

5.3.1 Evaluation Metrics
We randomly sampled 100 LocaVQG task tuples
and the questions produced by all the models. Each
question is evaluated by three Amazon Mechanical
Turk (AMT) workers according to the following
metrics. We adopt a 5-point Likert scale for all the
evaluation metrics.

• Engagement: You find the question engaging
and you would want to answer the question.

• Naturalness: It is natural to ask this question
given the information you have.

• Coherence: The question is coherent with the
information you have.

• Common Sense: It makes sense to ask these
questions given the information you have.

• Grounding: The question asked about things
related to the information you have.

We also provide the evaluation of the questions
generated by GPT-4, which can be considered as an
upper bound as GPT-4 has an unparalleled number
of parameters compared to the lightweight models.
Furthermore, to compare the performance of these
LMs against humans, we crowdsource and collect
100 questions on AMT based on the same set of



Model Engagement Naturalness Coherence Common Sense Grounding Overall

Filtered Dataset (Ours) 3.92 3.81 3.73 3.97 3.78 3.84
Unfiltered Dataset 3.89 3.76 3.78 3.85 3.78 3.81

Table 8: Engaging Question Classifier for Dataset Generation. Employing the engaging question classifier in the
dataset generation process to filter out unengaging questions improves the quality of generated questions.

Model Engagement Naturalness Coherence Common Sense Grounding Overall

Filtered Inference (Ours) 4.03 3.83 3.96 4.05 4.03 3.98
Unfiltered Inference 3.96 3.78 3.82 4.04 3.79 3.88

Table 9: Engaging Question Classifier for Inference. Our proposed FDT5 employs the classifier during inference
to filter out unengaging questions. Excluding the filtering phase results in significantly worse performance.

LocaVQG task tuples. More details on AMT can
be found in Section G.

5.3.2 Results
The human evaluations are presented in Table 6.
FDT5 outperforms all the lightweight models.
Our proposed method FDT5 achieves the best over-
all score with the fewest parameters. This justifies
the effectiveness of our adopted distillation scheme.
Furthermore, an average score of 3.98 indicates
that our model can reliably generate satisfactory
questions from location-aware information.
MVQG-VL-T5. MVQG-VL-T5, without learning
from our dataset, achieves the worst performance,
demonstrating the importance of constructing and
learning from a dataset dedicated to the LocaVQG
task. Alternatively, the MVQG-VL-T5 model fine-
tuned on our dataset (MVQG-VL-T5fine−tuned)
struggles at grounding, aligning with the findings
discussed in (Yeh et al., 2022).
GPT-4 asks better questions than humans. The
questions produced by GPT-4 are preferred by the
workers compared to those provided by human an-
notators on all the metrics, except for common
sense. This justifies our proposed dataset genera-
tion pipeline, which collects questions from GPT-4
instead of humans.

5.4 Automatic Evaluation Metrics

Model BLEU-4 ROUGE-2 BERTScore BLEURT

VLT5 0.2712 0.0342 0.5093 -0.7208
T5-Large 0.2756 0.0380 0.5165 -0.7336
T5-Base 0.2746 0.0388 0.5163 -0.7305
T5-Tiny 0.2635 0.0371 0.5164 -0.7419
FDT5 (Ours) 0.2661 0.0393 0.5190 -0.7073

Table 7: Automatic Evaluation. Our proposed FDT5
achieves the best performance on 3 out of 4 metrics (i.e.,
ROUGE-2, BERTScore, and BLEURT).

We further evaluate the questions generated by
all the models with some automatic evaluation met-
rics. To compare two questions based on exact
wording, we are using BLEU-4 (Papineni et al.,
2002), ROUGE-2 (Lin, 2004). To compare the
questions based on semantic similarity, we are
using ML-Based evaluation: BERTScore (Zhang
et al., 2019), and BLEURT (Sellam et al., 2020).
The results are presented in Table 7. Our proposed
method FDT5 achieves the best performance on
ROUGE-2, BERTScore, and BLEURT. T5-Large
outperforms others in terms of BLEU-4. This veri-
fies the effectiveness of the filtering and distillation
technique employed in FDT5.

5.5 Ablation Study
We conduct extensive ablation studies to investi-
gate the effectiveness of employing the filtering
classifier (Section 5.5.1), the impact of incorporat-
ing GPS coordinates into the question generation
process (Section 5.5.2), and the effect of varying
dataset sizes (Section 5.5.3).

5.5.1 Employing Engaging Question Classifier
We propose to learn an engaging question classi-
fier for (1) filtering out non-engaging questions
generated by GPT-4 during the dataset generation
process (Section 4.2), and (2) filtering out non-
engaging questions produced by our model during
inference (Section 5.2). This section examines the
effect of employing this classifier.
Dataset Generation. To verify the effectiveness
of filtering out questions from GPT-4 with the clas-
sifier, we train a T5-Base model to learn from an
unfiltered dataset that contains all the questions
produced by GPT-4 (Unfiltered Dataset). We com-
pare the performance of this model to the T5-Base
model trained on our proposed filtered dataset (Fil-
tered Dataset) and report the human evaluation re-



Generated
Questions Address

T5-Tiny Speaking of vehicles, have you noticed any unique or interesting parked cars or SUVs on the 
other side of the street? How do you think them compare to your favorite car market?

Did you know that the parking lot to our north is a popular spot for both locals and tourists to 
relax and enjoy various events? Have any of you attended an event at a similar location before?

Can you identify the types of cars parked on the side of the road? Can you think of any famous 
ones that you've visited?

What do you think about Orlando compared to other places?

Does anyone know the history behind the Golden Bridge that we are currently 
in? They have been a favorite bridge in New York City.

The Queensboro Bridge has been featured in numerous movies and television 
shows. Can anyone name a film or show that features this iconic bridge?

As we continue our tour, what are some other scenic destinations or attractions 
you're looking forward to visiting during your visit to New York City?

How long in feet do you think the ed koch bridge in New York is?

Streetview 
Images

24 E Colonial Dr, Orlando, FL 32801, USA 6 Ed Koch Queensboro Bridge Path, New York, NY 10022, USA

FDT5  
(Ours)

T5-Large

Human

Figure 4: Qualitative Results. We present sampled generated questions from T5-Large, T5-Tiny, our proposed
method FDT5, and human annotators, together with corresponding streetview images and addresses. With only
15M parameters, FDT5 can reliably generate engaging location-aware questions.

sults in Table 8. The results demonstrate that the
model learning from the filtered dataset achieves
better performance, justifying the efficacy of em-
ploying the classifier.

Inference. We propose to filter out non-engaging
questions generated during inference, adopted in
our method FDT5. We conduct human evaluations
on filtered generation questions (Filtered Inference)
and unfiltered questions (Unfiltered Inference), re-
ported in Table 9. The results show that filtering
non-engaging generated questions with the classi-
fier can significantly improve the question quality
on all the metrics. This justifies the effectiveness
of employing the classifier during inference.

5.5.2 Incorporating GPS Coordinates

While Yeh et al. (2022) explored generating ques-
tions from a set of images, our work further in-
corporates addresses (reverse geocoded from GPS
coordinates) into the question generation process.
This section investigates the effect of employing
such information. We compare the questions gen-
erated by GPT-4 with or without the address in
the prompt and report the results in Table 10. The
results show that incorporating the address leads
to richer and more diverse questions, verifying the
unique value of the proposed LocaVQG task.

Criteria w/o address w/ address (ours)

Vocabulary Size ↑ 450 525
Average Question Length ↑ 25.02 30.18
Yngve Score ↑ 3.531 3.693

Table 10: Effect of Leveraging Street Address The
questions generated with street addresses are richer and
more diverse.

5.5.3 Varying Dataset Sizes
We investigate the impact of varying dataset sizes
with T5-Tiny and our proposed FDT5, and report
the results n Table 11. FDT5 achieves better perfor-
mance with fewer data points and performs compa-
rably to T5-Tiny when dataset size increases. This
indicates that our method is more data efficient.

Model #Samples BLEU-4 ROUGE-2 BERTScore BLEURT

T5-Tiny

0.7K 0.2566 0.0366 0.5160 -0.7666
1.7K 0.2629 0.0341 0.5139 -0.7530
2.7k 0.2604 0.0374 0.5164 -0.7589
3.7K 0.2635 0.0371 0.5156 -0.7419
4.7K 0.2639 0.0361 0.5145 -0.7398

FDT5
(Ours)

0.7k 0.2565 0.0361 0.5201 -0.7149
1.7k 0.2700 0.0402 0.5214 -0.7245
2.7k 0.2675 0.0422 0.5211 -0.7126
3.7k 0.2661 0.0393 0.5190 -0.7073
4.7k 0.2706 0.0386 0.5180 -0.7256

Table 11: Effect of Dataset Size. From the results,
FDT5 is more data efficient as it could achieve better
performance with smaller sample size

5.6 Qualitative Results
As human evaluations can be subjective, we present
qualitative results in Figure 4 for the readers to bet-
ter understand the generated questions. The results
show that FDT5 with only 15M parameters can re-
liably generate engaging location-aware questions.

6 Conclusion

In this work, we propose a novel task, location-
aware visual question generation (LocaVQG),
which aims to generate engaging questions from
data relevant to a particular geographical location.
Specifically, we represent location-aware informa-
tion using four directional street view images and
a GPS coordinate. To address this task, we intro-
duce a dataset generation pipeline that leverages
the recent advances of large language models (i.e.,



GPT-4) to generate diverse and sophisticated ques-
tions. To ensure the engagingness of the questions
produced by GPT-4, we employ an engaging ques-
tion classifier to filter out non-engaging questions.
Our proposed dataset contains richer and various
questions compared to existing datasets.

To learn from the proposed LocaVQG dataset
with lightweight models, we present Filtered Dis-
tilled T5-Tiny (FDT5) method. We extensively
evaluate the proposed method and the baselines
with human evaluation and automatic evaluation
metrics. Our proposed FDT5, with the fewest pa-
rameters, demonstrates superior performance on
most metrics. We conduct extensive ablation stud-
ies to verify the effect of employing the filtering
classifier, the effectiveness of incorporating GPS
coordinates into the question generation process,
and the impact of varying dataset sizes. We hope
this work will encourage researchers to explore the
LocaVQG task and its applications.

Limitations

We discuss the limitations and how we can poten-
tially address them in this section.
Biases in AMT workers. We notice that the AMT
workers involved in human evaluation might be
biased due to their demographic. This can poten-
tially be addressed by ensuring the diversity of their
background.
Location-aware information. Aiming to develop
an in-car intelligent assistant, this work proposes
representing location-aware information as a GPS
coordinate and a set of images captured by on-car
cameras. Incorporating more detailed information,
such as local news and weather, can potentially
lead to more diverse and engaging questions, and
is left for future research.
Address-aware LLMs. Our proposed dataset gen-
eration pipeline heavily relies on GPT-4. This
partially limits the generated questions to loca-
tions/addresses that are known by GPT-4 and there-
fore this pipeline might not produce coherent ques-
tions given locations that are less known by GPT-4.
We can potentially address this by employing a
more sophisticated external information retrieval
system to extract information from a location
Human evaluation setup. While our motivation
is to develop an in-car intelligent system that can
engage a driver in a conversation to keep the driver
awake, this work falls short from the following
perspectives. First, our work solely focuses on gen-

erating a question without considering continuing
a conversation. Second, we evaluate the generated
questions with an AMT interface where the AMT
workers read and evaluate the questions. However,
in a driving scenario, interacting with a virtual as-
sistant by reading a question is impractical. Hence,
evaluating the generated questions by connecting
to a text-to-speech system and requiring the annota-
tors to rate the questions by listening to them would
align better with the application.
Distractingness of generated questions. This
work makes the very first attempt to develop an
in-car visual question generation system that can
ask engaging questions to initiate conversations
with drivers. However, such engaging questions
can potentially distract drivers and lead to danger-
ous situations in the worst case. To address such a
concern, we encourage future works along this line
to consider the “distractingness” of generated ques-
tions. In particular, developing evaluation metrics
to determine if a question would distract a driver
from the road and devising methods to produce en-
gaging yet non-distracting questions are promising
and interesting research directions.

Ethics Statement

Since our proposed dataset generation pipeline in-
volves collecting questions from GPT-4, the data
inherits any biases of GPT-4. Moreover, our pro-
posed method learns from the dataset, and therefore
will also be biased. Therefore, inheriting biases can
lead to generating inappropriate, sexist, racist ques-
tions or descriptions. Fortunately, addressing ethi-
cal issues has been an active research area (Liang
et al., 2021; Baldini et al., 2021; Yan et al., 2023;
Kasneci et al., 2023). We wish to incorporate the
advances in the field to alleviate ethical concerns.
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A Additional Diversity Analyses on
GPT-4 Generated Questions

We perform further diversity analyses on the ques-
tions provided in our LocaVQG dataset.

• Question type analysis: While Table 3 shows
the top 15 most frequent trigrams of gener-
ated questions, we have performed an addi-
tional trigram analysis during the rebuttal pe-
riod to examine the diversity of the gener-
ated questions. In particular, we followed
Yeh et al. (2022) and identified 2437 ques-
tion types among our 35K generated questions.
This highlights the diversity of the generated
questions.

• Pairwise cosine similarity: Inspired by
Schwenk et al. (2022), which computes the
average pairwise cosine similarity between
each pair of generated questions encoded by a
sentence transformer (multi-qa-MiniLM-L6-
cos-v1 provided by HuggingFace) in a dataset,
we have performed this evaluation on our gen-
erated dataset. We obtained an average cosine
similarity of 0.1698, indicating that the gen-
erated questions are not highly correlated and
therefore ensuring the diversity of our pro-
posed dataset.

B Latency Analysis

Our goal is to develop lightweight models that can
run on mobile devices. To examine the applicability
of our proposed model FDT5 and the baselines,
we measure and report the latency of MVQG-VL-
T5, T5-Large, T5-Base, T5-Tiny, and our proposed
FDT5 in Table 15. Each inference and post-filtering
time is computed by averaging over 300 trials to
reduce the variance.

Latency (sec) Loading Model Inference Post-Filtering

MVQG-VL-T5 7.09 6.38 N/A
T5-Large 12.79 10.04 N/A
T5-Base 10.34 5.9 N/A
T5-Tiny 3.89 2.02 N/A
FDT5 4.25 2.27 3.92

Table 15: Latency Testing of the trained models.

The results show that FDT5 and T5-Tiny, with
the same model architecture and the same number
of parameters, enjoy a significantly reduced time
for loading models and running inference. The
post-filtering phase of FDT5 takes 3.92 seconds

on average, indicating that the engaging question
classifier requires FDT5 to perform 1.73 additional
inference trials for each LocaVQG task on average.
Note that this post-filtering phase can be shut down
for latency-critical scenarios, and FDT5 without
post-filtering still outperforms T5-Tiny in human
evaluation, according to Table 6 and Table 9.

C Filtering Out Non-engaging Questions
Generated by GPT-4 Using GPT-4

This work proposes to train an engaging question
classifier to filter out non-engaging questions gener-
ated by GPT-4; alternatively, we can use GPT-4 to
evaluate and filter out non-engaging questions that
it generates. To investigate this possibility, we feed
the questions generated by GPT-4 back into GPT-
4 for scoring (i.e., determining if each generated
question is engaging or not).

Specifically, we provide GPT-4 with 10 ques-
tions generated by itself and asked it to determine
if each question is engaging or not. The prompt
and the response of GPT-4 are shown in Table 12.
As a result, GPT-4 classifies all the questions it
generated as engaging. This suggests that GPT-4
may not be useful to score its own generated ques-
tions, and motivates learning an external model to
score the questions, such as our proposed engaging
question classifier.

Note that this finding aligns with the statement,
“we observe that GPT-4 assigns significantly higher
scores to its own outputs compared to human rat-
ings," stated in Dettmers et al. (2023).

D Effect of Incorporating Address
Information

We are using the address as the main cue for GPT-
4 to retrieve some information regarding those
places. While it is possible to produce general, non-
location-specific questions based on hand-crafted
templates, we found that GPT-4 can certainly pro-
duce location-specific questions that require knowl-
edge of specific locations, which can potentially be
more engaging. Some examples are presented as
follows.

• Did you know that Fort Duquesne Boulevard
is named after the historic Fort Duquesne,
which was a key location during the French
and Indian War? Have any of you studied that
period in history?



Prompting GPT-4 for Self-Evaluation

You will be given 10 questions. Please classify this question into engaging and non-engaging questions.
1. Did you know that Pittsburgh is known as the C̈ity of Bridgesd̈ue to its 446 bridges?
Can you spot any nearby bridges from this location?
2. The tall buildings on the south side are a part of Pittsburgh’s beautiful skyline. Can anyone name some of the prominent
buildings that make up the skyline?
3. As we pass by these parked cars on the north side, can you guess the most popular car brand in Pittsburgh based on what
you see?
4. Pittsburgh has a rich history of steel production, earning it the nickname S̈teel City.C̈an you see any indications of this
industrial past in the architecture of the buildings around us?
5. The traffic light at the empty intersection on our east might make you wonder about the city’s traffic patterns. What do
you think contributes to the current flow of traffic in this area?
6. Pittsburgh is known for its vibrant arts scene. Can anyone spot a nearby art gallery or theater as we drive along these city
streets?
7. As we pass by the buildings on the west, let’s talk about the city’s diverse architectural styles. Can you identify different
styles just by looking at their exteriors?
8. Pittsburgh is also famous for its rich sports culture, with successful teams in football, baseball, and hockey. Can you spot
any sports fans or sports-themed establishments in our surroundings?
9. The city has a growing tech scene, with companies like Google and Uber opening offices here. Can you see any tech
companies or startups as we drive through these streets?
10. Pittsburgh is known for its friendly locals, often called ÿinzersd̈ue to their unique accent. Have you encountered any friendly
yinzers during your visit so far, and what has been your favorite interaction with them?

GPT-4 Response

1. Engaging
2. Engaging
3. Engaging
4. Engaging
5. Engaging
6. Engaging
7. Engaging
8. Engaging
9. Engaging
10. Engaging

Table 12: GPT-4 Self Evaluation Results.

• The city of Pittsburgh is known for its numer-
ous bridges. How many bridges do you think
are in the city, and why do you think there are
so many?

• The 59th Street Bridge, also known as the Ed
Koch Queensboro Bridge, connects Manhat-
tan to Queens. Can you identify any famous
movies or TV shows that have featured this
iconic bridge?

We cannot obtain these questions by simply re-
placing the city name in other questions, nor should
these questions be asked at a different location.

Moreover, while generating a question with an
address can increase the vocabulary size and av-
erage question length by simply inserting the ad-
dress into the question, we still observe some ques-
tions that are generated based on the knowledge
extracted by GPT-4 according to the address. We
provide some example questions as follows.

• Address: 1250 Penn Ave, Pittsburgh, PA
15222, USA

– Generated question: “As we drive along
1250 Penn Ave, are there any upcoming
events, festivals, or celebrations in the
area that you’d like to learn more about?”

– Observation: GPT-4 knows this location
has hosted several events in the past and
therefore asks about upcoming events.

• Address: 333 Boulevard of the Allies, Pitts-
burgh, PA 15222, USA

– Generated question: Did you know that
the Boulevard of the Allies is named to
honor the Allies of World War I? What
do you think about the significance of
this historical connection?

– Observation: Based on knowing the his-
tory of the Boulevard of the Allies, GPT-
4 asks about World War I.



E Importance of Incorporating Visual
Input and Learning to Generate
Questions

Since it is possible to generate questions solely
based on the fetched address, we aim to further
analyze the effect of employing visual inputs to
produce questions. Also, as discussed in Section D,
we aim to quantitatively compare generating ques-
tions by our learned model and producing questions
using general hand-crafted templates. To this end,
we labeled 100 questions generated by FDT5 based
on the following two criteria:

• The generated questions contain visual infor-
mation (w/ vis) or not (w/o vis)

• The generated questions are based on some
templated (templated) or a learned language
model (learned)

Specifically, we went through each question and

• Determined if it contains visual information
(e.g., describing surroundings). If so, this
question is labeled as w/ vis; otherwise, it
is labeled as w/o vis.

• Decided if it can be generated based on some
templates (e.g., the city’s name can be re-
placed with another city and the question still
makes sense). If so, this question is labeled as
templated; otherwise, it is labeled as learned.

Then, we analyze the engagement score and di-
versity of each group of questions. Regarding en-
gagement scores, the questions containing visual
information (w/ vis) achieve an average score of
4.007, slightly outperforming the questions without
visual information (w/o vis) with an average score
of 3.915, indicating that the visual-related ques-
tions may be more engaging. On the other hand, as
the reviewer anticipated, the templated questions
have a higher average score of 4.002 compared to
learned questions (3.901).

Then, we analyzed the diversity of each group
of questions and found that the learned questions
are more diverse (with a pairwise Cosine similar-
ity score of 0.3614), outperforming the templated
questions with a pairwise Cosine similarity score
of 0.3995.

In conclusion, we believe that generating engag-
ing and diverse questions still requires incorpo-
rating visual inputs with a well-learned language
model.

F Implementation Details

F.1 GPT-4 Parameters and Expenses
Setup. When generating our proposed dataset us-
ing GPT-4, we use the model "gpt4" listed in the
OpenAI API, with 0.7 temperature and 0.1 pres-
ence penalty.
Expenses. On average, each request of our task
uses up around 500 tokens, costing us around
$0.001 USD. In total, generating the dataset and
experimenting with it cost around $150−200 USD.

F.2 T5 and FDT5
Input. Similar to GPT-4, the T5 models and FDT5
take image captions as input. The text input to
the T5 models and FDT5 is modified from the
chat prompt provided to GPT-4. Specifically, we
prepend "generate questions:" prefix to each input,
resulting in the model input as: generate questions:
You are currently driving on [Street Address]. On
your North, [Image Caption]. On your East, [Im-
age Caption]. On your South, [Image Caption].
On your West, [Image Caption].
Implementation. We adopt the basic pre-trained
T5 models available on the Hugging Face platform.
Training. During the training, we use 5 questions
for each LocaVQG task tuple. We train each model
for 20 epochs with a learning rate of 10−4.

F.3 VL-T5
Input. The input of VL-T5 contains the following
prompt prefix, street address, visual embeddings,
and visual semantic groundings.

• Prompt prefix. The prompt prefix is generate
question:, which guides the model to generate
questions with the instruction.

• Street address. The street address is the spe-
cific street address of the pictures that is ver-
balized, e.g., You are currently driving in Penn
Avenue, Pittsburgh.

• Visual embeddings and visual semantic
groundings. We extract the visual embed-
dings from the whole image and the im-
age regions with Faster-RCNN (Ren et al.,
2015). Also, we adopted the grounded situ-
ation recognition (GSR) (Pratt et al., 2020)
model to extract information on the sequence
of images to understand the semantics. Prefix
of the directions of the images is also added,
e.g., North: [Visual embeddings]



Training. During the training, we used the pre-
trained baselines presented in (Yeh et al., 2022),
specifically the adapter. We train the model for
30 epochs with a learning rate of 10−5. We also
employ gradient accumulation steps of 4 and warm-
up steps of 10.

F.4 Engaging Question Classifier

The engaging question classifier is trained on the
questions from the two datasets: SQuaD (20239
questions) and MVQG (31098 questions). The
engaging question classifier is a BERT-based clas-
sifier with 110M parameters. We train the classifier
to classify the questions sampled from SQuaD as
non-engaging and those sampled from MVQG as
engaging for 10 epochs. We use the ADAM opti-
mizer with a learning rate of 10−5.

Some example questions are as follows:

• Why is that man playing billiards by himself?
(Engaging)

• How did you celebrate your last birthday
party? (Engaging)

• What document was signed in 1999? (Non-
engaging)

• What did John Milton do for world literature?
(Non-engaging)

We report the performance of the learned engag-
ing question classifier on the training (train), vali-
dation (val), and testing (test) sets in Table 14. The
accuracy evaluates if the classifier can correctly
distinguish the questions in the MVQG dataset
from those in the SQuaD dataset. The results show
that the trained engaging question classifier can
accurately distinguish the questions from the two
datasets.

train valid test

Accuracy 99.9% 98.9% 99.0%

Table 14: Performance of the Learned Engaging
Question Classifier.

G Amazon Mechanical Turk Details

G.1 Human Evaluation Details

Section 5.3 conducts human evaluation on AMT to
compare questions generated by all models, GPT-4,
and humans. For each generated question, each

worker is provided with the street address and
4 streetview images of this location. Then, the
worker is required to rate the generated question ac-
cording to 5 evaluation metrics: Engagement, Nat-
uralness, Coherence, Common Sense, and Ground-
ing. The descriptions of the metrics are as follows.

• Engagement This is an engaging question for
this set of photos. You would want to answer
or respond to this question

• Naturalness Given the pictures and location
that you are in, it is natural to ask this ques-
tion.

• Coherence This question asks something
about the description and information that
could be found in the image or relevant to
the location.

• Common Sense This question provide
enough Common Sense. The question asks
something that makes sense according to our
common sense.

• Grounding This question mentions the essen-
tial objects or information of the images, and
it is mentioned in the right direction or talking
about the location.

This AMT interface is shown in Figure 5

G.2 Collecting Human Generated Questions
In order to compare GPT-4 to humans regard-
ing the ability to produce engaging questions
from location-aware information, we crowdsource
human-generated questions from human annotators
on AMT. We use three-stage questions to collect
questions as follows.

• Question 1. Pick 1 (or more) pictures that you
want to focus on, and write down the object
(or event) that stands out the most for you.

• Question 2. Please describe the object (or
event).

• Question 3. Please write a question based on
it.

This AMT interface is shown in Figure 6. For
each LocaVQG task tuple, we require three AMT
workers to write a question, and then take the best
question from the three questions. We present some
questions produced by the workers in Table 14.



There is a big strong building around us. Do you want to try come and visit it?

Can you give me some tips to how to drive as like you?

what do you think this building is used for?

where are your coming from and which place you are going to visit?

Look at the building around us, what do you think about the building? I find it looking really sturdy

On the east side, you could see a cargo with few people around it. What do you think is inside the cargo?

Have you ever wondered what is beyond that colossal vertical gateway adorned with glass windows of elegance?
I wonder if it could it be an art gallery or perhaps a stock exchange?
It is Pittsburgh ya know, the S̈teel Cityẗhe possibilities are endless!

What do you think about Garland Avenue compared to other streets in Orlando?

Table 14: Human-Generated Questions.



You can submit in 27 seconds

Instruction

In this HIT, we will show you :

1. A sequence of 4 photos.
2. A question that you will be asked regarding these photos while driving

Please rate the quality of these questions by 1 (the worst) to 5 (the best) according to the box's instructions.

Some notes about the HIT

1. It might take some time to load alL images, please start rating only after all images have been loaded.
2. You can click on each photo to see the original image.

Imagine you are driving in a car, and these are your streetview of North - East - South - West respectively

   

You are driving in 451 West St, New York, NY 10014, USA

1. Given the location that you are in, it is natural to ask this question.

Notice the truck parked in front of the building to our north. Can anyone guess
how many trucks are operating in a city like Pittsburgh?

Rate the quality of the question by 1 (the worst) to 5 (the best) according to the above instructions.

Note: Natural questions are not about what it is seen, but rather about what is inferred given these objects in the images.

Ex: Given an image containing a gift, “Is the gift for the boy’s birthday?” is natural, while “What is the color of the gift?” is unnatural.

2. This question mentioned the essential objects of the images and it is mentioned in the right
direction.

Notice the truck parked in front of the building to our north. Can anyone guess
how many trucks are operating in a city like Pittsburgh?

Rate the quality of the question by 1 (the worst) to 5 (the best) according to the above instructions.

Note: Given a bus is in the north image, the bus is mentioned in the north.

3. This question is coherent to the description and information that could be found in the image or
relevant to the location.

Notice the truck parked in front of the building to our north. Can anyone guess
how many trucks are operating in a city like Pittsburgh?

Rate the quality of the question by 1 (the worst) to 5 (the best) according to the above instructions.

Ex: Given the description is: "Look at that bus on the north side",
“Have you ever tried that kind of transportation?” is coherent compared to “What do you think about the weather”.

4. This question provide enough Common Sense. The question ask something that make sense
according to our common sense

Notice the truck parked in front of the building to our north. Can anyone guess
how many trucks are operating in a city like Pittsburgh?

Rate the quality of the question by 1 (the worst) to 5 (the best) according to the above instructions.

5. This is an engaging question for this set of photos. You would want to answer or respond to this
question

Notice the truck parked in front of the building to our north. Can anyone guess
how many trucks are operating in a city like Pittsburgh?

Rate the quality of the question by 1 (the worst) to 5 (the best) according to the above instructions.

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

Figure 5: Human Evaluation AMT Interface.



Please answer the following 3 questions.

Instructions

In this HIT, you will see a sequence of photos of your surrounding while driving (Streetview)

The first photo is your north view, second photo is your east view, third is your south view, and fourth is your west view

Please take a look at the photo sequence carefully and answer three questions.

You can submit the HIT after 30 seconds!

This is the requirement for the third query

1. Natural Question: Natural questions are not about what is seen, but rather about what is inferred given these objects.
Prompt: given an image of a building with a large garage
Good Question Example: What do you think is inside the garage?
Bad Question Example: What is the color of the building?

2. Engaging Question: Questions that sparks conversation, or pique other interests.
Prompt: given an image with a beautiful riverside park. The images are taken from street in Pittsburgh
Use the Location information to make more engaging question!
Good Question Example: What do you think about riverside park in Pittsburgh compared to other places?
Bad Question Example: What is the name of the river?

3. Non-generic and not event-centric: Generic questions can appear in most circumstances
Bad Question Example: What is that building? What's the weather? What color is that?

Note: Please think and read the description of the box carefully before answering. If your answering time is too short, your answer may be rejected

It will take some time to load all images, please start answering only after all 4 images have been loaded.
You can click on each photo to see the original image.

Please look at this 4 images of streetview images:
Note: From left to right, North - East - South - West

   

You are viewing images from 5th Avenue + Grant, 27th St, Pittsburgh, PA 15222, USA

Q1. Pick 1 (or more) pictures that you want to focus on, and write down the object (or event) that stands out the most for you
Please write it down in the format of "Picture", "Object". Example: 4th Picture, Building

Q2. Please describe the object (or event) in 1 - 3 sentences

Q3. Please ask question based on your description in Q2
Scenario:
Imagine that you are in passengers seat, and your driver is getting tired. What kind of question you would ask to engage your driver in a conversation (to relieve his boredom)?

If you like additional good and bad question examples to refer, please click here

You can submit in 29 seconds

Figure 6: Location-aware Question Collection AMT Interface.


