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Abstract

Responsible use of authorship verification (AV)001
systems not only requires high accuracies but002
also interpretable solutions. More importantly,003
for systems to be used to make decisions004
with real-world consequences requires faithful-005
ness in a model’s prediction. Neural methods006
achieve high accuracies, but their representa-007
tions lack direct interpretability. Furthermore,008
LLM predictions cannot be explained faithfully009
– if there is an explanation given for a predic-010
tion, it doesn’t represent the reasoning process011
behind the model’s prediction. In this paper, we012
introduce residualized similarity prediction013
(RSP), a novel method of supplementing sys-014
tems using interpretable features with a neural015
network to improve their performance while016
maintaining interpretability. The key idea is to017
use the neural network to predict a similarity018
residual, i.e. the error in the similarity pre-019
dicted by the interpretable system. Our evalu-020
ation across four datasets shows that not only021
can we match the performance of state-of-the-022
art authorship verification models, but we can023
show how and to what degree the final predic-024
tion is faithful and interpretable.025

1 Introduction026

Authorship verification (AV) is a task with many027

critical applications such as plagiarism detection,028

forensic linguistics, and literary analysis. In these029

authorship verification applications, the value of a030

model lies not only in its prediction accuracy but031

also in its ability to explain the basis for its pre-032

diction. It is in the nature of these applications033

that the users require interpretable solutions, ones034

where the representations used by the system for035

verification are simple aggregates of relevant in-036

dicators that are used by practitioners and readily037

understood by stakeholders. Furthermore, it is im-038

portant that these representations can be verified039

objectively against the texts that are being investi-040

gated. For example, a forensic linguist may rely041

on linguistic indicators to justify authorship veri- 042

fication. In these cases, it is understood that there 043

is a guaranteed assumption of faithfulness; these 044

linguistic indicators accurately explain the model’s 045

prediction (Lyu et al., 2024). Furthermore, the 046

forensic linguist needs to be able to explain how 047

their linguistic indicators were derived from the 048

texts, so that others can agree that they are in fact 049

present in the texts and can be used to argue for or 050

against common authorship. 051

As with many NLP tasks, representations de- 052

rived from neural language models often achieve 053

better verification performance than interpretable 054

representations do (Devlin, 2018; Vaswani, 2017). 055

However, neural representations have major lim- 056

itations in many critical domains because they are 057

not directly interpretable. When attempts are made 058

to interpret predictions such as in Alshomary et al. 059

(2024), the explanations for a model’s predictions 060

are not guaranteed to be faithful to how the predic- 061

tion was made. In this paper, we ask how one can 062

combine the relative strengths of the two methods: 063

the interpretability and faithfulness of linguistic 064

representations and the high performance of neural 065

models. 066

As the main contribution of the paper, we in- 067

troduce residualized similarity prediction (RSP), 068

which uses the idea of estimating the residual of 069

a predictor i.e., the error in a model’s prediction. 070

Suppose we start with an interpretable system as 071

the initial similarity estimator. We can then train 072

a neural model as a residual predictor, which pre- 073

dicts the error or correction to the interpretable 074

system’s similarity score. The final prediction is a 075

simple sum of the the interpretable model’s simi- 076

larity score and the predicted residual, i.e., a simi- 077

larity adjustment made by the neural model. This 078

combined system can achieve the trade-off we de- 079

sire: (i) when the interpretable model is likely to 080

be correct, the residual should be low, providing 081

interpretability and faithfulness while remaining 082
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accurate, and (ii) when the interpretable model is083

likely to be incorrect, the residual should provide084

the necessary correction, improving accuracy but085

reducing interpretability to a degree proportional to086

the error. This approach is inspired by the residual-087

ized control approach (Zamani et al., 2018), which088

trains a residual model for a regression problem,089

combining numerous linguistic features with a few090

interpretable health-relevant attributes to predict091

community health indicators. We describe our ap-092

proach in detail in Section 3.093

We use Gram2vec (Zeng et al., 2024) as our inter-094

pretable feature system, which records normalized095

frequencies of morphological and syntactic features096

for input texts. We evaluate our RSP approach by097

combining Gram2vec with a state-of-the-art AV098

neural model, LUAR (Rivera-Soto et al., 2021),099

finding that RSP can match the performance of us-100

ing LUAR alone, while introducing interpretability101

and faithfulness (Sections 5 and 6). We make a dis-102

tinction between two aspects of faithfulness. First,103

our system’s prediction can be explained directly104

using the underlying features in Gram2vec. Sec-105

ond, these features are directly measurable within106

a text, i.e. we can explain exactly why a feature107

in a given text has a certain value. We perform a108

case study on how our system retains interpretabil-109

ity, measured by an interpretability confidence (IC)110

metric, which indicates the extent to which the in-111

terpretable system is used for a given input. Details112

of this are in Section 6.113

2 Related Work114

Authorship verification, authorship attribution, and115

authorship profiling are all part of authorship anal-116

ysis which has been explored through a wide range117

of approaches (see surveys El and Kassou (2014);118

Misini et al. (2022)).119

Interpretable Methods Previous stylometric ap-120

proaches (Stamatatos, 2016) often make use of121

readily interpretable features to train classifiers.122

Some examples include lexical features such as123

vocabulary, lexical patterns (Mendenhall, 1887;124

van Halteren, 2004), syntactic rules (Varela et al.,125

2016), and others.126

Neural Models Authorship verification has ben-127

efited from models built upon RNNs Gupta et al.128

(2019), CNNs (Hossain et al., 2021), BERT-like129

architectures (Manolache et al., 2021), and Long-130

formers (Ordoñez et al., 2020; Nguyen et al., 2023).131

More recently, sentence-transformer based models132

(Wegmann et al., 2022; Rivera-Soto et al., 2021) 133

have obtained state-of-the-art performance for AV 134

tasks. As we are interested in improving the per- 135

formance interpretable authorship verification, we 136

focus on these SOTA AV models. In particular, we 137

focus on LUAR (Rivera-Soto et al., 2021). 138

Our work uses residual error analysis to 139

combine interpretability and neural models’ high 140

performance for authorship verification. Similar 141

residual approaches have been used previously 142

for improving performance in health outcome 143

prediction, by combining lexical and health- 144

relevant attributes (Zamani et al., 2018), and in a 145

recent work that combines statistical and neural 146

methods for machine translation (Benko et al., 147

2024). Other works have focused on generating 148

explanations, often layering other mechanisms on 149

top of interpretable input features (Boenninghoff 150

et al., 2019; Setzu et al., 2024; Theophilo et al., 151

2022) or doing a post-hoc evaluation on a latent, 152

non-interpretable space (Alshomary et al., 2024). 153

Some recent work also explores prompting large 154

language models to derive interpretable stylometric 155

features for authorship analysis (Hung et al., 2023; 156

Patel et al., 2023). However, these features are 157

not measurable in a text as the approaches rely on 158

LLMs to generate the features, and the generations 159

do not represent the reasoning process behind 160

attributing a set of features to a text. 161

3 Residualized Similarity Prediction 162

The key idea in residualized similarity predic- 163

tion (RSP) is to train a neural model to predict the 164

residual similarity, i.e., the difference between the 165

cosine similarity obtained from the interpretable 166

system and the ground truth. Per each train/dev/test 167

set, we first generate interpretable feature vectors 168

for each document using Gram2vec. Next, to ac- 169

count for difference in variance, the feature vectors 170

are standardized (z-scored) per feature against their 171

respective dataset. Finally, the cosine similarity is 172

calculated between pairs of vectorized documents. 173

The ground truth label is 1 for a pair of documents 174

written by the same author and -1 otherwise. RSP 175

is trained to predict y − sim(f(d1), f(d2)), where 176

y is the gold label, sim represents the cosine sim- 177

ilarity between the pair of vectorized documents, 178

d1 and d2 are the two documents, and f is the 179

Gram2vec vector function. We will call this the 180

ground truth residual. 181

Figure 1 illustrates the specifics of training the 182
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RSP model. The process of training RSP begins183

with pairs of documents. These are vectorized184

both by the interpretable system and by the neural185

model we are fine-tuning, giving us four embed-186

dings. Next, an attention layer is placed over all187

four embedding, in order for RSP to learn how188

much to weigh the interpretable features and the189

neural embeddings when making the residual pre-190

diction. Note that this step is only for the train-191

ing, and interpretability remains simple for the192

Gram2vec features during inference.193

We experimented with some alternatives: earlier194

attempts included passing only the neural embed-195

dings into the regression head as well as directly196

appending the interpretable feature vectors to the197

neural embeddings before passing into the regres-198

sion head to predict the residual. The former was199

done to try to capture the power of sequence classi-200

fication using RoBERTa (Liu, 2019), and the latter201

was the first attempt to incorporate signal directly202

from the interpretable system into the training of203

RSP. However, neither approach was able to match204

the performance of the contrastive-loss fine-tuned205

neural model, LUAR, detailed in section 3.1.206

Our evaluation tests how the residualized sim-207

ilarity prediction method fares against the per-208

formance of the two methods it combines: a sys-209

tem using only interpretable features, and a neu-210

ral model fine-tuned on the target datasets. For211

the neural model baseline, the neural model on212

each dataset using a contrastive learning objective213

(Khosla et al., 2020). We evaluate the systems’214

performance based on the receiver-operating char-215

acteristic area under curve (AUC), as it is a way to216

measure performance of models that is threshold217

independent.218

3.1 Methods219

Gram2vec System: We use Gram2vec to derive220

interpretable feature vectors from texts. These vec-221

tors comprise z-scored relative frequencies of vari-222

ous grammatical features of documents. These vec-223

tors are standardized against their respective corpus,224

e.g., Reddit vectors get standardized against all the225

other vectors in the Reddit dataset, Amazon vec-226

tors get standardized against all the other vectors227

in the Amazon dataset, and so on. Table 1 shows228

each feature type and its respective count. The only229

difference between the Russian and English ver-230

sions are the types of syntactic constructions that231

are being searched for. Note that Gram2vec does232

not use open-class lexical features, and therefore233

Figure 1: Residualized Similarity Architecture. To
incorporate signal from the interpretable feature vectors,
we add an attention layer over both the interpretable
feature vectors as well as the neural embeddings from
the model we’re fine-tuning. Boxes colored in green
indicate that they’re updated during training.

does not model content at all. 234

Feature type Count
Punctuation marks 19
Emojis 10
POS Unigrams 18
POS Bigrams 324
Morphology tags 46
Dependency labels 45
Syntactic Constructions 10
Function words 145

Table 1: Counts of different Gram2vec feature cate-
gories.

We then compute cosine similarity between the 235

two vectors. If the cosine similarity exceeds a spe- 236

cific threshold (set to 0.5 for analysis in Section 237

7), we label the input pair as being from the “same 238

author”; otherwise, we label them as being “from 239

different authors”. 240

Contrastive-loss Fine-tuned Neural Model: We 241

focus on LUAR and LUAR-RU, used for English 242

and Russian text respectively. We choose LUAR 243

as it is state-of-the-art in the task of authorship 244

verification (Rivera-Soto et al., 2021), and we 245

also use the Russian version to demonstrate 246

effectiveness across multiple languages. We 247

fine-tune these models in a Siamese network using 248

a contrastive loss function as the training objective. 249
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This approach is similar to SBERT (Reimers and250

Gurevych, 2019), but we use the architecture to251

learn document-level, as opposed to sentence-level,252

semantic embeddings.253

Residualized Similarity Prediction: We fine-tune254

LUAR and LUAR-RU with an attention layer over255

the interpretable as well as the neural embeddings,256

with the labels being the ground truth residuals257

from the training set using Gram2vec similarities.258

The training process is as follows.259

Definitions:260

• Let d1, d2 = document 1, document 2261

• Let y = gold label (1 if same author, -1 if262

different author)263

• Let f = Gram2vec vectorizer264

• Let sim = cosine similarity function265

• Let y − sim(f(d1), f(d2))266

= the ground truth residual267

• Let res_pred = predicted residual268

• Then final_score269

= (sim(f(d1), f(d2)) + res_pred)270

• Let t = threshold for cosine similarity, set to271

0.5272

Training Process:273

• For each document pair i in the training batch:274

– Obtain res_pred275

– Calculate MSE Loss:276
1
n

∑n
i=1(res_predi − res_actuali)2277

– Update model parameters to minimize278

MSE279

Inference:280

• For a new document pair:281

– If final_score > t: Predict same author282

– Otherwise: Predict different author283

Training Details: All neural models and RSP284

are trained using LoRA (Hu et al., 2021), which285

reduces the number of trainable parameters and286

memory requirements. We observe that using287

LoRA also yields better performance overall288

for all models as compared to a full fine-tuning.289

For evaluation of system performance, we use290

receiver-operating curve area under curve (AUC),291

which doesn’t require tuning of a threshold.292

Additional training details are in Appendix A.293

4 Data294

We train and evaluate our residualized similarity295

prediction system on four datasets covering di-296

verse genres. We choose the first three as they are297

the datasets used by Rivera-Soto et al. (2021) from298

the original training of LUAR, and we include the299

Russian dataset Pikabu to evaluate our method on 300

another language as we had access to a Russian 301

version of LUAR. 302

In order to train both RSP and the contrastive- 303

loss fine-tuned baseline, we require the data to be 304

in a paired format: {Document 1, Document 2, 305

Same/Different label}. The full details of training 306

RSP are provided in section 3. For the contrastive- 307

loss fine-tuned baseline, the aim is to push pairs 308

of documents by the same author together, and to 309

push pairs of documents by different authors apart. 310

Reddit Comments We use a dataset of Reddit com- 311

ments from 100 active subreddits created by Con- 312

voKit (Chang et al., 2020). We use a version prepro- 313

cessed by (Wegmann et al., 2022), as it has invalid 314

comments, with invalid comments, comments con- 315

taining only some sort of white space or deleted 316

comments, removed and is split into train, develop- 317

ment, and test sets with non-overlapping authors. 318

We create pairs of comments, label them for author 319

verification, and use the same split of comments as 320

they do. Reddit comments can be naturally very 321

short, so we further filter the comment pairs and 322

keep only comments longer than 20 words. 323

Amazon Reviews From the Amazon review dataset 324

(Ni et al., 2019), we take reviews from three cate- 325

gories: Office Products; Patio, Lawn and Garden; 326

and Video games. We use a reduced dataset where 327

all items and users have at least 5 reviews, and 328

we keep authors with at least two reviews of 20 329

or more words. The validation set is split from 330

the training set by taking stories from 1/6 of the 331

authors. Then, we sample same author pairs by ran- 332

domly choosing an author and two texts written by 333

them. For different author pairs, two authors and 334

one text from each author are randomly chosen. 335

Fanfiction Stories The fanfiction dataset contains 336

75,806 stories from 52,601 authors in the training 337

set and 20,695 stories from 14,311 authors in the 338

evaluation set. We use the pre-processing script 339

from LUAR (Rivera-Soto et al., 2021) to split each 340

story into paragraphs since fanfictions can be very 341

long. The process of sampling pairs of reviews is 342

the same as in the Amazon dataset. 343

Pikabu comments We start with the Pikabu dataset 344

from Ilya Gusev (2024) available on HuggingFace. 345

We drop documents with fewer than 100 charac- 346

ters, and authors with fewer than two documents; 347

we then anonymize the data, redacting credit card 348

numbers, IP addresses, names, and phone numbers. 349

For all four datasets, we use 50K, 10K, and 10K 350

pairs for the training, validation, and test sets re- 351
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(a) (b)

(c) (d)

Figure 2: ROC AUC Curves for Gram2vec, LUAR, and RSP on the (a) Reddit, (b) Amazon, (c) Fanfiction, and (d)
Pikabu datasets. We observe performance increases comparing RSP to Gram2vec that range from 11 points on
Pikabu to 25 points on Amazon. Notably, RSP also sees a 2 point increase in performance from LUAR on Pikabu.

spectively. The ratio of same to different author352

pairs is 1:1.353

5 Results354

Metrics: We evaluate RSP against both Gram2vec355

and neural models on the receiver-operating356

curve area-under-curve (AUC), which represents a357

model’s performance across all thresholds. It is cal-358

culated by calculating the true positive rate (TPR)359

and false positive rate (FPR) at every threshold,360

and graphing TPR over FPR. We use AUC as it is361

threshold-independent and the data we use is bal-362

anced, providing a direct comparison of the various363

systems. RSP is able to match or just nearly match364

the performance of LUAR and LUAR-RU on all365

four datasets, with even a slight increase in the Pik-366

abu dataset. However, we observe a big increase in367

performance compared to using Gram2vec alone,368

with the biggest improvement being an increase of369

25 points on the Amazon dataset. We present the 370

AUC curves of the three methods we evaluate on 371

all four datasets in Figure 2. 372

Summary of Results: By using AUC as our met- 373

ric, we show that system performance for RSP and 374

LUAR are nearly identical for each dataset, with 375

a slight decrease for Reddit, and a slight increase 376

for Pikabu. Gram2vec alone performs consistently 377

lower than both systems, but still above the ran- 378

dom baseline. In this section, we show our first 379

claim that RSP is able to match the performance 380

of the state-of-the-art LUAR. In the next, we show 381

that RSP retains a portion of interpretability that 382

Gram2vec offers and quantify the interpretability. 383

6 Analysis of Interpretability 384

We have shown that residualized similarity pre- 385

diction is a hybrid system that uses a neural model 386

to correct the error in prediction made by an inter- 387
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Example Pair 1: Different Author
Document 1:
Whirling like a scythe, the saber sliced her upper torso, putting an end to the vengeful Sith.
Dropping to her knees again, Jameh crawled to her fallen Master, cradling him in her arms. A new
darkness grew in her heart now, one like a cold, lonely mist. Her Master was dying. Just then,
footsteps came down the cave passage and Pilae, Obi-Wan, and Anakin entered the grotto just in
time to be too late. They stood nearby, dismayed at the sight that met their eyes: a dismembered
former Senator, a shorn and wounded Padawan, and a Jedi Master on the verge of death. " Master,
please, you can"t leave me. I need you; I"m not ready!"

Document 2:
As the Clan speculated why the rats weren"t attacking, Redfur walked through the camp entrance
tentatively, leaving Sootcloud and Brightnose at their original position at one side of the entrance.
He scanned the field beyond and was dumbfounded when he didn"t see any rats. As he walked
further out with more confidence, he tasted the air and searched for their distinctive scent. Suddenly,
with a loud squeak, several of the rats surged forward out of nowhere, or so Redfur thought, and
attacked him. He yowled in surprise as some of the rats managed to climb up his leg and cling to
his red brown fur, leaving scratches and bites along the way. He pelted back through the entrance
and into the clearing. The Clan had been alerted by Redfur"s yowl of surprise, so they had stopped
chatting and lowered their bodies into a crouch, getting ready for the rats. But when they saw the
four rats clinging to Redfur"s fur, they hissed in astonishment at the size of them.

Gram2vec Cosine Similarity: 0.09, RSP Predicted Residual: 0.29, Final Score: 0.38
Interpretability Confidence: 0.72 Flipped: False

Example Pair 2: Same Author
Document 1:
GET UP! School time!" Sora called from the door. " I"m up!" he hollered back before throwing
the cover"s off him. It"s been a week. A week since Roxas started hearing that voice. Throughout
that time he had figured out that it was connected to the mirror he had gotten at the same time. "

Document 2:
It was passed down through generations to keep him in the glass." At this he closed the book and
plopped on the bed. " What about the rhyme?" Demyx stroked his chin in a pondering position. "
It was created to scare children from letting him out. Though the ending part. "" A curse to never
be free of. Until this demon admits love" Is exactly what it says.

Gram2vec Cosine Similarity: 0.20, RSP Predicted Residual: 0.82, Final Score: 1.02
Interpretability Confidence: 0.18 Flipped: True

Figure 3: Example Pairs for Case Study. Pair 1 is by two different authors, and Pair 2 is by the same author.

pretable system. In doing so, we can match the388

performance of a solely neural system, while re-389

taining interpretability. In this section we discuss390

how to quantify the amount of interpretability a391

specific result retains. We introduce the notion of392

“interpretability confidence”(INTCONF), which is a393

way to measure how interpretable a particular pre-394

diction of RSP is. We define INTCONF to have two395

parts, a score, defined as 1 − |predicted residual|, 396

and an indicator of whether or not the label was 397

flipped by the predicted residual (1 if flipped, 0 if 398

not). The label is considered flipped if the cosine 399

similarity prediction using Gram2vec is on one side 400

of the cosine similarity threshold (different author 401

if below, and same author if above), and adding the 402

predicted residual from RSP causes the final score 403
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to be on the other side of the threshold. We provide404

an example of this in Section 7.2. Note that we405

can calculate the INTCONF for any specific pair of406

documents after running RSP.407

We emphasize that even in cases where the pre-408

diction is flipped after using RSP we can still make409

use of the underlying interpretable system. We410

show in section 7 that when the prediction was411

changed, the underlying interpretable system can412

help explain why a prediction was made.413

7 Case Study of Two Pairs of Documents414

We present two cases to illustrate how RSP can415

give a user insight while performing a specific au-416

thorship verification task. We present two pairs of417

texts, one of which is indeed from the same author,418

and one of which is not. We set a threshold of 0.5,419

as a natural midpoint from 0 to 1, suggesting that420

documents need to be more similar than dissimilar421

to be considered by the same author. We show how422

our approach can tell the user which Gram2vec fea-423

tures were used in the determination, and to what424

extent they determined the confidence of the predic-425

tion. Since Gram2vec contains over 600 features,426

we define a criterion to select features to present427

to the user, depending on whether a pair of docu-428

ments are predicted to be by the same or different429

authors. When a pair of documents is predicted to430

be written by the same author, we want to maximize431

the absolute values of the feature values (features432

that distinguish these documents from the large433

set of background documents) while making sure434

the values are similar for both documents. When435

a pair of documents is predicted to be written by436

different authors, we simply find the largest magni-437

tudes of differences in the feature values. Thus, for438

identifying features for same author pairs, we use439

the following metrics for ordering features, where440

val_1 represents the feature’s score for document441

1, and val_2 represents the feature’s score for doc-442

ument 2.: |val_1|+ |val_2|−|val_1−val_2|. For443

ordering features using different author pairs, we444

use |val_1 − val_2|. We then choose the top n445

features; in the examples below, we use n = 10.446

7.1 Example 1: Different Author Pair447

Looking at the first example in Figure 3, based on448

a threshold of 0.5, we observe that both Gram2vec449

and RSP predict that these two documents are writ-450

ten by different authors: the gold label for different451

authors is -1, and we see that in this case, both452

Gram2vec at 0.09 and RSP at 0.38 agree, indicat- 453

ing that the label is not flipped. Below, in Table 2, 454

we show the top 10 features and their values that 455

were identified using the different author pair met- 456

ric: |val_1 − val_2|. We calculate this score for 457

every feature in document 1 and document 2, and 458

sort in descending order the top 10 features. These 459

represent the 10 most differing features in the pair 460

of documents. Looking at the features, we first 461

note several function words which can be found 462

in document 2 but not in document 1; for exam- 463

ple, document 2 uses when twice in a fairly short 464

text, while document 1 does not use it at all. In con- 465

trast, document 1 uses several part-of-speech (POS) 466

bigrams far more frequently than the background 467

corpus, while document 2’s distribution of POS 468

bigrams is more standard. A striking example is 469

the bigram adjective-proper noun, which is unusual 470

in general but very frequent in document 1 (venge- 471

ful Sith, fallen Master, former Senator, wounded 472

Padawan). Finally, we note the high frequency of 473

the indefinite article in document 1: a scythe, a 474

new darkness, a cold, lonely mist, a dismembered 475

former senator, a shorn and wounded Padawan, 476

a Jedi Master. These indefinite noun phrases pro- 477

vide a sense of change (indefinites introduce new 478

discourse objects); in the case of the last three, the 479

author takes on the perspective of three characters. 480

Document 2, in contrast, has few indefinites and the 481

narration centers on entities known to the readers 482

and the characters in the story. 483

Feature Score Doc 1 Doc 2

func_words:further 5.4 -0.1 5.3
pos_bigrams:ADJ PROPN 4.1 3.8 -0.3
pos_bigrams:PUNCT DET 3.8 3.4 -0.4
func_words:through 3.6 -0.3 3.3
pos_bigrams:PART ADJ 3.3 3.1 -0.2
func_words:they 2.9 -0.4 2.5
pos_bigrams:PROPN PUNCT 2.9 2.1 -0.8
morph_tags:Definite=Ind 2.8 2.4 -0.4
pos_bigrams:PUNCT NUM 2.6 2.5 -0.1
func_words:when 2.6 -0.4 2.2

Table 2: Feature scores comparison between Example 1
document pair by different authors.

7.2 Example 2: Same Author Pair 484

In this case, based on a threshold of 0.5, we ob- 485

serve that Gram2vec predicts that the two docu- 486

ments are written by different authors, and RSP 487

predict that these two documents are written by the 488

same author. The gold label for the same author 489

is 1, and we see that Gram2vec gets the predic- 490
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tion wrong. However, RSP predicts the similarity491

residual and the final score is right at the gold label492

for the same author. Even though the label was493

flipped from Gram2vec to RSP in this case, we494

observe that there are still a good number of fea-495

tures that are similar between the two documents496

which we can use in explanation, since they in fact497

contributed to the final prediction. When identi-498

fying similar features in two documents, we use499

the metric |val_1|+ |val_2|− |val_1−val_2| and500

take the top 10 features in descending order, shown501

in Table 3. Thus, these are features which occur502

in both documents either much more or much less503

frequently than on average across a background504

corpus. One example is the bigram preposition-505

punctuation. In both texts, we find examples: UP!,506

up! (in document 1), out., of. (in document 2). A507

preposition at the end of a clause is often discour-508

aged in formal written English. The two documents509

also use passive voice clauses more frequently than510

on average (passive voice is generally rare in writ-511

ten English): it was connected (document 1), it512

was passed down, it was created (document 2).513

The two documents share a negative value for the514

punctuation mark comma. Indeed, neither text con-515

tains a comma, which in general is a very common516

punctuation mark.517

Feature Score Doc 1 Doc 2

pos_bigrams:PREP PUNCT 6.1 4.1 3.0
passive sentence 5.4 2.7 4.6
dep_labels:nsubjpass 4.4 2.2 3.8
pos_bigrams:PREP VERB 4.3 2.9 2.1
dep_labels:auxpass 3.7 1.8 3.3
func_words:from 3.5 2.3 1.8
punctuation:, 3.4 -1.7 -1.7
morph_tags:PunctType=Comm 3.3 -1.6 -1.6
pos_bigrams:DET NOUN 3.2 2.5 1.6
func_words:the 2.9 1.5 1.5

Table 3: Feature scores comparison between Example 2
document pair by the same author.

We note that this paper does not propose an end-518

to-end explainable system. Instead, we have shown519

how our RSP system can identify measurable fea-520

tures which it actually used in determining its find-521

ing (faithfulness), and it can quantify to what ex-522

tent these features explain why the system came523

to its result. An explainable system built on top524

of our system would require in addition two types525

of decisions: how do we choose how many and526

which features to present to the user, and exactly527

how should the interface look? These are, at base,528

human-computer interface (HCI) issues: explana-529

tions are always for a particular type of user, and 530

need to be tailored to that user. If, for example, 531

our target audience is forensic linguists, then we 532

can assume that they know the meaning of linguis- 533

tic features and are willing to get to know a more 534

complex interface (which, for example, may allow 535

them to drill down, or to include or exclude certain 536

types of linguistic features). If on the other hand 537

the target audience is crowdsourced workers (be- 538

cause we are doing an evaluation for a paper for 539

a submission to an NLP conference, for example), 540

then of course we cannot assume the users will 541

know the meaning of our features, nor that they 542

will take the time to get to know the capabilities of 543

a more complex interface. We leave this HCI work 544

to a future publication. 545

8 Conclusion 546

We introduce residualized similarity prediction, 547

a method of improving the performance of an inter- 548

pretable feature set by training a language model 549

to predict the residual, or difference, between the 550

similarity output from an interpretable system and 551

the ground truth. Using residualized similarity 552

prediction, we are able to achieve state-of-the-art 553

performance while maintaining a degree of inter- 554

pretability. 555

To measure interpretability, we introduce the in- 556

terpretability confidence, a measure of how inter- 557

pretable a prediction from our system is. We then 558

do a case study to observe how using RSP, we are 559

able to correct a prediction that was initially incor- 560

rect from an interpretable system. In both the case 561

where the prediction was corrected and the case 562

where the prediction from the interpretable system 563

and RSP agreed, we show that there is meaningful 564

interpretability in the features. 565

We believe this approach to be a promising di- 566

rection for developing more interpretable and effec- 567

tive NLP systems, bridging the gap between neural 568

methods and interpretable linguistic features while 569

allowing for faithfully explainable systems. 570

Limitations 571

We present preliminary results on residualized sim- 572

ilarity prediction (RSP), a novel method of sup- 573

plementing systems using interpretable linguistic 574

features with a neural network to improve their 575

performance while maintaining interpretability. In 576

order to get these results, we use a relatively small 577

subset of data from the original datasets we chose. 578
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While we choose a variety of datasets, our experi-579

ments are by no means conclusive.580

The goal of this work is to improve performance581

while maintaining interpretability. With this in582

mind, we developed the interpretability confi-583

dence, a way to quantify how interpretable pre-584

dictions from RSP are. Thus, if we find that the585

majority of residual predictions in fact flip the orig-586

inal prediction or have high magnitudes, then RSP587

will have less interpretability than desired.588

Ethics Statement589

The datasets we use are publicly available and are590

anonymized. Our work improves the interpretabil-591

ity of authorship verification models, allowing for592

more transparency and easier detection of potential593

biases and errors in the model.594
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A Training Details 755

We experiment with a variety of strategies to de- 756

crease training times and GPU memory require- 757

ments. All our experiments take place on a server 758

with four 48GB A6000 GPUs. Using the following 759

strategies, our largest model, with approximately 760

360 million parameters, takes about 5 hours to train. 761

The fastest training time we observed was around 762

1 hour for our smaller models, which have approx- 763

imately 150 million parameters. We optimize the 764

model using AdamW (Loshchilov, 2017) with a 765

learning rate of 5e-5, a standard value for fine- 766

tuning pre-trained language models. We train for a 767

maximum of 10 epochs with early stopping based 768

on validation loss to avoid overfitting. With respect 769

to hyperparameters, we manually tune them during 770

the training of RSP. We use these hyperparameters 771

in the rest of our experiments. 772

We experiment with the use of LoRA (Hu et al., 773

2021), reducing the number of trainable parameters 774

and lowering memory requirements. Somewhat 775

surprisingly, in our initial experiments fine-tuning 776

RoBERTa for binary classification and for our resid- 777

ual prediction model, performance without LoRA 778

was far lower than performance using LoRA. We 779

hypothesize that LoRA could be acting as a reg- 780

ularizer in this case. We use this to inform our 781

decision of using LoRA in all other experiments in 782

this paper. 783

Neural Model Contrastive Loss Fine-Tuned 784

Baseline We fine-tune the previously chosen neural 785

models in a Siamese network using a contrastive 786

loss function as our training objective. The ar- 787

chitecture for this was heavily inspired by SBERT 788

(Reimers and Gurevych, 2019). We replace SBERT 789

with LUAR or LUAR-RU, and use the pooler out- 790

put to obtain the embedding for the documents. 791
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Residualized Similarity Prediction Details As792

RSP is a regression model, we use mean-squared793

error loss as our training object, and train over 10794

epochs. We utilize early stopping to avoid over-795

fitting. We add a regression head with multiple796

dense layers using ReLU activations and dropout797

for regularization. We then ensure the output is798

between -1 and 1 by using a tanh activation.799
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