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ABSTRACT

Masked diffusion models (MDMs) have recently emerged as a promising alterna-
tive to autoregressive models over discrete domains. MDMs generate sequences in
an any-order, parallel fashion, enabling fast inference and strong performance on
non-causal tasks. However, a crucial limitation is that they do not support token in-
sertions and are thus limited to fixed-length generations. To this end, we introduce
Flexible Masked Diffusion Models (FlexMDMs), a discrete diffusion paradigm
that simultaneously can model sequences of flexible length while provably re-
taining MDMSs’ flexibility of any-order inference. Grounded in an extension of
the stochastic interpolant framework, FlexMDMs generate sequences by inserting
mask tokens and unmasking them. Empirically, we show that FlexMDMs match
MDMs in perplexity while modeling length statistics with much higher fidelity.
On a synthetic maze planning task, they achieve ~ 60% higher success rate than
MDM baselines. Finally, we show pretrained MDMs can easily be retrofitted into
FlexMDMs: on 16 H100s, it takes only three days to fine-tune LLaDA-8B into a
FlexMDM, achieving superior performance on math (GSM8K, 58%—67%) and
code infilling performance (52%—65%).

1 INTRODUCTION

While diffusion models (Ho et al.| 20205 Song et al., 2020; Sohl-Dickstein et al.| |2015) are now the
leading paradigm for generative modeling in continuous domains, recent work has begun to expand
their scope to discrete spaces. The prevailing approach, Masked Diffusion Models (MDMs) (Shi
et al., 2024} Sahoo et al., 2024} |Gat et al.|[2024), generates sentences in a non-left-to-right, any-order
fashion. Compared to autoregressive models, this any-order generation ability yields substantially
faster inference and strong downstream performance on non-casual tasks such as planning (Ye et al.,
2024), code Nie et al.|(2025)); [Ye et al.|(2025), and reasoning (Nie et al., 2024)).

Despite these successes, current MDMs cannot (1) model distributions supported on sequences of
variable length and (2) insert new tokens during generation (Figure[I] left). Both capabilities are
natural desiderata for generative models over discrete domains. We therefore ask: Can we model
variable-length data while preserving MDMs’ any-order generation power?

We answer in the affirmative by proposing the Flexible Masked Diffusion Model (FlexMDM).
FlexMDMs start from an empty string and gradually insert mask tokens and then unmask them
(Figure [1] right). Beyond learning the usual unmasking posterior—the distribution of a clean to-
ken at masked positions—we introduce an insertion expectation: the expected number of tokens
to insert conditioned on the current sequence. Crucially, we show that FlexMDM is theoretically
grounded (i.e., under perfect training, it samples from the true data distribution) and retains the any-
order sampling property of MDMs, thereby directly addressing the question above. Empirically, we
demonstrate that FlexMDM offers significant new upgrades to the MDM paradigm,

* A FlexMDM pretrained on OpenWebText is able to model the length distribution with substan-
tially higher fidelity while matching the perplexity of an MDM counterpart.

* On planning tasks, FlexMDM achieves markedly better results, beating the success rate of MDMs
by nearly 60% on a natural synthetic baseline.

e MDMs can be retrofitted into FlexMDMs at 8B+ scale: We fine-tune LLaDA-8B (Nie et al.,[2025)),
an open-source MDM, into a FlexMDM using only 16 H100s for three days. The model transfers
cleanly from its MDM initialization and, with its newly acquired variable-length capability, attains
notably better performance on GSM8K (58%—67%) and Code infilling (52%—65-%).
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Figure 1: Flexible Masked Diffusion Model (FlexMDM) addresses MDMs’ inability to handle
variable-length sequences and token insertion while preserving any-order generation power. At
each step, FlexMDM performs insertion and unmasking by predicting the expected number of
mask tokens to insert (gy) and the posterior over clean tokens ( fy), respectively.

Theoretically, our construction relies on the machinery of continuous-time Markov chains (CTMCs)
and in particular introduces the new notion of a joint interpolant, a novel extension of stochastic
interpolants (Albergo & Vanden-Eijnden, |[2022; |Albergo et al., 2023b; |Lipman et al.,|2022)). Recent
work (Zheng et al.}|2024; |Ou et al.l[2024) established an equivalence between MDMs and any-order
language models—obviating the need for CTMCs. In contrast, we prove that FlexMDMs also possess
the flexibility of any-order generation, yet the continuous-time perspective is absolutely essential for
them to accurately model the length distribution. Accordingly, we re-derive the connections between
MDMs and stochastic interpolants and use them to ground the design of FlexMDMs.

Roadmap. We begin in Section [2 with a broadly accessible review of CTMCs and the connection
between MDMs and discrete flow matching. Building on this, Section [3] derives the FlexMDM
training objective, and Section []introduces our inference procedures. Section [3]presents our exper-
imental results.

Concurrent work. Concurrent works (Wu et al., 2025b; Havasi et al., [2025) attempt to tackle the
same problem. Wu et al.| (2025b) introduces an auxiliary expand token in training and heuristically
replaces each expand token with two mask tokens at inference. [Havasi et al.| (2025)), also based on
the discrete flow matching framework, shares a similar theoretical grounding as our result. The main
differences lie in our particular choice of interpolant that leads to the development of an any-order
sampling algorithm. For clarity, we provide a detailed comparison in Appendix [Al

2  PRELIMINARIES: CONTINUOUS-TIME MARKOV CHAINS AND MASKED
DIFFUSIONS

In what follows, we provide an overview of continuous-time Markov chains (CTMCs), their role in
defining discrete diffusion models, and link them to the MDM framework. As we mentioned in the
introduction, this theme is essential to defining FlexMDMs in Section

Transport with continuous-time Markov Chains. Given a target distribution p; over sequences
with a finite vocabulary set (e.g., text), our aim is to learn to transport samples from a reference dis-
tribution pg through a continuum of distributions {pt}te[m] such that p,—1 = p;. This type of trans-
port can be realized by a continuous-time Markov chain, which is a stochastic process { Xt }+¢0,1]
with X ~ po governed by a time-dependent transition rate matrix { (-, ) }+e[0,1] satisfying

Rt(CU,fL') :—ZRt(%y)7 Rt(may) 207 x#y (1)
yFx
Intuitively, the rate matrix determines the infinitesimal likelihood that X, transitions to any other

state y via
HD(‘Xt+h = y|Xt = JJ) = 1{$:y} =+ th(l‘, y) + O(h) ) 2



Under review as a conference paper at ICLR 2026

where we denote the conditional probability measure P(-| X; = x) of a new state given the present
one. Here o(h) is a remainder term that vanishes faster than i as h — 0. In generative modeling for
these discrete distributions, our aims are to (a) specify a path of marginal distributions {p: }+¢(0,1]
connecting pg to p; and (b) learn the associated R, such that these marginals collectively satisfy the
Kolmogorov forward equation:

Oipi(x) =Y pi(W)Re(y,®)  pi=o = po. 3)
Yy

This ensures that at time ¢ = 1, the evolution specified by results in a sample from the target
distribution p;. The rate matrices defined in this paper are sparse; therefore, we assume that the
unspecified entries are 0 and the diagonal entries are defined through Equation (T)).

2.1 MASKED DIFFUSION MODELS

We briefly review MDMs (Sahoo et al., [2024; |Shi et al., |2024) and discrete flow matching with
the masked construction (Gat et al., 2024), through the lens of stochastic interpolants. The target
distribution p; assigns probability to length L sequences. The base distribution py employed by these
models is the point mass distribution at the fully masked length-L sequence (m, ..., m), where m
is an auxiliary mask token.

To define the intermediate {p; };¢[o,1) that bridges the base and the target, we make use of a stochas-
tic interpolant {z; }¢¢[o,1» a collection of random variables whose marginal distribution defines the
continuum {pt}te[o,u, i.e., x; ~ p;. Although the previous notion of stochastic interpolant (Albergo
et al.l 2023b) is defined in a continuous space, it naturally extends to a discrete space, and we defer

a formal exposition to Appendix [C]
MDM Interpolant

=11

Design of distribution path. The stochastic inter-
polant relies on a smooth and monotone unmasking
schedule oy : [0,1] — [0, 1] with boundary condi-
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Figure 2: To draw a sample xz;, one can

This process is illustrated in Figure [2| Hence, each
clean token stays masked with probability 1 —ay in a
coordinate-independent fashion, defining p; (- | z1).

equivalently sample the clean sequence x1 ~
p1, draw unmasking times, and then accord-
ingly unmask or mask each coordinate’s to-

We then write p; by marginalizing over x1 ~ p;. ken.

MDM training. We now derive the MDM rate matrix that induces a CTMC whose marginals
coincide with {p; };c[0,1] and how it is learned in practice. The central object is the unmasking pos-

terior: the posterior on the clean token x% for masked index i given r; = x and time step ¢, i.e.,
P(z% = v|r; = x). We model this posterior with a neural network fp(z,t) € (A(X))™, where
A(X) denotes a simplex of probability distributions over the vocabulary 3.

For every position where x' = m, the network aims to predict fa(z,t)[i,v] ~ P(z} = v|z; = x),

and is trained by minimizing the following variational loss:
1 .

Lo =— / E [at

0 1-— (0773

Here, E denotes the expectation over z; ~ p; and z; ~ p¢(-|z1). The minimizer of this loss is the
ground-truth unmasking posterior, which fully determines the MDM’s rate matrix below. Precisely,
for t € [0, 1], the rate matrix at time ¢ is given by: for a partially masked sequence z € (XU {m})%,

®)

Z log fo(xe, t)[, z1]| dt. )

i opt—
i xy=m

Qi
1—Oét

Ri(x, [z’ « v]) = P(zt =v|z; =), veE 2" =m,
(S

unmasking posterior
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Figure 3: Left (FlexMDM interpolant). To draw a sample x;, one can equivalently draw a sample
r1 ~ p1, and for each token unmask, mask, or remove it according to the unmasking and insertion
times (77, T%). An auxiliary interpolant s; gives closed-form expressions for the FlexMDM rate
matrices. Right (FlexMDM Inference). Learned unmasking posterior and insertion expectation
are later used at inference.

where x[x? < v] denotes the sequence obtained from z by replacing its i-th token with v. Therefore,
once fy has learned the unmasking posterior, one can simulate the CTMC using the rate matrix in
(). The variational loss @) quantifies the sampling guarantee of this estimated CTMC. Let p¢ be
the terminal distribution of the estimated CTMC. Then, the loss function bounds the KL-divergence:

Di(p1]|p]) < Lo,

where L, is the global minimum of £. When the loss is in its infimum, the KL divergence vanishes,
resulting in the ground truth distribution.

Connections to other MDM frameworks. Connecting to prior works on MDM (Shi et al., [2024;
Sahoo et al., [2024; Campbell et al.| [2022), defining an interpolant is similar to defining a forward
process for the case of diffusion models or a probability path in the case of flow matching. The
modeled quantity is identical to the unmasking posterior across all frameworks. For inference, a
common scheme is to proceed by: at each intermediate time step, (a) selecting a subset of indices
to unmask and (b) sampling clean tokens from the learned posterior. In the infinitesimal limit, this
procedure is equivalent to simulating the CTMC of (5). Meanwhile, subsequent work [Kim et al.
(2025); Nie et al.| (2025) shows that MDMs also allow theoretically grounded any-order inference:
tokens can be unmasked in an arbitrary order without necessarily following the CTMC at (). We
will revisit this aspect in Section d]and show that our FlexMDM preserves this advantage.

3  VARIABLE LENGTH MASKED DIFFUSIONS: TRAINING

In this section, we introduce Flexible Length Masked Diffusion Model (FlexMDM): a discrete
diffusion that models a distribution p; assigning probabilities to sequences of different lengths. Fol-
lowing the MDM'’s recipe, we aim to introduce a stochastic interpolant x; whose marginal distribu-
tion defines the path {p; };c[0,1] and learn the corresponding CTMC. Everything hinges on selecting
an interpolant that is (a) easy to sample at ¢ = 0 and (b) equipped with a closed-form rate matrix
amenable to neural network training.

Challenge. Reusing the MDM interpolant is inadequate: at t = 0, the base distribution py would
consist of fully-masked sentences of variable lengths, which is impossible to sample since we do
not know the length statistics of p; in advance. On the other hand, one can consider an interpolant
constructed by masking and removing tokens from a clean sequence. However, this complicates the
rate matrix characterization—token indices shift as insertions occur. To bridge this gap, we introduce
the joint interpolant, an extension of the stochastic interpolant that augments the process with an
auxiliary variable explicitly tracking token positions. This enlarged state space allows us to construct
a broader class of rate matrices while preserving an easy-to-sample base distribution.

Design of distribution path. We now introduce our FlexMDM’s joint interpolant that allows us
to model the variable length p;. This construction relies on two smooth, monotone schedules —
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an insertion schedule a: [0,1] — [0, 1] and an unmasking schedule 8: [0,1] — [0,1], with the
boundary conditions (g, a1) = (5o, 1) = (0, 1) and time derivatives denoted by ¢, 5.

To draw x;, we first sample a clean sentence x1 ~ pi1. Independently for each coordinate i, we
draw an insertion time 77 and an unmasking time T3 with T < T3 according to the density below.

Accordingly, we either unmask, mask, or remove % to obtain z¢:

5 (empty), 0<t<T}

i . " t i i i

T1 ~ dt, T2 ~ 1{tZTf}m dt, T = m, Tl <t< T2 (6)
i, Ti<t<1

Here, 1 denotes the indicator function. We obtain z; by concatenating the symbols z¢, and dropping
xi = (empty). Consequently, the length of z; is equal to or less than that of zy['| (see Figure
left). As we mentioned above, we augment x; with an index-tracking variable s;, forming the joint
interpolant (z, s;). Let len(z;) denote the length of x;; then

ser ={i€{0,...,len(zxy) — 1} | TV < t},

i.e., the set of indices whose clean tokens have not been deleted. Equivalently, the positions in x;
referenced by x,’s each index. By regarding s; as a list and ordering its elements in ascending
order, we also have z, = (1%, .. 2505~y We revisit s, shortly to show how it enables an
explicit rate matrix. Since (x¢, s¢) is governed by the sampled unmasking and insertion times, we
write (¢, 8¢) ~ pe(- | £1). Marginalizing p;(- | 1) over 21 ~ p; yields p;. Since the boundary
condition sets g = Py = 0, all tokens are deleted at t = 0; py is the point mass on the empty string.

FlexMDM training. We now explain how we train our FlexXMDM to learn the desired rate matrix.
We first discuss what the CTMC looks like at a high level: recall from (@) that when ¢ increases, to-
kens are progressively inserted and unmasked. Indeed, one can show that a CTMC that generates the
interpolant can be characterized by two quantities that govern the rate of insertion and unmasking:

* Unmasking posterior (modeled by fy(,7)[i] € A(X)): for each index i that ' = m, the posterior
distribution over the underlying clean token.

* Insertion expectation (modeled by gy (z,1)[:] € R~): for all indices ¢ in x, the expected number
of tokens that remain to be inserted in between z*~! and z*.

fo resembles the familiar unmasking posterior from MDMs, whereas gy is new: it predicts how many
tokens need to be inserted. Intuitively, modeling a variable-length p1 is harder than the fixed-length
setup of MDM-introducing an insertion expectation allows us to parameterize more complicated
CTMC for FlexMDM; its rate matrix will appear soon in Proposition 2] To define the training loss,
we set the boundary values of s; as s;[—1] := —1 and s;[len(s;)] := len(z1), and let ¢(z,y) =
y—x —zlog % denote a scalar Bregman divergence.

1 . . len(z¢)
Lo = 7/0 E [1 f’fﬁt Igmlog folae, )i, 25t + : f‘fat ; B(sefi] — sefi — 1) = 1, go (e, 1)]i]) | dt

4 insertion loss
unmasking loss

@)
Here, the expectation is taken over 1 ~ p1, (2, $¢) ~ p(+|z1). Proposition[I|exactly characterizes
the unmasking posterior and insertion expectation and shows they uniquely minimize (7).

Proposition 1 (FlexMDM training loss). The loss Ly in ({7) is uniquely minimized at

folz )i, 0] =P = vjgy =),  go(a. )i = E[sy[i] — sefi — 1] — 1]y = a].

unmasking posterior insertion expectation

These quantities match the explanation above: the posterior over the clean token together with the
expected number of insertions. They precisely determine the FlexMDM rate matrix stated next.

"Writing z¢ to mean the symbol derived from source position 7 is this a mild abuse of notation since the
superscript ¢ refers to a position in x; rather than a valid index of the (shorter) sequence x:.
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Proposition 2 (FlexMDM Rate Matrix). Let the rate matrix R, be defined as:

Unmask : Ry (z, z[z’ + v]) = létﬁt -]P’(;vitm =vr, =), vEX,2'=m ®

Insert : Ry (x,2 <; m) = 13‘—& B [se[i] — sefi — 1] — 1|ay = 2],
where x <; m is the sequence obtained from x by inserting a mask token in between (z'~!, x%).
Then Ry solves the KFE (equation (3)) with p, as the probability mass function of the FlexMDM

interpolant x.

Proposition [I] thus implies that minimizing the loss yields exact recovery of the rate matrix. In
practice, we could simulate the CTMC using the learned networks (fy, gg) in place of the ground-
truth quantities in (§). By denoting the resulting terminal distribution as p{, the variational loss
quantifies the terminal-time KL divergence:

DiL(p1][p}) < Lo

We defer formal demonstration of propositions and the KL divergence guarantee to Appendix
Definition of the joint interpolant is reinstated in definition the rate matrix in proposition
the loss and variational bound in proposition[D.4]

Remark. Our FlexMDM interpolant introduces only one extra quantity beyond MDM’s unmasking
posterior: the insertion expectation, a simple scalar per position. This stems from our design choice
to gradually insert and then unmask a token. As shown in Section [5.2] this enables efficient task
transfer of pretrained MDM weights. In contrast, alternative interpolants would require modeling
more complex objects, such as a full token distribution, adding unnecessary training burden.

4  VARIABLE LENGTH MASKED DIFFUSIONS: INFERENCE

In this section, we outline inference algorithms for FlexMDM, focusing on two variants: vanilla
inference and adaptive inference. We begin with a brief overview of inference in MDMs.

Adaptive inference in MDM. For the case of MDM, MDM inference proceeds by simulating the
rate matrix entries in[5} From a high-level one way this can be done is by (a) independently sampling
a subset of masked tokens to unmask and (b) sampling clean tokens from the unmasking posterior.
Crucially for what follows, the same guarantee holds for non-independent adaptive choices of un-
masking indices, e.g., confidence-based: correctness hinges on using the ground-truth unmasking
posterior, not on following the rate matrix’s unmasking entries. This adaptive inference strategy
is widely used due to its empirical performance. We adopt this template and show that FlexMDM
inherits the same any-order property.

Vanilla inference. We begin with the vanilla inference of FlexMDM, which is obtained by discretiz-
ing the CTMC in (8] using trained neural networks (fg, go). Choosing an appropriate discretization
scheme is crucial, as different schemes can lead to markedly different empirical behavior. We adopt
T-leaping—originating in chemical physics and shown to outperform naive Euler discretization for
MDMs (Campbell et al.,[2022)—which batches all events occurring within a fixed interval [¢, ¢+ 7].
At a high level, for each discretized step, we simultaneously (Figure [3] right):

e Unmasking: For each mask token, sample for every unmasking a number according to the un-
masking intensities in the rate matrix. Unmask only if a non-zero entry is returned.

* Insertion: Sample the number of mask-token insertions from a Poisson distribution parameterized
by the insertion rate, then apply those insertions.

As the number of steps — oo, this inference algorithm recovers the CTMC and the discretization
error vanishes. Algorithm [T]details the full sampler.

Adaptive inference. Notably, one can choose the positions to unmask adaptively. Precisely, at each
inference step we select the unmasking positions according to a heuristic rule that prioritizes the most
confident indices, where confidence is computed either from the model’s unmasking posterior or via
a semi-autoregressive rule (prioritizing leftmost masks). We find such adaptive choice substantially
boosts performance; see Section 5} Since unmasking indices in an adaptive no longer trace the
transitions described by the rate matrix entries defined in (§)), one might ask whether sampling
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Subroutine 1: VLMDM inference Subroutine 2: Unmasking Step

Require: Learned functions (fy, go)

Require: Discretization 0 =t < --- <ty =1

Require: Insertion, Unmasking schedule oy, 3;
1: Initialize Xy, <€ 1B,
2: fork=1to N -1 ky ~ Poi(r - fo(Xi,,tr)[i,v])

1: if vanilla inference :

2

3

4
3: T4 tpo1 — th 5 if ¥'v such that k, = 1

6.

7

8

fori e {i|X; =m}andveX

Set rate 1 «

T

4 Invoke Subroutine 2 for unmasking Set X; v

> for i in [len(X,, )] . : if adaptive inference :

6: Set rate r < 15;’“% : Select K (the size of 1S])

7 Sample ¢ ~ Poi (7 - go(X4, , tr)[i]) 9: for i € {i[ X}, =mj} A

8 Insert ¢ masks between X, ' and X, }(1) for g&%ﬁ‘éﬁgggl(%e?w ct

9: return X, 12: X~ Cat(fo(Xe,, ta)[i])

Algorithm 1: VLMDM inference. At each step we perform unmasking and insertion. For un-
masking, unmask by 7-leaping (vanilla) or by confidence-based selection (adaptive). The number
of mask tokens to insert is drawn from a Poisson distribution. Netation: Cat, Poi imply the cat-
egorical and Poisson distribution, respectively. argmaxK(C) is the indices set of the K largest
components of C. We provide more details in Appendix E

still guarantees to sample from the target distribution p; in the infinitesimal limit. The following
proposition answers in the affirmative.

Proposition 3 (Any-order inference, informal). Consider any sampling scheme that, at each step:
(i) unmasks an arbitrary subset of masked positions but draws revealed tokens from the ground-truth
unmasking posterior; and (ii) applies insertion CTMC governed by the ground-truth rate matrix.
Then the resulting process samples from the target distribution py.

The formal statement and the proof of Proposition[3]are given in Appendix[E] In words, following the
unmasking entries of the rate matrix corresponding to the schedule used in training is not necessary
to preserve the sampling guarantee. Moreover, the samplers as N — oo in Algorithm|[T]is subsumed
by the class in Proposition [3] therefore, assuming access to the ground-truth unmasking posterior
and insertion expectation, the corresponding class of algorithms in Algorithm [T]samples from p; up
to discretization error.

Remark. A key technical ingredient underlying the rigor of our adaptive inference is that the re-
spective entries of the unmasking posterior of the ground truth rate matrix in Proposition [3|do not
depend on the choice of unmasking schedule j3; (the proof is given in Appendix [E.2.T)). This inde-
pendence allows a single model fy to learn all possible unmasking transitions arising along different
paths that ultimately connect pg to p;, thereby enabling adaptive unmasking at inference time. This
feature is the same mechanism enabling adaptive inference for MDMs, but for FlexMDMs, proving
that it interfaces correctly with insertions is quite subtle. Note that a similar notion—independence
of the choice of path—has been introduced in continuous spaces|Albergo et al.[(2023a)); Negrel et al.
(2025). We defer further discussion to Appendix [E]

5 EXPERIMENT

In this section, we present experimental results for FlexMDM, demonstrating the following:

* FlexMDM is an effective variable-length learner: length modeling, planning, local edits.
* FlexMDM is scalable: 8B FlexMDM is obtainable by initializing from a pretrained MDM.

Section [5.1] presents from-scratch results for FlexMDM on text and planning tasks distributions,
confirming its practical efficiency. Next, Section [5.2] provides an 8B-scale FlexMDM’s training
recipe, initialized from LLaDA-8B [Nie et al. (2025), and evaluates it in math and code infilling
tasks. We begin with the architectural and scheduling choices used throughout.

Training design. Recall from Section [3] that FlexMDM models the unmasking posterior fy and
insertion expectation gy given state x and time step £. We adopt DiT (Peebles & Xiel [2023)), a
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bidirectional transformer that enables additional embedding, as a backbone. To learn both quantities
jointly, we attach two output heads: a standard posterior head for fy and a scalar softplus head for
gp. Moreover, we choose our unmasking and insertion schedule to be both linear, a; = 8; =

5.1 PRETRAINING

In this section, we evaluate FlexMDM’s ability to learn variable-length data from scratch. Our base-
line is MDM, which is fixed-length but can handle variable-length sequences by padding to a fixed
maximum length with an auxiliary pad token. This padding setup is widely used in instruction fine-
tuning when variable-length answers are desired (Nie et al., 2025}2024; Ye et al., |2025;|Gong et al.,
2024])). For a fair comparison, we use vanilla inference for both MDM and FlexMDM throughout.
Further experimental details appear in Appendix [F}

5.1.1 PRETRAINING ON TEXT DATA

We first construct a training dataset from the raw OpenWebText corpus (Gokaslan et al.| 2019), split-
ting each article into paragraphs to preserve semantic coherence and yield variable-length sequences.
Models pretrained on this data, therefore, generate variable-length text.

Results. We train 175M FlexMDM and MDM with a maximum sequence length 1024 for 500K
iterations and batch size 1024. Using the pretrained models, we vary the number of sampling steps
and measure (a) generative perplexity as a proxy for text fluency, and (b) the induced length distribu-
tion. Figure[dc|shows comparative generative perplexity for the two models, improving as sampling
steps increase, indicating no fluency degradation for FlexMDM despite its more involved loss ob-
jective. Crucially, we observe that FlexMDM matches the true length distribution far more closely
(Figure |Z_5[): with only 256 steps it tracks the ground truth distribution (red line, whereas MDM
remains miscalibrated even at 1024 steps (blue line). In Appendix [FI.1] we provide additional ex-
perimental results: the entropy of given sequences to ensure the generative perplexity is measured
under similar conditions and the perplexities for larger sampling steps (8192, 16384, 32768).

Remark. We remark that our pretraining pipeline differs from prior MDM setups that truncate the
corpus to a fixed maximum length. Also, one might ask why we do not provide additional metrics
on text benchmarks, such as validation perplexity. This is because MDM and FlexMDM use differ-
ent objectives (see equation (@) and equation (7)), making likelihood comparisons hard to interpret.
Albeit, we experimentally confirm that both loss functions can serve as a reliable proxy of the like-
lihood, although with different scales, by evaluating both pretrained models on a downstream text
benchmark (Appendix [F.I.T). We address the concern about the absence of the metric by evaluating
scaled models on downstream benchmarks in Section

5.1.2 PLANNING TASK

We further evaluate FlexMDM’s ability in a planning task in a discrete space. Motivated by an ear-
lier study Janner et al.| (2022) that investigated the ability of continuous diffusion in maze tasks, we

The ground-truth unmasking posterior is independent of S, so we condition the network on a; only; under
the linear choice oy = {, this coincides with the usual time embedding.
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design a grid-maze benchmark: the maze is fixed but unknown to the model, with a subset of cells
invalid. Given a sequence of subgoal grids (g1, . . . , gx ), the model must connect this sequence with-
out entering invalid cells (see Figure fa). This subgoal structure aligns naturally with FlexMDM:
starting from (g1, ..., gk ), inference inserts mask tokens between subgoals and then unmasks to
generate a feasible path. Theoretically, this can be seen as augmenting the base distribution to con-
tain a data-dependent distribution |Albergo et al.|(2024). This is in stark contrast to MDM, where it
must preassign each subgoal to a specific position, which is difficult to know a priori. We provide
additional details in Appendix

Results. We use a 41 x 41 maze and control the .

task’s difficulty via varying the number of subgoals K € Difficulty MDM _FlexMDM
{2,7,12}. As K increases, MDM performance degrades  Easy 68.4% 92.3%
markedly, while FlexMDM maintains robust success rates, ~ Medium  29.3% 90.4 %
reaching a gap of up to 60% at i = 12. These results firmly =~ Hard 24.2% 90.0%

support FlexMDM as a principled approach for subgoal-based
planning, where preallocating token positions is inherently
challenging for fixed-length models.

Table 1: FlexMDM outperforms
MDM on the subgoal-style maze-
planning task.

5.2 SCALING UP FLEXMDM

In this section, we address FlexMDM’s scalability by scaling it to 8B parameters and observing no-
table improvements over an MDM baseline. We start from the observation that MDM and FlexMDM
both share the unmasking posterior as a core component, suggesting effective task transfer from a
pretrained MDM might be possible. To demonstrate this, concretely, we initialize from LLaDA-
Base (Nie et al.| 2025) and make the following modifications: (a) add time-embedding layers and a
scalar head to model the insertion expectation; (b) attach LoRA adapters. Altogether, the resulting
number of trainable parameters is ~400M. To cover both natural and mathematical language, we
train on the 50:50 mixture of OpenWebText (Gokaslan et al., 2019) and Proof-Pile-2 (Azerbayev
et al.l [2023). Surprisingly, we observe rapid transfer: within three days on 16 H100 GPUs, the
model generates variable-length sentences. Notably, the number of tokens used is ~13.1 B, and this
is in contrast much smaller than the number of LLaDA-Base pretraining tokens (=1.5T). We then
instruction-fine-tune (IFT) this base FlexMDM to evaluate it on downstream tasks. See Appendix
for more details. Pl

Results. For comparison, we train FlexMDM and LLaDA-Base from the same number of IFT pairs.
For math and code, respectively, we IFT on the GSMSK train split(Cobbe et al.|(2021)); ~8000 pairs)
and the educational split of opc-sft-stage-2 (Huang et al., [2024)) (~0.1M pairs), for which IFT-ed
models are evaluated in the GSMS8K test split and HumanEval-infill (single line) (Bavarian et al.,
2022)) in zero-shot. Sampling is done by confidence-based sampling with a sliding window. Notably,
as the number of sampling steps increases, FlexMDM continues to improve, highlighting its strength
in reasoning tasks given sufficient compute—whereas the IFT-ed LLaDA’s performance remains flat.
Although in this experiment we use IFT on task-specific pairs, we expect that training on a much
more diverse instruction—answer pairs with sufficient compute will yield a more generalized model.

GSMS8k Performance

HumanEval In-filling Performance

—— FlexMDM
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Figure 5: FlexMDM performance exhibits superior scaling when more sampling steps are allocated.

3For a fair comparison, since FlexMDM is not IFT-ed, we IFT LLaDA-Base, rather LLaDA-instruct, this
differs from|Zhao et al.|(2025). We employ zero-shot evaluation, which also differs from Nie et al.|(2024).
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6 CONCLUSION

In this work we proposed Flexible Masked Diffusion Models (FlexMDM), a discrete diffusion
framework over variable-length sequences. Theoretically, via a joint interpolant viewpoint, we pro-
vide rigorous guarantees for both training and inference of FlexMDM. Empirically, FlexMDM learns
variable-length structure across diverse scenarios, scales to 8B parameters, trains in only a few GPU-
hours, and yields substantial improvements on math and coding infilling tasks. Further exploration
of FlexMDM’s capabilities is a promising direction for future work.

Beyond these results, our goal is to align generative modeling with how humans and nature compose
discrete sequences. Instead of filling fixed positions; they insert, revise, and reorder tokens. We
hope that our work takes a step in this direction.
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A RELATED WORKS

Discrete diffusion and flows. Early diffusion models were formulated as continuous-time Markov
chains over continuous spaces with Gaussian transition kernels (Sohl-Dickstein et al., [2015; [Ho
et al., [2020), and were later connected to continuous-time formulations via stochastic differential
equations, offering a unifying perspective on score-based generative modeling (Song et al., [2020).
In parallel, discrete diffusion has been developed from the viewpoint of Markov chains over discrete
space (Hoogeboom et al.,|2021). Notably, |Austin et al.[(2021) introduced D3PM with several fami-
lies of discrete transition kernels, and |Lou et al.| (2023) proposed SEDD, which adopts score-based
training objectives. A complementary line of work studies discrete flows (Campbell et al., 2024} Gat
et al., [2024)), aiming to understand continuous-time Markov chains (CTMCs) that interpolate be-
tween data and base distributions; this perspective aligns with ours. Subsequent extensions consider
token-wise paths and path-wise structure within such flows (Shaul et al., 2024).

Masked Diffusion Models. Among discrete-transition designs, absorbing-state (a.k.a. masking)
kernels have become a popular and strong-performing choice. Recent work shows that this yields
a simple and principled training recipe, referred to as Masked Diffusion Models (MDMs) (Sahoo
et al., 2024} Shi et al., 2024). A growing body of results demonstrates the scalability of this approach
across problem settings and modalities, including large-scale natural language modeling (Nie et al.,
2024;[2025; |Ye et al.L [2025;|Song et al.| [2025; [DeepMind, 2025)), code generation (Labs et al., 2025
Gong et al., |2025)), and multimodal learning (Swerdlow et al., 2025)).

Any-order inference in MDMs. With the advent of MDMs, subsequent work has established that
they admit theoretically grounded any-order inference, wherein tokens can be unmasked in arbitrary
orders rather than following a fixed CTMC schedule (Kim et al., 2025} [Peng et al., |2025)). Practical
token-ordering rules span a spectrum of heuristics based on model confidence and uncertainty—e.g.,
maximum-probability logits (Chang et al., 2022;|Zheng et al., | 2024)), probability margin (Kim et al.,
2023)), semi-autoregressive schedules (Nie et al.,[2024)), and entropy-based criteria (Ben-Hamu et al.}
2025)—as well as strategies that leverage reference models to guide the unmasking trajectory (Peng
et al.l 2025). Beyond heuristics, another thread trains auxiliary modules to anchor or adapt the
generation order (Rout et al., [2025), while recent work directly learns token orders end-to-end (Ma
et al.,[2025a; Wang et al., [2025)).

Stochastic interpolant. Stochastic interpolant (Albergo & Vanden-Eijnden, 2022} Albergo et al.,
2023b) is a general framework for building measure-transport based generative models on contin-
uous state space. While building off different philosophical grounds, it can be seen as equivalent
to flow matching (Lipman et al.l |2022; [Liu et al., 2022). Extensions of the interpolant have been
proposed for conditional generation through data-dependent coupling (Albergo et al.,2024), which
we adopt for infilling task design in Section 5]

Descriptive overview on concurrent work. The most notable concurrent work is Edit-
Flow (Havasi et al |2025)), where the primary mathematical machinery that enabled their construc-
tion is referred to as “Flow Matching with Auxiliary Process”. We note that this can be interpreted
as mathematically equivalent to the notion of joint interpolant in this work, e.g., our Proposition[D.T]
is equivalent to Theorem 3.1 in Havasi et al.| (2025).

The main differences are (1) the choice of interpolant and (2) the guarantee of any-order inference.
Whereas EditFlow is built around an explicit probability path, we instead define a pair of coupled
random variables that implicitly induce this path, leading to a different choice of intermediate. As
discussed in Section |3} our choice of interpolant yields a distinct training objective for an unmask-
ing posterior and an insertion-expectation term. Consequently, it enables the any-order inference
guarantee established in Section [

B NOTATION

In this section, we reiterate the notations used in the main body and introduce auxiliary notations
that are used in the proofs of the appendix.
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Strings. Let € denote the empty string, > a vocabulary of words, m a special mask token. We
write z° the i-th element of = with 0-baesd indexing, z|s the string indexed by an index set, e.g.
abc[{0,2}] = ac. To insert a token v before position ¢ in string x, we write z <; v, e.g., to prepend
a token abc <y d = dabc and to append a token abc <3 d = abed. To replace the ¢-th token in x
with v, we write z[z’ + v]. As much of the work involves masking, we write z C y if x can be
constructed by partially masking y. We write mask(z), unmask(x) C [len(x)] for the set of indices
corresponding to mask and clean tokens.

C DISCRETE STOCHASTIC INTERPOLANTS: DEFINITIONS AND
PROPOSITIONS FOR SECTION [2]

In continuous spaces, a common approach to define generative transport is the stochastic interpolant
framework, which implicitly defines the interpolation distribution p; by specifying an interpolant
{1 }+e]0,1) and regressing the required quantities to realize the transport.

In the section [C.I] we introduce a discrete analogue of the stochastic interpolant. To illustrate
this framework, we reformulate the widely used masked diffusion model for sequences of length n
within our setup. Briefly, masked diffusion defines the interpolation p; by progressively unmasking
tokens in sentences drawn from the data distribution. At time ¢ = 0, all tokens are masked, so
Po is a point mass at the fully masked sequence, the m token repeated n times. The transition rates
driving the generative transport can be characterized as functions of per-token posterior probabilities
conditioned on time ¢. These are typically learned by minimizing a variational objective in the form
of a weighted cross-entropy loss.

C.1 DISCRETE STOCHASTIC INTERPOLANT

To obtain the target rate matrix, the discrete stochastic interpolant relies on an interpolating rate
matrix that drives a sample from a sample drawn from a sample from py to a sample from ps,
defined as follows:

Definition C.1 (Discrete Stochastic Interpolant and Interpolating Rate). Let xg ~ pg and x1 ~ py.
A discrete stochastic interpolant is a family of random variables {x}c[0,1), defined on a common
probability space and satisfying the boundary conditions ri—o = xo and ri—1 = 1, for which there
exists a continuous-time Markov chain with bounded, time-dependent transition rate matrix K; !
such that, for each t € [0, 1], Law(z | xo, x1) coincides with the marginal distribution at time t of
that Markov chain started at Xo. We refer to K;°"" as an interpolating rate matrix.

With an interpolating rate of an interpolant, the target rate matrix can then be obtained through

Proposition

Proposition C.1 (Target Rate). Given a discrete stochastic interpolant x, and an interpolating rate
matrix Kf %1 the continuous-time Markov chain with initial distribution py and target transition
rate matrix R defined as,

Rt(za y) = ]E:Eowl [Kfmml (:ZJ, y)|xt = l‘]

has marginals equal to Law(xy).

Proof. Writing p; a probability mass function (pmf) of z; and p;(-|xo, 1) a pmf of z; conditioned
on xg,x1. We further write ¢(zg, z1) the joint pmf of 2y and x; and ¢:(zo,x1|2+) to be the joint
pmf conditioned on ;.
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It suffices to show R; satisfies the Kolmogorov Forward Equation with pmf p; as follows:

Z Rt (y7 x)pt (y) = Z Ewoﬂm [Kfo,xl (y7 l‘)‘l‘t = y}pt (y)

- Z Z K7 (y, 2)qe(xo, z1]y)pe(y)

Y To,T1
=3 K" (g, 2)pe(ylwo, 71)q(wo, 71)
Y To,T1
= Bagr | DK (g, 0)pe(ylzo, 1)
y
=Ky, [3tpt(y|$0,$1)]
= Oypi(x)
This concludes the proof. O

Remarks. While written considerably differently, the framework is mathematically equivalent to
discrete flow matching|Gat et al.| (2024)). The difference is only philosophical: discrete flow match-
ing relies on the notion of a conditional probability path that the interpolating rate should induce,
whereas we define such a probability path only implicitly through the definition of the interpolant.

C.2 THE MASKED DIFFUSION INTERPOLANT

As a concrete example of the discrete stochastic interpolant, we reformulate the masked diffusion
model and its learning in the framework. As masked diffusion starts from a point mass, we drop the
dependence of xg in writing.

Definition C.2 (The Masked Diffusion Interpolant). Let x1 ~ pi be a sentence of length n drawn
JSfrom the data and oy a smooth unmasking schedule that interpolates from ay—g = 0 to ay—1 = 1.
Define the unmasking times {T"};co,... n—1) aS:

Vie{0,...,n—1}: T~ dydt,
Then, the masked diffusion interpolant is defined as:

o = m ift<T;,

In other words, at each time ¢, x; reveals a subset of the tokens of 1, with each token xll indepen-
dently unmasked at its associated time 7.

Proposition C.2 (The Masked Diffusion Interpolating Rate). One interpolating rate K" of the
masked diffusion interpolant x, is given by:

ay

Ve Cap,veX ol =m: Kz, 2z < v]) = 1{v =2t}

I*Oét

Proof. Let p:(+|x1) as the pmf of z; conditioned on x;. From the definition of the interpolant, we
notice that:

len(zq1)—1

pt(£E|1171) = H [(1*0&,5)1{,%1. :m}‘i’atl{xi :le}]

=0
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We verify that K, satisfies the Kolmogorov Forward Equation (3) under the conditioned pmf as
follows,
L.H.S
= Oipe(w|z1)
len(zq1)—1

Oy H) (1 —a)1{z’ = m} + oy 1{z" = 2}

len(zq1)—1
Z (_Olt]-{xl — m} + Olt].{;z;l — xll}) . H(l _ at)l{.’tj _ m} + O[t]_{xj _ x;}’
= j#i
R.H.S
len(z¢)—1 g
i i t i ;
Z 1{z' = xl}ﬁpt(f[fﬂ +—ml|r;) — 1{z' = m}
1=0 - G
len(z:)—1 g
=0 t iR
SR di | -
T2 Mg IS et = mi el =)
= L.H.S.

at
1-— Oztpt

(]a1)

This concludes the proof. O

Note that since each 7" is sampled independently from a continuous distribution, the probability that
two unmasking times coincide is zero. Thus, only a single token is unmasked in any infinitesimal
transition almost surely.

Proposition 4 (The Masked Diffusion Target Rate). By proposition|C.1) a target rate R, that induces
Law(xy) is:
i

Ve Cap,veX, o’ =m: Rz, z[z’ + v]) = P(z} = v|z; = ).

1-— Qi
Proof. Following proposition [C.2} the result follows from invoking proposition [C.I] O

To learn an approximation to R;, we now parameterize an approximate target rate of the form
Ry(x,z[z* + 0v]) := 14 fo(x, t)[i,v] where fo(x,t)[i,v] is a learned approximation to the poste-
rior P(2} = v | 2y = ).

The target rate can then be characterized by a variational objective that measures the discrepancy
between the true and approximate path measures.

Proposition 5 (Variational Loss for Masked Diffusion). The loss function is defined as:

n—1

> " 1{x} = m}log fo(xs, t)[i, 2] | dt,

=0

Qy

l—O(t

is uniquely minimized when Ry = Ry, and is connected to the terminal KL-divergence by:
Dre(p1l[p1) < LIRY],

where p1 is the approximate data distribution generated by R,.

Proof. Let P and PP be the path measures associated with the continuous-time Markov chain of the
target rate matrix R; in proposition and an approximation through a neural network R;. The
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variational loss follows by expanding the KL-divergence between the two path measures.

A =t 5 Rt(l’tﬂwt)
DKL(P H IP)) = E]}D / Rt(xhxt) — Rt(xt,xt) dt + Z log —_—
t=0 txFxy— Rt(xt_’ 'rt)

=1 5 Ri(x,
:/ E;, Z Ry(ze,y) — Z Ry(z¢,y) — Re(zy,y) log 7}( 6) dt
0

YFTt En Ry Tty Y

1 . n—1
O i .
= Ezfo, |- 1{x; = 1 SO, 23] | dt
/o 1,24 l 1— oy ; {z; = m}log fo(x¢,)[i, 7]
where the first line takes the expectation of the Radon-Nikodym derivative between the two path
measures. The statement of Radon-Nikodym derivative between two CTMCs can be found in the
Appendix in (Campbell et al| (2024). A discrete-time equivalent derivation can also be found in
Shaul et al.| (2025)).

The terminal KL bound then follows directly from the data processing inequality, that is:

Dxw(p1 || p1) < Dk (P||P)

This technique is standard, as shown in |Vargas et al.| (2025) for the case of path reversal-based
construction of diffusion generative models, and in Holderrieth et al.|(2025a)) for discrete diffusion.
O

D JOINT DISCRETE STOCHASTIC INTERPOLANTS: DEFINITIONS AND
PROPOSITIONS FOR SECTION 3]

Building on the discrete stochastic interpolant, we proceed to construct a discrete diffusion that
models a probability distribution whose supports span variable-length sequences.

On a high level, we would like to define an interpolant constructed by deleting and masking sen-
tences from the data distribution. However, the corresponding interpolating rate becomes cumber-
some to characterize, as it is no longer clear what each mask token should unmask to.

To this end, we introduce the joint interpolant that allows us to construct a broader class of inter-
polants and interpolating rate matrices by augmenting the interpolant with auxiliary information that
allows us to specify a more flexible interpolation path. We then leverage this newfound freedom to
construct the flexible-length masked diffusion model.

D.1 JOINT INTERPOLANT

By introducing an auxiliary variable coupled with the interpolant, the joint interpolant expands the
class of interpolating rates that can be defined.

Definition D.1 (Joint Interpolant and Joint Interpolating Rate). Let ©o ~ pg and x1 ~ p;. A
Jjoint interpolant is a family of coupled random variables {(x,5¢)}1e[0,1] defined on a common
probability space and satisfying the boundary conditions ri—o = xg and xi—1 = x1, for which there
exists a continuous-time Markov chain with bounded, time-dependent transition rate matrix K; !
on the joint state space such that, for each t € [0,1], the conditional law Law(xy,s; | xo,x1)
coincides with the marginal distribution at time t of this Markov chain started at (xq, s9). We call
K" a joint interpolating rate matrix.

Proposition D.1 (Joint Interpolant Target Rate). Let {(x¢,5¢)}iejo,1] be a joint interpolant with

joint interpolating rate matrix K;*"'. Consider the continuous-time Markov chain with initial
distribution po and target transition rate matrix R; defined by

Rt(x,y) = ESt,wo,m1 Z Ktxoﬁxl ((x,st), (yasl)) | Tt =T,
s'eS

where S denotes the discrete state space of the auxiliary variable s;. The marginal of the chain at
time t is then equal to Law ().
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We note that this result is equivalent to “Flow Matching with Auxiliary Process” in concurrent work
Havasi et al.[(2025).

Proof. Let p:(+,-|xg, 21) the joint pmf of x4, s; conditioned on g, 1, let ¢:(xo, 1, st|z+) to be the
joint of zq, z1, s; conditioned on x, and let g; (o, 1) to be the joint of z¢, 2. We proceed to verify
Ry satifies the KFE as in Equation 3]

ZRt(y7$)pt(y) = ZESL,JCO,M [Z Kfmxl ((ya St)v (l‘, S/)) ‘ Ty = y‘| pt(y)

s'eS

=33 ST ER (g o), () an(wo, w1, sily)pe ()

Y St,x0,T1 8'ES

=503 ST KT (i) (2, 8)) e (w0, 21, sely)pe ()

Y St,x0,T1 8'ES

=330 DK (yss0)s (w,8) iy, silwo, w1)a(wo, 71)

Y St,xo,T1 8'ES

= Ewo,wl [Z 6tpt($, S/|I0, xl)]

- atpt(x‘xoaxl)

This concludes the proof. O

D.2 FLEXIBLE-LENGTH MASKED DIFFUSION

We then instantiate the joint interpolant to obtain the length-aware masked diffusion model, using
a sorted list of indices that has been inserted. Again, we drop x in the writing as the model in-
terpolates between a point mass at an empty sentence to the full data distribution. We redefine the
interpolant in equation [6for clarity.

Definition D.2 (Flexible-Length Masked Diffusion Joint Interpolant). Let x1 = (29,... 277 ) ~
p1 be a sequence of length n. Let oy and 3y be monotone and differentiable schedules on [0, 1] such
that ag = By = 0 and oy = 31 = 1. Define insertion and unmasking times {T} ?;01, {T} ?;01 as
follows:

Ti ~ ¢y dt,

LN
1 —Br;
At each time t € [0, 1], define the sorted index set s, as:
s =1{i€{0,...,n—1} |t > T},

with ascending order s¢[0] < - -+ < s¢[len(s;) — 1], and boundary values:

Ts ~1{t > T}} -

si[—1] = =1, s¢[len(st)] = n,
and define the interpolant state x; per-coordinate as:
;i  Jm ift < Tt
Ty = ey ift > seli]
1 Z 1Ly
The process (8¢, Tt)ie[o,1] is the flexible length masked diffusion joint interpolant.

Here, s; tracks the ordered set of indices whose tokens have been inserted. The interpolant x;
reveals the true token x] only after both insertion and unmasking. Given access to this ordered set,
one interpolating rate is:

Proposition D.2 (FlexMDM Interpolating Rate). A joint interpolating rate matrix Q;°™" for the
Jjoint interpolant above is given by:
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1. Unmask: For index set s, x C 1|5, '=m,andv € ¥:

e @ Bt si
i (@ 9), (w2’ 0], 5)) = 5 — el = )
t
2. Insert: For index set s, x C x1ls, j & s, and position i such that s[i—1] < j < s]i]:
L1 . o dt
F((ys) (e amysU () = 5
— o

Proof. We first write down the p;(-,-|z1) the conditioned pmf of (s, x) given xg,z;. Let n =
len(z;), then

pe(s, x| x1) = HI

1E€S5¢

A(t) i= (1 — ag)" 1l

Iz'(t):/t' <1—3u1{ Z—m}+61f

Differentiate using the product rule:

Opi(s,a | a1) = A(t) [] L) Z(jj(t) I1 =

i€s JEs ies\{j}

5: 1{z' = xﬁ}) du.

For A(t) = (1 — a;) ™%l we have

Af) = —(n = [sl)ée(1 = ag) "1t = A ( - m>

1—Oét

For each i € s apply the Leibniz rule to I;(t):

Ii(t) = a; 1{z" = m} +/O Gy (1__5; 1{z' =m} + %1{%2 = xﬁ}) du

= 0y l{xi = m} + ﬂt( - 1{xi = m} * 1{$i - mﬁ}) /075 1 iZu/Bu

Substituting A(t) and I;(t) into the product-rule expansion yields
Oepe(s,z | z1)

= —(n —[s])ée(1 — )"~ PIT [T 4u()

i€ESs

(11— at)n—|s| Z [(dtl{mj =m} + Bt( —1{2/ =m} 4+ 1{2’ = x{‘})/ot - 5“ du)

11 Ii(t)]

ies\{7}
= HI Z 1—ﬁt ]‘_‘[I
€S JjEs,xl=m 1€s
Bt aiy
+ Z 1_,6tA(t)(/O 1—6u ) ] n®+>] _atl—at (t)lli['[i(t)
jés,xk#m i€s—{j} i€s i€s—{j}
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This can then be rewritten term by term as,

o't
3tpt(3a$|$1)=—zl pt590|301 pi(s,z | x1)
i¢s =
+ Z T B (s, x[z’ + m]|zy) + Z pt s — {s[i]},remove(x, i) | 1)
zi#m ri=m

where remove(z, i) refers to the string constructed by removing the i-th element of x.

Notice that this is equivalent to the R.H.S of the KFE (Eq. [3) if one uses the rate matrix Qy*. The
four terms correspond to 1) Outgoing mass from insertion; 2) Outgoing mass from unmasking; 3)
Incoming mass from unmasking; 4) Incoming mass from insertion. This concludes the proof. O

Proposition D.3 (FlexMDM Rate Matrix (Restated from Proposition [2)). By Proposition the
induced marginal target rate R, is:

1. Unmask: For z* =m, v € X:
By
1— B

Ry(z,z[z" +v]) = -}P’(aji‘m =v|z=2x)

2. Insert: For position i € {0,...,|z|}:
Qu . ‘
Ri(z,z ¢y m) = —— K, [s,]i] — se[i — 1] — 1 | 2 = 2]
1-— (677
Proof. The proof follows by noting proposition and invoking proposition O

Performing an approximate target rate matrix Ry in terms of an approximate posterior by token

fo(z,t)[i,v] ~ P = v | 2, = ) and an approximate number of insertions gy (x,t)[i] ~
Es, [s¢[i] — s¢[i — 1] -1 \ x; = x]. The target rate matrix can be learned by minimizing the follow-
ing variational objective. Note that the variational loss objective below is the same as one we defined
in equation[7]

Proposition D.4 (FlexMDM Loss (Restated from Proposition[I)). The loss function is defined as:

1 . len(z.)—1
LR = [ Bo |~10 2 Mot = mblog foCer )il )|
0 - Mt

=0

|1]

1 .
+/O Eﬂil,st@t 1 ftat Z¢(St[l] — St [7’ - 1] - 1a99($ta t)[l]) dt7
=0

where ¢(x,y) = y—x+azlog %, is uniquely minimized when Ry = Ry and is connected by terminal
KL-divergence by:

Dir(p1||p1) < LR,

where py is the approximate data distribution induced by Ry

Proof. Let P and PP be the path measure of a continuous time Markov chain starting with the empty
string with rate matrix R; and Ry, respectively.
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Consider the KL-divergence between path measures P and P,

3 =t 5 Ry(we—, )
Dyo(P || P) = Ep Ry(wy, w0) — Ry(we, ) dt + Y log =~
t=0 oy ATy Rt(l’tﬂwt)
t=1
A Ry (+,
:/ Ee, | Y Ri(w,y) — D Ri(we,y) — Rile,y) 1ogM dt
0 YFTt YF#£T Rt (Ih y)
. len(z¢)—1
1 3, (z+)

0 Borsian | =775 S 1{z} =m}log fo(w, )i, 23] | dt
=0

w1

+ /0 Ewhsmlt - lz:; ¢(St[2] — St [Z - 1] - 1,gg(l‘t,t)[i]) dt

1—Olt

The terminal KL-bound then follows from the data processing inequality, that is:

Dxr(p1|]p1) < Do (P||P)

E DETAILS FOR SECTION

E.1 PRECISE DETAIL ON THE INFERENCE ALGORITHMS

In this section, we provide details on the unmasking steps of vanilla and adaptive inference for
FlexMDM, summarized in Algorithm [I] Subroutine 2. Suppose at inference time we are given the
discretization step size 7, a partially observed sequence X4, , and the current time step tj.

Vanilla inference. For each masked position ¢ (i.e., ka = m) and each clean token v € X, we
sample unmasking events from a Poisson distribution Poisson(R,7), where R, is the unmasking
By
18,

as k, ~ Poi (T . ftﬁ"tk fo (Xt tr)2, v}) A masked position is unmasked only if exactly one
token v produces a count k£, = 1 while all others produce zero. This tau-leaping scheme batches all

events that occur within the interval [ty, ¢ + 7).

rate toward token v. Concretely, R, = - fo(Xt,, tr)[¢, v], so that the event count is distributed

Adaptive inference. We first draw the number of tokens to unmask, denoted by an integer K.
While Proposition 3| (Theorem[E.T]) shows that the choice of K does not affect the theoretical guaran-
tees, in practice, we set K to match the expected number of unmasked tokens under vanilla inference

yields stable behavior. Accordingly, we sample K ~ Poi (7 . lftﬁk - #{masked tokens in X, })
tk

Next, we compute a confidence score for each masked position, based on heuristics such as:

» Top-K probability (Chang et al., 2022} [Zheng et al., 2024)): For state x at time ¢, the confidence at
position 4 is given by max,ex fo(xz,t)[i, v].

* Top-K probability with sliding window: We further restrict sampling to the leftmost L tokens,
where

L =min([y1 - L], 72),

with v, and -2 hyperparameters. This approach is related to semi-autoregressive strategies used
in|Nie et al .| (2025).

Finally, we select the subset of positions to unmask as the Top-K masked indices with the highest
confidence scores.
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E.2 PROOF OF FLEXMDM’S ANY-ORDER INFERENCE CAPABILITY

E.2.1 PROOF PRELIMINARIES

Form of posterior. We first compute, for each z%, the probabilities of being masked or deleted in
equation (6). This follows from a straightforward calculation using the joint distribution of (77, 7%):

p(zi = (empty)) = p(T} > 1) =1 — oy,

1ot ;
p(xi:m):p(ngt,T§>t):/ / (1 5Sﬁ xds> dsdu =:1— .
t 0 - MPu

Here we define ¢ as 1 — p(xi = m). Therefore, the process in equation (6) is equivalent to
observing a partially masked subsequence z; obtained by sampling 1 ~ p and, for each position of
x1, independently deleting it with probability 1 — o, masking it with probability 1 —y, or leaving it
unchanged with probability o, + ¢ — 1. Note that «; and 7, both increase from 0 to 1 as ¢ increases
from O to 1.

The posterior is given by

p(zy =z* |z = x)
x p(z*) - play =2 | x1 = %)
— p(27) - (1 — )@ =Ien(@) (1 oy y#mask(®) (o, 4, — )#ummask() rg g C ¥, )
o p(x*) - (1 — ap)er@)=len(@) gufs o 2|}

Importantly, as in the vanilla MDM setting, the posterior does not depend on the unmasking schedule
(7¢) (thus f;), which will enable us to perform unmasking in adaptively chosen positions. Note
also that if all sequences in the support of p were of the same length, this posterior would also be
independent of (v ); while we do not prove it, in this case this would allow us to choose an arbitrary
order of unmaskings and insertions.

Extension of posterior to ¢t = 1. Motivated by the form of the posterior above, we define the
following:

q(z" | z) x (") lacas . ift=1
k p(z*) - (1 — ap)len@)-len(@) L uls o C 2*|,}  otherwise

Note that for ¢ < 1, this is the same as p(zy = x | x; = z). We will denote the marginals of
q:(- | ) by ¢i(- | =) for v € X. The reason for extending the definition of the posterior to ¢ = 1
is that in an adaptive FlexMDM sampler (see Definition [E.T]), because we are entirely decoupling
unmasking from the schedule of insertions, after the final insertion step the time parameter ¢ may be
1 even though there are still tokens left to unmask. We will assume oracle access to g1 (- | =) as in
practice these are simply the any-order marginals for p, and furthermore in practice these are already
well-approximated by the learned posterior marginals p(z%- | #1_s = x) for arbitrarily small § > 0.

Index-tracking variable. Recall that in the definition of the joint interpolant we defined an index-
tracking variable s; which essentially tracked which indices of x; correspond to the tokens in x;.
While our analysis below will not use the language of stochastic interpolants, we will still use the
idea of tracking s;, with slightly modified notation. Specifically, for any 0 < ¢ < 1, we will
use the notation Pr;, ¢)|z,—2 and E(;, s)|z,— to denote probability and expectation with respect
to the distribution given by sampling x; from ¢ (- | =), and then sampling s uniformly random
from subsets for which © C (z1)|s;. When we only care about the marginal distribution over s,
we write Pr,|,,—, and Ey;,—,. Given such a subset s and i € {0,...,[s| — 1}, we use s; to
denote its i-th element in sorted order; as before, we also define the boundary values s_; = —1 and
Slen(s) = len(x1). The insertion expectations which we had denoted by E[s;[i] — s;[i — 1] — 1] in
the main body are thus given by E|,,—,[s; — s;_1 — 1] in the notation of this section.

E.3 FORMAL GUARANTEE FOR ADAPTIVE INFERENCE

Definition E.1. Given query access to the posterior marginals ¢} (- | x; = x) and to the insertion
expectations B\, —[s; —s;—1—1], an adaptive FlexMDM sampler is any algorithm which produces
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a sequence of iterates T, ,...,%s,, where 0 = t1 < --- < t, = 1, by starting at &y, = ¢ and
arbitrarily alternating between steps of the following form:

* Any-order unmasking step: Starting from I, if mask(Z¢,) is nonempty, pick an arbitrary index i

therein (possibly probabilistically), sample v from qf@j (- | #1,), and set &y, < Iy, [a?ij «— vl.
e Insertion step: Starting from Ty, run the CTMC with rate matrix

]Es|mt:x[si — Si—1 — 1] . 1f;t lfy =T < m

Ry (a,y) = 4 =20 RS (rw ssm) - ify =2 ©)

0 otherwise

fort; <t <tj4q toobtain &y
is empty, and terminate.

i1 Iftj11 = 1, then apply any-order unmasking until mask (&, , )

Note that the rate matrix in the second bullet point above is identical to the one in the main body
except that we only consider transitions given by insertions.
Formally, we will show the following:

Theorem E.1. Any adaptive FlexMDM sampler for p will generate a sequence of iterates
Tty .-, Tt, sSuchthat T, is exactly a sample from p.

E.4 PROOF OF THEOREM [E.T]

To show that adaptive sampling works, we inductively prove an even stronger statement: at any
intermediate step of the sampler after it has produced &, the final output Z4, is a sample from

di; ( I ‘f"t]‘ )
The following two lemmas provide the inductive steps for unmasking and insertion respectively:

Lemma E.1 (Inductive step for unmasking). Let 0 < ¢t < 1 and let x be a partially unmasked
subsequence of length m. Let T = (T;)icmask(x) denote any distribution over masked indices of .
Suppose that one runs the following:

1. Sample index i from ©
2. Sample v from the posterior marginal qi(- | z; = )
3. Sample from q;(- | x[x" + v]).

The output of this procedure is a sample x* from q;(- | x).

Lemma E.2 (Inductive step for insertion). Let 0 < t < 1 and let x be a partially unmasked
subsequence of length m. Let 0 < h < 1 — t be any duration of time. Suppose that one runs the
following:

1. Starting from x, run the CTMC with rate matrix given by Eq. Q) for time h to obtain x’
2. Sample from gz 11 (- | 7).

The output of this procedure is a sample from the posterior q;(- | x).

We defer the proofs of these to Sections [E.5]| and [E.6| below. The idea for the former is identical to
the proof of the folklore fact that vanilla MDMs can sample in any order (Kim et al.| [2025). The
proof for the latter is more involved and involves explicitly verifying that the Kolmogorov backward
equation is satisfied by the rate matrix we have constructed.

Here we verify that these Lemmas are enough to establish Theorem [E.T}
Proof of Theorem|[E. 1] We show more generally that starting from any intermediate time step Ty,

(not just j = 1), any adaptive FlexMDM sampler outputs a sample from g, (- | Z;,). We do this by
inducting on the total number of insertion steps that remain.

As the base case for the induction, if no more insertion steps remain, then we must have t; = 1.
In this case, we can further induct on the number of unmasking steps and apply Lemma [E.T| with ¢
therein set to 1 to conclude that the final output is a sample from ¢y (- | &y, ).
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For the inductive step, we have ¢; < 1 and suppose we have shown that for any FlexMDM sampler
that makes at most m insertion steps, starting from any Z, at intermediate time ¢;, it samples from
q,; (- | #¢;). Now consider a FlexMDM sampler that makes at most m + 1 insertion steps starting
from Z;; at intermediate time ¢;. If in the next step it performs an insertion step, i.e. it runs the
CTMC with rate matrix defined above for total time h = ;1 — t;, then by Lemma [E.2] and the
inductive hypothesis, it samples from g, (- | #;,). Alternatively, suppose the sampler performs some
sequence of £ unmasking steps before performing an insertion step. Then by further inducting on ¢,
we conclude by Lemmathat the sampler eventually outputs a sample from q;, (- | &y, ).

Finally, the theorem follows from the special case where t; = 0 and &;, = €. O

E.5 PRrooF oF LEMMA[ET]

Proof. Fix any index i € mask(z). The marginal ¢! (- | x) is given by

Pr [(z1) ] >y Ss(an) gm0 P(@) - (L= @)!one0) 70 {8 4 C (21)[5}
r x1)]s, = 0] = -
(@1, 9)|oi=a Do, P(x1)(1 = ayp)len(@)=len(@) . LIS - o C (21)]s}
) (10)
The posterior g;(- | x[z" + v]) is given by

. i B p(l’*) . (1 o Oét)len(x*)flen(r) . #{S . I[Il — U] C $*|S}
Qt(l’ ‘ l'[x <~ UD - Zwl p($1) . (1 _ at)len(ac])—len(x) #{S . J)[l‘z — U] C (1‘1)|S} . 31D

Note that the numerator of Eq. (I0) and the denominator of Eq. (IT)) are the same. So conditioned
on unmasking index 7, the above procedure outputs z* with probability

> Pr (@)

s, =] - x| z[zt v
R |- qi(a” | 2] )

_p(a) (1= a6 5 RS - aft ¢ 0] € a”s)
T P (I a) e ) £ (S w C (er)]s)
= ga" | 2).

This holds conditioned on unmasking any i € mask(x), so regardless of the choice of 7 over such
positions, we will sample from the correct distribution g;(- | x). O

E.6 PRrROOF oF LEMMAI[E.2]

Proof. 1t suffices to show that the rate matrix satisfies the Kolmogorov backward equation

len(x)

Oqe(a™ | x) = — Z Ri"(z,2 <; m)q(z* | x <; m) — R™(z,2)q,(z* | z).
i=0

First note that the rate Ri"*(z,x <; m) can be expressed as

Zm p(xl) . (1 _ at)len(fcl)—len(fv) . ZS:wg(m)ls(si — Si—1 — 1) . Qg
Dy Pla1) - (L= a)lentm)=len(®) . {S : 2 C (21)|s} -

Furthermore, ) ,(s; — si—1 — 1) = len(z1) — len(z), so

Z R (2,2 <; m)

Vg @) (L —ap)ierten)mlen@ . {8 C (a1)]s) - (len(w) —len(w)) &
- 2, P(@1) - (1= ap)len@i=lon() . 4{S: 2 C (1) s} 1—ay

12)
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Let us compute Oy q¢ (x* | x):
p(z*) - (1 - at)le“(l'*)_le“(z) ~#{S :x Cax*|s} - (len(a*) — len(x)) O

>, p(x1) - (1 — ap)lent@n—len(@) . (S : 2 C (21)]s} I
[y Plen) - (L= a0 S0 € (@y)ls) - (len(ey) ~len(@))
[ >, p(an) - (1 — ap)lenen)—len@) (S & C (21)]s} 1— o

p( ) (1 —a )len(ac )—len(z) . #{S xCx |S}
le p(@1) - (1 — ap)tent@n)=len(@) . {8 o C (21)]s}

Note that by Eq. (I2)), the term in the parentheses in Eq. (T3) is exactly

13)

len(z)

Z Ry (z, 2 9y m)qy(a” | @) = =R (z,2)q: (" | 2),

It remains to verify that the first term in Eq. (T3) is equal to — Y, Ri"*(z, z <; m)g;(z* |  <; m).
To that end, we must show that

len(z en(xq)—len(x
2(: Zzlp z1)(1— at)l (@1)len(a) . ZS’ e 11)\5(&' —si-1—1)
Zml .131 1 — at)len(m) len(z) . #{S z; <, m C (x1)|S}

=#{S 2 C (z%)|s} - (len(z") — len(x)) (14)

The key combinatorial step is as follows. For any x; in the support of p, consider a subset .S for
which  C (z1)|s. Note that for every such S, we can uniquely associate exactly s; — s;—1 — 1
different subsets S of size |S|+1 for which z <;m C (z1)[s'. Therefore, > 5., (4, )5 (5i = Si-1—

1) = #{S:z <;m C (21)|s}, and the left-hand side of Eq. (T4) thus becomes

“#{S:z s mCa|s}

len(x) len(x)

Z #{S:z<mCz’lg}= Z Z —s8i-1—1)= Z (len(z*) —len(zy)),

i=0 S:xCa*|s S:xC(z1)ls

which completes the proof of Eq. (14). O

F EXPERIMENTAL DETAILS

F.1 PRETRAINING ON OPENWEBTEXT

Dataset preparation. As mentioned in Section [5.1] to obtain a variable-length dataset, we split
OpenWebText articles paragraph-wise using the GPT-2 tokenizer Radford & Wu|(2019). This can be
implemented by locating the token index corresponding to the delimiter \n \n. Sequences longer
than 1024 tokens are then chunked recursively by splitting by the delimiter closest to the middle
sequence, yielding a variable-length dataset with maximum sequence length 1024.

FlexAttention. To handle variable-length sequences during training, we pad each batch to the
maximum sequence length. In MDM, by design, pad tokens also enter the model input. In contrast,
FlexMDM is designed to receive only clean or mask tokens as inputs. Ideally, QKV attention should
not attend to pad tokens; however, current FlashAttention (Dao et al., 2022) does not support this for
non-causal attention (our setup of interest). We therefore adapt FlexAttention (Dong et al., [2024).
A side benefit is improved training speed, since FlexMDM performs attention over fewer tokens
than MDM’s full-sequence attention. Note that in the LLaDA experiment, we did not implement
this optimization; pad tokens can therefore attend to other tokens, though we expect the impact to
be negligible.

Training configuration. Asin Section we model FlexMDM with a DiT |Peebles & Xief(2023)
backbone and embed the insertion schedule o;. For MDM, we use the same DiT configuration with
time step embedding but without the softplus scalar head. Transformer configuration is: hidden
size:768, heads:12, conditional dimension:128, dropout:0.05, layers:12.

29



Under review as a conference paper at ICLR 2026

We train both models on 16 H100 GPUs with a global batch size of 1024 and max training iter-
ation 1M. We use the AdamW (Loshchilov & Hutter, 2017) optimizer with weight decay 0.03,
learning rate 3e—4, 2000 warmup steps, and an EMA factor of 0.9999. Additionally, we use low-
discrepancy time-step sampling to reduce variance: one ¢ is drawn uniformly from each interval

[i/T, (i +1)/T)=;, as in prior MDM training (Shi et al., 2024).
Metric. For evaluation, we take sequences generated by both models and retain the clean tokens
by removing padding (e.g., the leading pad token). We adopt LLaMA-2-7B (Touvron et al., 2023)
as the reference model to compute likelihoods. We notice that the pretrained MDM generates short
sentences with unreasonably large (worse) perplexities. Therefore, we filter overly short sequences
with < 10 tokens when calculating average perplexity.

F.1.1 ADDITIONAL EXPERIMENTS

Sequence entropy. We follow the setup from (Zheng et al.,2024) to measure the entropy of given
sequence. As we can observe in the table below, both models exhibit comparable sequence entropy
across different sampling steps.

Sampling steps 256 512 1024 2048 4096

MDM 44732 45691 44417 4.2259 4.1876
FlexMDM 44586 4.5173 45660 4.4712 4.4304

Generative perplexity for extended sampling steps. Below, we extend the generative perplexity
measurement to more sampling steps. We observe plateaus around 16,384 steps. This is likely be-
cause discretization errors for the CTMC and the estimation errors for each transition entry become
negligible, leading to diminishing generative perplexity.

—— FlexMDM
—— MDM

60

256 512 1024 2048 4096 8192 16384 32768

Downstream evaluation on the text understanding. We follow the evaluation protocol of von
Riitte et al.| (2025).

Model HellaSwag PIQA ARC-E ARC-C BoolQ OBQA WinoGrade

FlexMDM 28.75 51.69 2526 25.75 50.50 24.60 51.78
MDM 29.70 52.55 2526 26.09 50.05  23.80 49.01

F.2 PRETRAINING ON THE MAZE PLANNING TASK

Task construction. We generate mazes with a fully random, recursive division procedure (the
code is provided in Listing [I), on a 41 x 41 grid, with some invalid cells. As described in Sec-
tion [5.1] we consider a subgoal-conditioned planning task: the model is given a sequence of sub-
goals (g1, . .., gk ) and must produce a valid path that connects them in order. To construct training
examples for a given K, we sample 15000 start—goal pairs (g1, gx ), compute the shortest path for
each pair via breadth-first search, and then add controlled detours to obtain up to 10 distinct valid
paths per pair. Subgoals are formed by selecting K — 2 intermediate cells uniformly at random along
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a chosen path (start and goal are already fixed). We use 95% of the pairs for training and hold out
5% for validation to evaluate generalization to unseen pairs and subgoal sets.

Training data construction. For MDM, the training sequence is ((¢1,...,9x) [SEP] Path),
where [SEP] is a special separator and Path denotes the tokenized path. During training, the
prompt (g1,...,9x) bypasses the interpolant so that, at inference time, the model can condition
on (g1,...,9x) [SEP] and generate the path. For FlexMDM, we use an interpolant in which the
subgoal tokens are exempt from the process in (6); that is, tokens corresponding to each g; are kept
clean at all times. This also enables generation to start from (g1, . . . , gx ). Although this conditional
generation template changes the base distributions py for both MDM and FlexMDM, we note that the
theoretical guarantee from Section [3|and Section[]still holds—once the training is perfect (under the
access to the ground truth unmasking posterior and insertion expectation), the inference algorithms
recover the ground truth distribution p;.

Training configuration. We use the same architectural design as in the OpenWebText pretraining,
but with a smaller model: hidden size:256,heads:8,conditional dimension:128,
dropout:0.1, layers:8. Both models have approximately 8.56M parameters. We train them
on 4 A100 GPUs with a global batch size of 256 for up to 100 epochs. We use AdamW (Loshchilov
& Hutter, [2017) with weight decay 0.01, learning rate 1 x 104, 20 warmup epochs, and an EMA
factor of 0.9999.

Metric. Given the final conditionally generated sequence, we report the success rate under two
criteria: (1) all visited cells are valid (no collisions with invalid cells), and (2) the path connects the
subgoals consecutively in order. We perform inference both models with the number of sampling
steps 256.

Listing 1: Code for the maze Construction

# RECURSIVE DIVISION (perfect maze) ————————————————————

def _divide(g, top, left, h, w):
if h <= 2 or w <= 2:
return
horizontal = w < h # split the longer dimension
if horizontal:
y = random.randrange (top + 1, top + h - 1, 2)
gap = random.randrange (left, left + w, 2)
gly, left:left + w] =1
gly, gapl =0
_divide (g, top, left, y - top, w)
_divide(g, v + 1, left, top + h -y - 1, w)
else:
x = random.randrange (left + 1, left + w - 1, 2)
gap = random.randrange (top, top + h, 2)
gltop:top + h, x] =1
glgap, x] =0
_divide (g, top, left, h, x - left)
_divide(g, top, x + 1, h, left + w - x — 1)

def division_maze (m, n, seed=2025, extra_door_frac=0.5):
nmmn
m, n # size in *cellsx (not bitmap coords)
seed # int or None
extra_door_frac 0, perfect maze; >0 flicks more doors (loops)
mmwn

=

random. seed (seed)
H W=2m+ 1, 2 »n + 1
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g = np.zeros((H, W), dtype=np.uint8)
g[ol :Jr g[H_ll :]l g[:l OJI g[H W_l] =ll 1/ 1/ 1

_divide(g, 1, 1, H - 2, W - 2)

$# ————— optional imperfection: punch extra doorways ————————————
if extra_door_frac > 0:
candidates = []
for r in range(l, H - 1):
for ¢ in range(l, W - 1):
if gl[r, c] ==
# Check if wall separates two passages orthogonally
if glr -— 1, ¢c] == 0 and g[r + 1, c] ==
candidates.append((r, c))
elif glr, ¢ - 1] == 0 and g[r, ¢ + 1] == 0:
candidates.append((r, c))
k = int (len(candidates) * extra_door_frac)

for (r, c) in random.sample (candidates, k=k):
g[rl C] =0
return g

F.3 WEIGHT INITIALIZATION TRAINING FROM LLADA

In this section, we describe the procedure for adapting the pretrained LLaDA-8B base model into
the FlexMDM.

Training configuration. LLaDA uses a bidirectional Transformer without an additional time em-
bedding, leveraging the fact that MDM does not require an explicit time signal (Zheng et al., 2024)).
For FlexMDM, to model the insertion expectation, we inject a time-embedding pathway via AdalLN
(Peebles & Xie| [2023). For parameter efficiency, we tie (share) the four AdaLN parameter sets
across the intermediate Transformer layers. We also attach a softplus scalar head to parameterize
the insertion expectation.

Next, we attach LoRA adapters (Hu et al.| 2022) to every attention projection (q-proj, k_proj, v_proj)
and to the unmasking-posterior head. We include LoRA on the unmasking posterior head because
the unmasking posteriors differ between MDM and FlexMDM: in FlexMDM, unmasking must ac-
count for token shifts induced by insertions. This fine-tuning of the last head is crucial for enabling
variable-length generation.

The LoRA configuration that we use is 7 = 128, o = 128, and dropout 0.1. Training runs for
200, 000 gradient steps with a batch size of 64 on 16 H100s, which took approximately 3 days. We
optimize with AdamW (Loshchilov & Hutter,[2017) at learning rate 1 X 104 and weight decay 0.1,
using a cosine warm-restarts scheduler.

Evaluation on GSM8K. We instruction-fine-tune (IFT) the FlexMDM base model on the GSM8K
training split. To preserve the instruction-answer format, we modify the interpolant in Eq.[6]so that
tokens corresponding to the instruction are excluded from the interpolant—these tokens remain fixed
for all time steps. We apply the same strategy to obtain the baseline (that is, IFT from LLaDA-base),
modifying the MDM interpolant so that instruction tokens remain fixed. This choice is equivalent to
the IFT recipe used in Nie et al.| (2025); |Ye et al.| (2025). Both models are IFT-ed for 1000 epochs.
(Other IFT hyperparameters match those used in our base setup unless otherwise noted.)

For FlexMDM inference, we start from the instruction prompt at ¢ = 0 and run adaptive inference
to t = 1. Concretely, we use Top-K probability with a sliding window (Appendix [E) with v; = 5.0
and o = 64. For LLaDA, we report the best result under the semi-autoregressive, confidence-based
sampling of (Nie et al.,[2025)). For both models, we set the token sampling temperature to 0.0, which
we confirm to be important for strong Pass@1. Overall, adaptive inference substantially improves
performance over vanilla inference.

For a fair comparison, since FlexMDM is not IFT-ed, we IFT LLaDA-Base, rather LLaDA-instruct,
this differs from [Zhao et al.| (2025). We employ zero-shot evaluation, which also differs from Nie
et al.[(2024).
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Evaluation on HumanEval-infill. Code infilling conditions on a prefix and suffix, and asks
the model to complete the middle part of the code. For FlexMDM, we format training exam-
ples as (Prefix; [SEP]; [Middle]; [SEP];Suffix), where [SEP] is a separator token and
Instruction describes the infilling task for a model. We modify Eq. (6) so that tokens for
Prefix, Suffix, and [SEP] are fixed in the interpolant (i.e., excluded from the interpolant).
Thus, at t = 0 the state is (Prefix; [SEP]; [SEP];Suffix).

For MDM, we use the format (Instruction; [PRE];Prefix; [SUF ];Suffix; [SEP];Middle),
with Instruction prompting infill after prefix and suffix, along with [PRE] and [SUF] sepa-
rate the prefix and suffix, respectively. Here too, the tokens without Middle are held fixed by the
modified interpolant. This difference in formatting reflects the fixed-length nature of MDMf MDM
(no token insertion). This formatting has been used in the code infilling tasks for autoregressive
models in|Bavarian et al.| (2022). Naively masking the Middle span yields a base state at t = 0 of
(Prefix;Masked; Suffix), where Masked is a fully masked sequence of length |[Middle|.
This leaks length information—materially simplifying the task— and renders comparisons to
FlexMDM unfair, since FlexMDM does not observe the target span length. For fair evaluation,
we therefore avoid length-revealing masks and require methods to infer the span length during
inference.

We IFT both models on the educational-instruct split of opc-sft-stage?2; the architecture and
optimization configurations match those used for GSM8K IFT. At evaluation, we initialize from
the base distributions: for FlexMDM, (Instruction;Prefix; [SEP]; [SEP];Suffix); for
MDM, (Instruction;Prefix;Suffix; [SEP]). We use the same Top-K adaptive inference
for both and temperature 0.0. Final outputs are scored with the HumanEval-infill verifier toolkit to
compute success rates.

F.3.1 ADDITIONAL EXPERIMENTS
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