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Abstract

Knowledge tagging is a fundamental task in001
intelligent education, associating educational002
materials with the most pertinent knowledge003
concepts. However, in practical scenarios,004
most existing methods have encountered bot-005
tlenecks due to the expertise and confusion of006
knowledge concepts. In this paper, we pro-007
pose LLM4KTS, which achieves a progressive008
multi-step reasoning paradigm that fully intro-009
duces the reasoning ability of Large language010
models (LLMs) for knowledge tagging tasks.011
To build LLM4KTS, we first construct a multi-012
step reasoning dataset with gradual thinking013
and reasoning. LLM4KT is then fine-tuned014
on the dataset to align the LLMs with proces-015
sive reasoning. Then, we introduce a step-level016
score preference optimization (SSPO) method017
to fine-tune the LLM4KT further to improve018
the effectiveness and quality of reasoning pro-019
cesses. Moreover, we apply a scoring model to020
expand the inference scaling and guide the de-021
coding process. Extensive experiments verify022
that LLM4KTS achieves significant improve-023
ments in the knowledge tagging performance,024
outperforming current methods.025

1 Introduction026

In recent years, the development of intelligent ed-027

ucation has led to an astonishing growth in educa-028

tional data generation. Different from generic data,029

educational data possesses inherent prior knowl-030

edge and native target, that is, it serves for teaching031

specific knowledge concepts (Chen et al., 2014;032

Romero and Ventura, 2020; Chen et al., 2022).033

Consequently, knowledge tagging is an important034

foundation for effectively aggregating and recom-035

mending educational resources. The primary goal036

of knowledge tagging is to associate educational037

materials, particularly question resources, with038

their most pertinent knowledge concepts within039

a knowledge domain. This task significantly en-040

hances the application of educational materials,041

What is 12 + 54 ?

Calculate 69 + 75 .

non-carry Addition

carry addition

two-digit multiplicationCalculate 43 × 28 .

decimal multiplicationWhat is 12.5 × 3.6 ?

]

]

]

]

]

]

]

]

Knowledge TaggingShort Question Texts Fine-grained Concepts

Figure 1: An example of knowledge tagging, where
the question text is typically short and the concepts are
fine-grained, making knowledge tagging challenging.

thereby supporting more precise and targeted edu- 042

cational interventions (Sun et al., 2018; Nie et al., 043

2020; Li et al., 2024b). 044

Unlike general text tagging, knowledge tagging 045

has several crucial characteristics: Knowledge tag- 046

ging needs expertise. It demands a profound under- 047

standing of the specific domains, including intricate 048

knowledge points and terminology; The knowledge 049

system often comprises detailed and confusable ter- 050

minology (Zhang et al., 2021; Lee et al., 2023; 051

Liu et al., 2023). For instance, distinguishing be- 052

tween "two-digit addition" and "addition within 053

10" requires attention; Knowledge tagging tasks 054

frequently require multi-step reasoning processes 055

to uncover underlying knowledge concepts in the 056

question, such as whether addition involves carry. 057

Due to the above characteristics, such knowledge 058

tagging tasks are traditionally performed manually 059

by domain experts. However, manual processes 060

become impractical and unsustainable when facing 061

large-scale datasets. Therefore, developing auto- 062

mated or semi-automated methods for knowledge 063

tagging is critical for advancing educational data 064

analysis in intelligent education. 065

In the literature, many efforts have been made 066

to conduct automated knowledge tagging. Given 067

that the object of knowledge tagging for ques- 068

tions can be viewed as a text tagging task, some 069

previous works have employed methods such as 070

CRF (Liu et al., 2021), LSTM (Sun et al., 2018), 071
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and BERT-based pre-training models (Zemlyan-072

skiy et al., 2021; Huang et al., 2023). However,073

there are limitations in these approaches. On one074

hand, questions typically consist of short texts. Cur-075

rent methods can only extract limited information076

from the short texts, which is not enough to distin-077

guish accurately. On the other hand, even BERT-078

based methods lack the necessary reasoning capa-079

bilities to recognize subtle differences between fine-080

grained knowledge concepts as shown in Figure 1081

(for example, they cannot differentiate between082

"non-carry addition" and "carry addition") (Pod-083

korytov et al., 2021). Benefiting from extensive084

domain knowledge and strong reasoning ability,085

Large Language Models (LLMs) have achieved im-086

pressive results across a variety of tasks including087

natural language processing, translation, question-088

answering, and even some professional tasks (Chen089

et al., 2024; Zhao et al., 2024; Liu et al., 2024). In090

order to solve the above problems, we adopt the091

LLM to process knowledge tagging for the ques-092

tions in a generative way.093

In this paper, we draw inspiration from the LLMs094

and propose a progressive multi-step reasoning095

paradigm for the question tagging task, especailly096

knowledge tagging. We make full use of the reason-097

ing abilities of LLMs and effectively use the gener-098

ative method for knowledge tagging tasks with this099

paradigm. Firstly, we fine-tune an LLM to obtain100

our LLM4KT model by introducing the ability of101

knowledge tagging and aligning the LLM with the102

given knowledge structures. To make full use of103

the reasoning abilities of the LLM, we construct104

a multi-step reasoning dataset for knowledge tag-105

ging, which aims to expand the prediction process106

with gradual thinking and reasoning to obtain a107

more reasonable prediction result. Then, we in-108

troduce a step-level score preference optimization109

(SSPO) method to further fine-tune the LLM4KT110

to LLM4KTS. For knowledge tagging tasks with111

exact results, we conduct a step-level beam search112

method to obtain the expected score of each step.113

The higher the expected score, the more likely it114

is to generate accurate knowledge concepts after115

the step. In addition, we designed a step-level116

score preference optimization (SSPO) loss to con-117

strain LLM4KT to improve the generated results118

at step granularity. Finally, we implement a score-119

supervised decoding method for score expectations.120

A scoring model is trained using the dataset with121

the expected step scores, and it is used to guide the122

decoding process, choosing the generation with the123

highest score as the final inference result possible. 124

We fine-tune LLAMA3.1 to obtain LLM4KT 125

and LLM4KTS following the above paradigm. Ex- 126

perimental results show that our dataset can en- 127

hance the performances of LLMs. 128

The contributions of this paper are: 129

• We conduct progressive multi-step reasoning 130

with LLMs for knowledge tagging, Experi- 131

mental results demonstrate the effectiveness 132

and superiority of the LLM4KTS. 133

• We construct a multi-step reasoning dataset, 134

which divides the knowledge tagging task into 135

a step-by-step thinking and reasoning process. 136

This dataset can better leverage the ability 137

of LLMs. Further, we propose a production 138

pipeline for the dataset with step-scores, and 139

no manual labeling is required in the process. 140

• We design the step-level score preference op- 141

timization(SSPO), which uses the expected 142

step score to more reasonably align the LLM 143

at step granularity. 144

2 Related Work 145

2.1 Knowledge Tagging 146

Knowledge tagging is a fundamental task in ed- 147

ucational applications, aiming to establish mean- 148

ingful associations between knowledge concepts 149

and questions by analyzing stem descriptions or 150

leveraging their solutions. Early studies, such 151

as (Sun et al., 2018) utilized LSTM networks com- 152

bined with attention mechanisms to encode short- 153

range dependencies in problem statements. Build- 154

ing on this, (Liu et al., 2019) integrated addi- 155

tional features, such as Markov properties, to ex- 156

tract richer concept-related information from ex- 157

ercises. Subsequent work expanded input modali- 158

ties to include multi-modal data (Yin et al., 2019) 159

and LaTeX-augmented textual data (Huang et al., 160

2021), significantly improving the ability to capture 161

implicit contextual information. Another line of 162

research introduced knowledge graphs into embed- 163

ding layers, enhancing semantic understanding in 164

specific domains (Huang et al., 2020). The rise of 165

transformer-based architectures further advanced 166

the field. Zemlyanskiy et al. (2021) leveraged pre- 167

trained BERT models to infer concepts from con- 168

textual data, while (Huang et al., 2023) designed 169

a tailored BERT framework to model the interplay 170

between problem statements and solutions, partic- 171

ularly for mathematical problems. More recently, 172
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large language models (LLMs) have emerged as173

powerful tools for low-resource scenarios. Tech-174

niques like chain-of-thought reasoning (COT) and175

in-context learning (ICL) enable these models to176

simulate human-like tagging processes, showcas-177

ing exceptional adaptability even with minimal an-178

notated data (Li et al., 2024b,c,a). However, cur-179

rent methods still face limitations due to the brevity180

of question texts, which provide insufficient infor-181

mation for deep differentiation. Even LLM-based182

approaches struggle with reasoning and fail to dis-183

tinguish fine-grained knowledge concepts, such as184

non-carry and carry addition.185

2.2 Preference Learning186

Recently, preference learning has become a pivotal187

approach for aligning models with human prefer-188

ences, offering significant advantages in improving189

task performance and user satisfaction (Rafailov190

et al., 2023; Jiang et al., 2024). Early efforts, such191

as Supervised Fine-Tuning (SFT), aimed to achieve192

alignment by increasing the likelihood of gener-193

ating desired outputs (Wei et al., 2022a; Ouyang194

et al., 2022). However, while SFT enhances the195

probability of preferred results, it also inadvertently196

raises the likelihood of undesired outputs, such as197

hallucinations or logically inconsistent responses.198

These limitations are particularly pronounced in199

multi-step reasoning tasks, where errors in interme-200

diate steps can propagate and compromise the final201

output. To mitigate these issues, Reinforcement202

Learning from Human Feedback (RLHF) (Zhu203

et al., 2023; Ouyang et al., 2022) was introduced204

as a framework for leveraging comparison data to205

train reward models, which are then used to guide206

policy optimization. RLHF has demonstrated no-207

table success in generating more reliable outputs208

by refining models through human-aligned reward209

signals. However, its complex training pipeline210

and heavy reliance on the quality of reward mod-211

els limit its practicality and scalability, particularly212

for reasoning-intensive tasks requiring fine-grained213

control (Casper et al., 2023). Direct Preference214

Optimization (DPO) (Rafailov et al., 2024) offers a215

more streamlined alternative by directly optimizing216

models using pairwise preference data, bypassing217

the need for reinforcement learning. Nonetheless,218

DPO’s performance gains are marginal in domains219

that require long-chain reasoning, such as mathe-220

matical reasoning or tasks involving complex logi-221

cal steps (Ma et al., 2023). Compared to previous222

work, our Svpo autonomously annotates step-level223

preferences through MCTS, and reflects potential 224

reasoning errors through the -values at each step, 225

thereby significantly improving the performance of 226

preference learning on multi-step reasoning tasks. 227

3 Progressive Multi-Step Reasoning 228

Paradigm 229

In this section, we present our LM4KTS in detail 230

to further explore the potential of knowledge tag- 231

ging tasks with the progressive multi-step reason- 232

ing paradigm. The problem statement in our paper 233

is as follows: Given the query Q with available 234

text resources of the question, including content, 235

answer, analysis, and so on, and with the prompt 236

to guide our LLM. Our target is to fine-tune an 237

LLM, Θ, with a progressive multi-step reasoning 238

paradigm to generate the result R. Where R con- 239

sists of step-by-step logical analysis, reasoning, 240

and the selection of the most appropriate knowl- 241

edge concepts from the given knowledge concept 242

candidates K = {k1, k2, ...km}. 243

To solve the problem mentioned, we conduct 244

LLM4KTS as follows (as shown in Figure 3): First, 245

for questions that need to be tagged, we design a 246

multi-step reasoning prompt to generate the dataset 247

for fine-tuning (Section 3.1). On this basis, we 248

can align the LLM with the expected task. Second, 249

we devise the step-level score preference optimiza- 250

tion method to further supervise the LLM4KT to 251

LLM4KTS (Section 3.2). Finally, to further en- 252

hance the accuracy of generation, we apply a scor- 253

ing model to guide the decoding process at step 254

granularity (Section 3.3). 255

3.1 Dataset Construction and LLM Fine-tune 256

The most significant difference between LLMs and 257

other prior machine learning models is their reason- 258

ing capabilities. By making the large model think 259

step by step, a reasonable context is conducive 260

to helping generate the more accurate result (Wei 261

et al., 2022b; Jin et al., 2024). Further, contributing 262

to the huge size model parameter and the extensive 263

pre-training on diverse and vast datasets, LLMs 264

have demonstrated their strengths in comprehend- 265

ing instructions in natural language and applying 266

learned knowledge to new problems without requir- 267

ing additional training data specific to these tasks. 268

In our task, to make full use of the reasoning ability 269

and knowledge of LLM, a COT method is adopted 270

to guide LLM to generate the multi-step reasoning 271

for knowledge tagging. We design a multi-step rea- 272

3



question 

information

candidate

concepts

LLMs
tagging

concepts

instruction 

prompt

1S 2S
3S

1

4S

2

4S

N

4S

...

LLM4KT LLM4KTS

1S 2S 3S
4S

tagging

conceptsSFT SSPO SD

r

Dataset Construction

LLM Fine-tune Step-level Score Preference Optimization Supervised Decoding

Figure 2: Overview of the LLM4KTS framework.

soning process, which is based on the process of ex-273

pert analysis and reasoning of questions in practice.274

A total of four steps are used in this reasoning pro-275

cess, which is: "question analyzing", "preliminary276

reasoning", "knowledge summarizing" and "name277

reasoning". Each step contains the step name, the278

reasoning process, and the reasoning conclusion.279

The prompts for each step are as follows:280

Question Analyzing.

You should comprehensively discover,
summarize and analyze all the information
in the question, that helps to reason all the
detailed knowledge concepts given.
Includes but is not limited to the range of
values (n digits, multiplication of n,
computation within n, etc.), operation
methods (addition, subtraction,
multiplication, division, parentheses,
power squares, etc.), numeric types (
integers, fractions, decimals, etc.),
important nouns (such as encounter, trace,
triangle, etc.) and other hidden conditions.

281

Preliminary Reasoning.

You should summarize all possible
domain of knowledge for the topic,
incorporating the information obtained in
the question analyzing process.

282

Knowledge Summarizing.

You should converge the knowledge
mentioned in the preliminary reasoning
process based on the scope of knowledge
associated with the question, and remove
the irrelevant knowledge direction.

283

Name Reasoning.

You should refer to the reasoning of the
preceding processes, use the knowledge
and nouns mentioned therein, and
combine all possible formal knowledge
names according to the specification.
Finally, you should choose the most
reliable knowledge concept among the
candidates.

284

In summary, through such step-by-step reason- 285

ing, LLM, like an expert in the field of educa- 286

tion, analyzes the knowledge related to the ques- 287

tion and deduces the potential knowledge concepts 288

involved. Instead of producing results with di- 289

rect prompts like "Give a prediction of knowl- 290

edge tagging directly". Further, LLM gener- 291

ates the selections from the candidate knowledge 292

names with norms. With the multi-step reasoning 293

prompt, the multi-step reasoning dataset is fully 294

automatically generated. Based on the dataset, 295

we can fine-tune a SOTA LLM (e.g., LLAMA3.1) 296

with each sample {(Q1, R1), (Q2, R2), ...}, Rn = 297

{Sn,1, Sn,2, Sn,3, Sn,4} to LLM4KT. Where the 298

question Q is used as the input, the reasoning 299

result R is used as the target with four steps 300

4



{S1, S2, S3, S4}. Thus, we align the original LLM301

to our task to obtain the LLM4KT.302

3.2 Step-level Score Preference Optimization303

We obtain the LLM4KT with our multi-step rea-304

soning dataset. LLM4KT has the ability to invoke305

its existing knowledge and generate concept names306

step by step according to the question. While low-307

quality generations always exist due to errors in308

the fine-tuned dataset or direct greedy decoding309

method. Therefore, we process a preference opti-310

mization method to enhance the likelihood of high-311

quality results in the generations. That is, we opti-312

mize the output of the model by further aligning the313

preferences of the LLM4KT to LLM4KTS with the314

objective selection preferences (i.e., the accuracy315

of the results in the knowledge tagging task).316

As mentioned above, a reasonable context is con-317

ducive to help generate a more accurate result. As318

with human inductive reasoning about problems,319

errors in any one premise or step of reasoning can320

lead to wrong results. Therefore, simply supervis-321

ing the results or optimizing the whole reasoning322

process indiscriminately, as we do in fine-tuning,323

is not enough. After fine-tuning, we then introduce324

a step-level score preference optimization to align325

the reasoning by steps.326

In the process of preference optimization, the327

evaluation of data is crucial. Different from subjec-328

tive tasks, such as free conversation, knowledge tag-329

ging is a task with objective results. Therefore, we330

can accurately evaluate whether a certain reasoning331

process has reached the correct result. Further-332

more, different conclusions may be derived from333

the same reasoning when the sampling method with334

certain randomness is used. In this case, we con-335

duct a step-level beam search method to obtain the336

score of each step in {S1, S2, S3, S4}. Obviously,337

we can directly evaluate the accuracy of a com-338

plete and deterministic generation {S1, S2, S3, S4}339

as F (S4) = Score4, where is no need to calcu-340

late the expected value. Then we merge question341

Q and parts of generation {S1, S2, S3} as the in-342

put to only generate the rest tokens in the step343

of name reasoning repeatedly as shown in Figure344

3. It may lead to the {S41 , S42 , S43 , S44 , S45 , ...}.345

We synthesize all the results as Score3 =346 ∑
F (S4i), while F evaluates the accuracy of the347

result. The score is regarded as the expected348

score of the prefix reasoning {S1, S2, S3}, and349

used to indicate the merits of the previous rea-350

soning. Similarly, through such an automated351

score and expectation calculation process, we get 352

the scores {Score1, Score2, Score3, Score4} for 353

{S1, S2, S3, S4}. The scores represent the value of 354

each step in the reasoning process. In particular, the 355

higher the score, the more likely it is that this step 356

(including the preceding steps) will produce supe- 357

rior results. In particular, for different reasoning 358

on the same question, we repeat the above process 359

to obtain the evaluations. For each pair of genera- 360

tion results, we take the sample with a higher step 361

score as a positive sample, thus forming the pairs 362

for preference optimization. 363

Further, we design the step-level score pref- 364

erence optimization (SSPO) loss to use the 365

dataset with step scores to align the LLM4KT 366

by steps. We use step scores to assign weights 367

to the tokens of different steps, thereby con- 368

straining the optimization process. Steps 369

with higher scores should be valued more. 370

For a certain pair, we get the step scores 371

Scorep = {Score1, Score2, Score3, Score4} 372

for positive samples and Scoren = 373

{Score′1, Score
′
2, Score

′
3, Score

′
4} for nega- 374

tive samples. Since the optimization direction of 375

the negative sample is inconsistent with that of 376

the positive sample relative to the reference model 377

in the process of preference optimization. That 378

is, the negative sample should not deviate from 379

the reference model as much as possible, while 380

the changes of the positive sample are encouraged. 381

Therefore, the higher the step score of the positive 382

sample, it means that the change of this step should 383

be focused; Even in a negative sample, there may 384

be a good step with a high score, so the higher 385

the score of a negative sample step, the more we 386

should ignore this step, so as to optimize the bad 387

step and preserve the change of the good step. So 388

we calculate the weights from the scores as: 389

W = Softmax([Scorep, 1− Scoren]). (1) 390

Finally, we represent the SSPO loss as: 391

L (rϕ,D) = −E(x,yw,yl)∼D[log σ(rϕ (x,wp, yw)

−rϕ(x,wn, yl))].
(2) 392

where r(x,w, y) is the weighted reward function, 393

which measures the difference between the cumu- 394

lative probability of the sample and the reference 395

model with weight from the step scores as: 396

r(x,w, y) = β log(w
π∗(y | x)
πref (y | x)

) + β logZ(x).

(3) 397
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Figure 3: Illustration of supervised decoding, with S2

as an example.

3.3 Supervised Decoding398

We obtain the LLM4KTS with our step-level score399

preference optimization. In the process of gener-400

ation, in order to better supervise the process of401

decoding, we designed a score-supervised decod-402

ing process based on process evaluation as shown403

in Figure 3. We reuse the dataset with step scores404

in the preference optimization process to fine-tune405

a reward model Θr from LLM. Given the whole or406

part of the steps, the object of the reward model is407

to predict the score of the given steps:408

r = Θr({Q,S1, ...Sn}). (4)409

Further, we process a step-by-step decoding with410

LLM4KTS. In this process, we get N different gen-411

eration results for the same input Q. We then use412

the reward model to evaluate the score of the com-413

plete result and the latest step:414

ro = Θr({Q,S1, S2, S3, S4}),
rp = Θr({Q,S1}),

(5)415

where ro is the outcome reward, which measures416

the correctness of the final result, while rp is417

the process reward, which provides an estimate418

of the value of the process. For each sample,419

we continue to obtain M complete reasoning re-420

sults. Then we compute the reward r with r =421

α ∗ ro+ (1− α) ∗
∑M

m=1 rpm as the score of the422

current result. We select the result with the highest423

score and continue the reasoning process with the424

latest step as the input, that is, the input is {Q,S1}.425

We repeat the process to guide the final result. With426

the supervised decoding, we obtain the result for427

knowledge tagging with a high evaluation.428

Statistics
# of questions 77476
# of knowledge concepts 12712
Avg knowledge concepts per question 6.0947
Avg length of questions 44.1949
Avg length of prompts 1031.75
Avg length of reasoning process 1121.91

Table 1: The statistics of the MATH dataset.

4 Experiments 429

4.1 Experimental Datasets 430

MATH is a dataset from a professional education 431

resource platform, that contains high-quality math- 432

ematics questions. Each question contains content, 433

knowledge concepts, and optional analysis and an- 434

swer content. The details of the data as described 435

in Table 1. Further, we randomly select 5000 ques- 436

tions from the dataset as the testing data, and the 437

remaining data as the training data. In particular, 438

we partition the training data into 90%/10% for 439

fine-tuning part and preference optimization learn- 440

ing part. To conduct the multi-step reasoning data, 441

we use the COT-based prompt to guide the LLM for 442

inference, in which case the average input length of 443

the data including the prompt is 1031.75, and the 444

average inference length of reasoning is 1121.91. 445

4.2 Experimental Settings 446

To better illustrate the implementation of our meth- 447

ods, we will introduce the settings in detail. We use 448

the LLAMA3.1-8B as the base model for following 449

the fine-tuning process. In our task, we conduct 450

the candidates with 10 knowledge concepts, that is 451

the m = 10. To collect a wide variety of data to 452

conduct the preference pairs in SSPO, we use the 453

different temperatures and topk to generate results. 454

To be specific, (1.0,50),(2.0,50),(0.5,50),(1.0,20) 455

are used. Moreover, in the supervised decoding 456

part, we set the N as 5 and M as 3, the temperature 457

to 1.0, and topk to 10 in the decoding process to 458

provide enough candidates. Then we set alpha as 459

0.5 to synthesize the different rewards. All exper- 460

iments are conducted on a server with 6 NVIDIA 461

RTX 3090 GPUs. 462

4.3 Experimental Results 463

In this section, we verify the effectiveness of 464

our LLM4KTS by taking GPT4o, GPT4-turbo, 465

LLMALA3.1-8B as the baselines. Each baseline 466

is validated in two ways, one with a progressive 467

multi-step reasoning prompt and one with direct 468
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Method ACC@3 ACC@5 ACC@10
LLAMA3.1-8B w/o reason 14.74% 12.32% 9.74%
LLAMA3.1-8B 15.56% 12.80% 7.64%
GPT4o w/o reason 39.58% 33.10% 23.88%
GPT4o 54.96% 43.02% 32.26%
GPT4-turbo w/o reason 40.12% 30.76% 22.22%
GPT4-turbo 64.62% 52.14% 36.70%
LLM4KTS 82.31% 72.98% 57.68%

Table 2: Performances comparison on Knowledge Tagging.

Method ACC@3 ACC@5 ACC@10
LLM4KT w/o reason 51.04% 47.82% 42.04%
LLM4KT 76.55% 66.06% 49.82%
LLM4KT+ 75.83% 66.57% 50.15%
LLM4KTS w/o sspo 79.01% 68.58% 52.76%
LLM4KTS w/o sd 81.39% 71.02% 56.81%
LLM4KTS 82.31% 72.98% 57.68%

Table 3: Performances comparison of LLM4KTS and its variants.

LLM4KTS LLM4KT LLM4KTS LLM4KT
5_15 0.5750 0.4847 20_10 0.2765 0.2021
10_10 0.4259 0.3484 20_20 0.2560 0.1475
15_5 0.3531 0.2805 20_30 0.2325 0.1072
20_0 0.3031 0.2364 20_80 0.1872 0.0411

0.2
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0.5

0.6
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Figure 4: Results of tagging analysis.

generation (w/o reason). In our experiments, our469

target to verify whether a method is able to pick470

out the best knowledge concepts from the candi-471

dates. Therefore, we design ACC@K to represent472

the ratio of selecting the correct knowledge concept473

among K candidates. Specifically, we fine-tune a474

simple bert model and recalling its top-K predic-475

tions with ground truth as the candidates. Com-476

pared with existing works in evaluating methods477

for knowledge tagging, some key observations are478

as follows: 1) Methods with multi-step reasoning479

perform better than the methods with direct gen-480

eration. It shows multi-step reasoning can make481

full user of the abilities of LLMs and benefit the482

knowledge tagging tasks. Notablty, our proposed483

LLM4KTS has the best performances. 2) When the484

range of candidates is larger, the model encounters485

severe confusion, leading to worse results, but our486

proposed method achieves the best results487

4.4 Ablation Study488

To further validate the effectiveness of the key pro-489

cess in LLM4KTS, we compared LLM4KTS with490

some variants: LLM4KT w/o reason, LLM4KT,491

LLM4KT+, LLM4KTS w/o sspo and LLM4KTS 492

w/o sd. LLM4KT w/o reason removes processive 493

multi-step reasoning and is only fine-tuned with 494

direct prompts. LLM4KT is the model which is 495

only fine-tuned with processive multi-step reason- 496

ing data. LLM4KT+ is training with all the training 497

data. LLM4KTS w/o sspo processes preference op- 498

timization based on LLM4KT without step-level 499

score. In this case, it degenerates into the form 500

of a dpo method. LLM4KTS w/o sd use a simple 501

greedy decoding method to generate the final result. 502

According to the results in Table 3, we obtain the 503

following conclusions: 1) Even after the fine-tune, 504

the method w/o reason performs the worse result 505

than the multi-step reasoning, it shows the multi- 506

step reasoning can enhance the abilities for predic- 507

tion in LLMs. 2) LLM4KTS w/o sspo achieves 508

better results than the methods with only fine-tune. 509

It demonstrates that preference optimization is con- 510

ducive to the further improvement of LLM on our 511

task. While LLM4KTS w/o sd has better effect 512

than LLM4KTS w/o sspo, which shows that our 513

SSPO can than provide finer process constraints 514

than direct preference optimization. 3) LLM4KTS 515

achieves the best performance. It shows expand- 516

ing the inference scaling helps to provide a more 517

reasonable contextual reasoning process and obtain 518

more accurate reasoning results. 519

4.5 Tagging Analysis 520

In this paper, we focus on selecting the most appro- 521

priate knowledge points from a set of candidates 522
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Question:

Solve the equation: 2x+5=15

Candidate Concepts:

1. Solving linear equations

2. Transposition in equations

3. Properties of equality

4. Solving single-variable equations

5. Steps in solving linear equations

6. Coefficients and constants in equations

7. Basic methods for solving equations

8. Equations and algebraic operations

9. Applications of linear equations

10. Algebraic methods for solving 

equations

...no fractions, exponents, 

parentheses, or special 

numeric types are present.

...requires basic algebraic 

operations, specifically 

subtraction and division.

...contains a single 

variable x, meaning it is a 

single-variable equation

...the equation is linear, 

as the highest power of x 

is 1.

...the given equation is 

2x+5=15, which asks for 

the solution of x.

...applying transposition, 

which is a technique used 

in equation solving.

...equal sign, which is the 

core idea of solving 

single-variable equations.

... the same operation on 

both sides maintains the 

equation’s validity.

...and constants (5, 15), 

which are part of 

algebraic structures.

...and division, but not 

advanced algebraic 

transformations.

...includes multi-variable 

cases, which makes it less 

precise.

... a method used but does 

not fully define the 

equation-solving process.

...process but is not a 

complete description of 

the problem.

...variable equations, as 

this describes the exact 

type of problem

...support the solution but 

are not the main focus of 

the problem.

...standard algebraic steps, 

the best classification is 

Solving linear equations.

...defining feature, we 

might choose 

Transposition in equations.

...we might consider 

Steps in solving linear 

equations

...we might choose 

Equations and algebraic 

operations.

...best matching concept 

is "Solving single-

variable equations".

Question Analyzing1S Preliminary Reasoning Knowledge Summarizing Name Reasoning2S 3S
4S

...the given equation is 

2x+5=15, which asks for 

the solution of x.

... category of solving 

linear equations, not just 

single-variable cases.

... falls under solving 

linear equations, a more 

general classification.

...most appropriate 

knowledge point is 

Solving linear equations.

LLM4KTS

LLM4KT

Figure 5: A case study on Knowledge Tagging with LLM4KT and LLM4KTS.

in the context of real-world knowledge annotation.523

The construction of these candidates is a key fac-524

tor. In our experiments, we fine-tuned a simple525

BERT model and used its top-K predictions, along-526

side the ground truth, as candidates. However, this527

approach may lack comprehensiveness. We investi-528

gate how different candidate construction methods529

affect the performance and stability of our frame-530

work by mixing BERT-selected candidates with ran-531

domly chosen ones in varying proportions. BERT-532

selected candidates are considered "hard" due to533

their closer resemblance to the ground truth, which534

increases confusion. We conducted experiments by535

fixing both the total number of candidates and the536

number of hard candidates separately. The results,537

shown in Figure 4, use X_Y notation on the x-axis,538

where X represents the number of BERT-selected539

candidates and Y denotes the number of random540

candidates. Our key findings are: 1) As the number541

of hard candidates increases, performance declines542

due to greater confusion. 2) Despite a decrease in543

the proportion of hard candidates, overall perfor-544

mance still drops with more candidates, likely be-545

cause the increased selection range outweighs the546

impact of hard candidates. 3) LLM4KTS consis-547

tently outperforms LLM4KT, confirming the effec-548

tiveness of our method and the necessity of SSPO.549

4.6 Case Study550

To illustrate the advantages of our multi-step rea-551

soning framework and process-supervised decod-552

ing, we visualize a case study on knowledge tag-553

ging with LLM4KT and LLM4KTS. As shown554

in the Figure 5, while LLM4KT (trained with555

SFT) can perform step-by-step reasoning, the lack556

of process supervision may lead to deviations or557

suboptimal steps, resulting in errors. In contrast,558

LLM4KTS, optimized with SSPO and equipped559

with DP, ensures optimal reasoning at each step, 560

enhancing both stability and accuracy. This high- 561

lights the effectiveness of our method’s design. 562

5 Conclusion 563

In this paper, we introduced LLM4KTS, an LLM 564

designed to facilitate processive multi-step reason- 565

ing for knowledge tagging. To build LLM4KTS, 566

we defined and conducted a multi-step reasoning 567

dataset, which strengthened the processive reason- 568

ing abilities. Besides, we developed a step-level 569

score preference optimization (SSPO) for LLMs 570

and a scoring model was adopted to guide the infer- 571

encing. Experiments demonstrated that LLM4KTS 572

significantly outperforms current LLMs such as 573

GPT4. We discuss the broader impacts, limitations, 574

and future work in Limitation. 575

6 Limitation 576

In this work, we introduce a step-level preference- 577

based framework for the task of automatic knowl- 578

edge tagging in educational questions. This frame- 579

work is not only effective for the specific task but is 580

also easily adaptable and transferable to other anno- 581

tation scenarios, offering broad applicability. How- 582

ever, the current token processing remains confined 583

to natural language text, limiting support for multi- 584

modal data. As a result, predictions for questions 585

containing image-based information may degrade, 586

and the understanding of mathematical formulas of- 587

ten lacks structured depth and hierarchical insight. 588

These limitations highlight the need for further ex- 589

ploration of advanced representation methods to 590

harness better the reasoning and interpretative ca- 591

pabilities of large language models (LLMs). 592
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