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Abstract
Recent years have witnessed a profound transformation in object
detection and tracking, driven by advances in transformers, dif-
fusion models, multimodal learning, and large-scale pretraining.
Beyond performance gains, the field is undergoing a conceptual
shift, from closed-set, task-isolated pipelines toward open-world,
multi-task, and semantically grounded visual perception systems.
This survey provides a review of very recent object detection and
tracking research, systematically analyzing more than one hun-
dred representative works across 2D, 3D, multi-view, multimodal,
and vision-language settings. By consolidating models, datasets,
evaluation protocols, and targeted challenges, we expose cross-task
patterns that are often overlooked in existing surveys. Our analysis
shows several emerging trends: the convergence of detection and
tracking into unified formulations, the growing role of generative
and diffusion-based temporal modeling, the rise of open-vocabulary
and language-conditioned tracking, and the increasing importance
of uncertainty modeling and multimodal fusion in 3D and adverse
environments. In addition, we provide a quantitative analysis of
dataset usage, evaluation metrics, and challenge prevalence over
time, highlighting how benchmark choices and metric design shape
research directions. The survey concludes by identifying open prob-
lems and underexplored intersections, such as scalable open-world
tracking, unified evaluation across modalities, and principled han-
dling of uncertainty and semantics, that point toward the next
phase of visual perception research. By offering both breadth and
synthesis, this work aims to serve as a reference and a roadmap for
future advances in object detection and tracking. Our appendix is
available here.
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1 Introduction
Object detection and tracking are foundational problems in com-
puter vision [15, 36–38], enabling machines to localize, recognize,
and follow objects across space and time. Over the past decade,
progress in these areas has been largely driven by advances in deep
learning architectures and large-scale benchmarks, resulting in
remarkable performance improvements under controlled settings
[22–25, 32]. However, as visual perception systems are increasingly
deployed in unconstrained real-world environments, ranging from
autonomous driving and aerial surveillance to sports analytics, ro-
botics, and medical imaging, the limitations of classical problem
formulations have become increasingly apparent [2, 3, 6, 7, 14].

Recently, the field has entered a period of rapid diversification
and conceptual transition. Object detection has expanded beyond
closed-set recognition toward open-vocabulary, open-domain, and
weakly supervised settings, while tracking has evolved from short-
term, appearance-driven association to long-term, semantics-aware,
and multimodal temporal reasoning [19, 30]. At the same time,
the boundaries between detection and tracking are becoming in-
creasingly blurred: joint detection-tracking frameworks, end-to-end
identity prediction, diffusion-based temporal interpolation, and uni-
fied multi-task models are replacing traditional modular pipelines
[4, 51, 54, 55]. These developments signal a shift in emphasis, from
isolated task optimization toward robust, generalizable, and seman-
tically grounded visual perception.

Despite this rapid progress, the literature has become highly
fragmented [9, 17, 46, 47]. Recent methods differ not only in archi-
tectures (e.g., transformers, diffusion models, state-space models,
and vision-language systems) but also in assumptions about su-
pervision (e.g., modality, task definition, and evaluation protocol)
[1, 28]. As a result, comparing approaches across tasks and domains
has become increasingly difficult. Moreover, many surveys continue
to organize the field along traditional task boundaries (e.g., detec-
tion vs. tracking, 2D vs. 3D), which obscures deeper connections
between methods that are designed to address the same underlying
challenges, such as occlusion, long-term identity preservation, fast
and non-linear motion, small or low-visibility objects, domain and
category shift, and real-time constraints [39, 48].

This survey is motivated by the observation that challenges (not
task labels), now define the research frontier of object detection and
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tracking. Across diverse settings, recent works repeatedly target
a shared set of bottlenecks that limit real-world deployment. Oc-
clusion and identity confusion dominate multi-object tracking and
sports analytics; fast motion and sparse observations challenge UAV,
event-based, and satellite video analysis; small-object detection and
low illumination appear across aerial, underwater, and infrared
domains; and domain shift, data scarcity, and open-set recognition
arise in open-vocabulary, few-shot, and multimodal perception. By
examining how these challenges are addressed across tasks, modal-
ities, and architectures, we can extract insights that are not visible
through task-centric reviews.

To this end, we conduct a review of object detection and tracking
research published recently (within the past three years) in lead-
ing computer vision and machine learning venues. Each selected
work is analyzed along consistent dimensions, model category,
datasets, evaluation metrics, task formulation, and targeted chal-
lenges, allowing systematic comparison across otherwise disparate
research threads. Beyond qualitative discussion, this survey pro-
vides a quantitative analysis of the field. By aggregating dataset
usage, evaluation metrics, and challenge prevalence over time, we
show how benchmark choices and evaluation practices shape re-
search priorities. Our analysis highlights the dominance of standard
multi-object tracking and detection benchmarks, alongside a grow-
ing reliance on 3D, multi-view, RGB-D, thermal, event-based, and
vision-language datasets. Similarly, while traditional metrics, e.g.,
mean average precision (mAP), higher order tracking accuracy
(HOTA), etc., remain central, newer evaluation protocols increas-
ingly emphasize long-term consistency, semantic correctness, and
robustness under adverse conditions. These trends reflect a broader
shift toward holistic and deployment-oriented evaluation.

Ultimately, this survey aims not only to summarize recent ad-
vances but also to synthesize the field’s trajectory. By connecting
architectural trends with the challenges they aim to solve, we iden-
tify emerging unifying principles, such as temporal generative
modeling, semantic grounding via language, uncertainty-aware
perception, and multimodal fusion, that cut across detection and
tracking paradigms. We also highlight open problems and under-
explored intersections that are likely to shape the next phase of
research. The main contributions of this survey are threefold:

i. A challenge-driven synthesis of object detection and tracking
research. We reorganize the literature around fundamental real-
world challenges rather than traditional task boundaries, show-
ing shared solutions and transferable insights across detection,
tracking, 3D perception, and multimodal vision.

ii. A structured, large-scale comparative analysis of modern percep-
tion systems. Through unified and quantitative trend analysis, we
systematically compare models, datasets, metrics, and problem
settings, exposing patterns, gaps, and biases in current bench-
marks and evaluation practices.

iii. A forward-looking perspective on emerging paradigms and open
problems. We identify key architectural and conceptual shifts,
such as unified detection-trackingmodels, diffusion-based tempo-
ral reasoning, vision-language grounding, and uncertainty-aware
modeling, and outline future research directions necessary for
scalable, open-world visual perception.

2 Our Taxonomy of Detection and Tracking
Object detection and tracking have historically evolved as distinct
research problems, each supported by separate benchmarks, archi-
tectures, and evaluation criteria. Detection has primarily focused
on spatial localization and category recognition within individual
frames, while tracking emphasizes temporal association and iden-
tity preservation across time. Recent progress, however, increas-
ingly blurs this separation. Shared real-world challenges, including
occlusion, fast or irregular motion, domain shift, long-term tem-
poral dependencies, and multimodal uncertainty, have driven the
development of methods that span, combine, or even redefine tradi-
tional task boundaries. To systematically capture this evolution, we
organize contemporary detection and tracking methods along four
complementary axes: task formulation, supervision and openness,
spatial-temporal scope, and sensing modality.

Task formulation: from modular pipelines to unified tem-
poral reasoning. The dominant paradigms in detection and track-
ing can be distinguished by how they formulate spatial localization
and temporal association. Classical object detection largely follows
a closed-set formulation, where models are trained to recognize
a fixed set of categories [37]. Despite its maturity, this setting re-
mains central to many practical systems and continues to serve
as the backbone for tracking-by-detection pipelines [2]. However,
recent years have seen a clear shift toward more flexible formula-
tions. Open-vocabulary and open-set detectors extend recognition
beyond predefined categories by using semantic embeddings or
vision-language alignment [12, 33, 49]. While these approaches
significantly improve category generalization, they also introduce
semantic ambiguity and confidence uncertainty, which directly
impact downstream tracking stability.

In tracking, the traditional tracking-by-detection paradigm de-
couples detection from association, offering modularity and scala-
bility but remaining sensitive to detection noise, missed objects, and
identity switches under occlusion [2]. To address these limitations,
joint detection-tracking frameworks integrate localization and as-
sociation within a single optimization objective, enabling tighter
temporal coupling at the cost of increased architectural complexity
[50]. More recently, a growing body of work reframes tracking
as a direct prediction problem, where object trajectories or identi-
ties are inferred as sequences or sets without explicit association
steps. Transformer-based and diffusion-based trackers exemplify
this trend, offering improved long-term consistency and robustness
to intermittent observations [27, 44]. At the same time, the scope
of tracking itself has expanded beyond classical multi-object track-
ing to include long-term single-object tracking [20, 42], point-level
tracking [5, 11], and generic visual correspondence [41, 45], further
dissolving rigid task boundaries.

Supervision and openness: scaling beyond exhaustive an-
notations. Another defining axis of modern detection and tracking
research concerns the degree of supervision and the assumptions
made about the operating environment. Fully supervised methods,
trained with dense spatial and temporal annotations, continue to
dominate benchmark performance and remain the standard in con-
trolled settings [51]. However, their reliance on extensive labeling
limits scalability, especially for long videos, rare categories, and
new sensing modalities.
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Table 1: High-level summary of dominant trends in recent object detection and tracking literature (2024-2025).

Aspect Dominant Category Representative Datasets Common Metrics Task Scope Key Insight

Task formulation Multi-object tracking; unified
detection-tracking

MOT17, MOT20, Dance-
Track, SportsMOT

HOTA, IDF1, MOTA Multi-object tracking; joint de-
tection and tracking

Shift from modular pipelines to-
ward unified temporal reasoning

Model paradigm End-to-end; diffusion-based;
transformer-based

Standard MOT and SOT
benchmarks

HOTA, IDF1, AUC Tracking Growing adoption of end-to-
end and generative modeling
paradigms

Sensing modality RGB-dominant with increas-
ing multimodality

RGB-D, LiDAR, event-
based, vision-language
datasets

mAP, HOTA, Preci-
sion

Detection, Tracking Multimodal fusion increasingly
used for robustness

Spatial reasoning 3D-aware and BEV-based rea-
soning

KITTI, nuScenes, Waymo,
multi-view datasets

3D mAP, HOTA, NDS 3D detection, 3D multi-object
tracking

Persistent 3D perception is be-
coming a central design goal

Supervision regime Weakly supervised; open-
world; self-supervised

Open-vocabulary and
domain-generalized
benchmarks

mAP, Recall Open-world detection, open-
world tracking

Reduced reliance on dense an-
notations and closed-set assump-
tions

Datasets Legacy benchmarks + domain-
specific datasets

MOT-style, UAV, sports,
medical, multimodal

HOTA, IDF1, mAP Cross-domain Diversification beyond generic
benchmarks is accelerating

Evaluation metrics Joint detection-association
metrics

MOT-style benchmarks HOTA, IDF1 Tracking Emphasis on identity consis-
tency over frame-wise accuracy

Challenges Occlusion, identity switches,
long-term association

Crowded, long-horizon
datasets

HOTA, IDF1 Multi-object tracking, vision-
language tracking

Temporal consistency remains
the dominant bottleneck

In response, weakly supervised, self-supervised, and unsuper-
vised approaches have gained increasing attention [10, 11, 53].
These methods exploit temporal consistency, motion cues, cross-
modal alignment, or proxy objectives to reduce annotation cost
while maintaining competitive performance. Such strategies are
particularly important for large-scale or domain-specific scenarios
where annotations are sparse or expensive. Closely related is the
transition from closed-world assumptions to open-world settings,
where models need to handle unseen categories, evolving scenes,
and ambiguous supervision over time [21, 34]. Open-world detec-
tion and tracking expose a fundamental tension between semantic
flexibility and identity consistency: while models become more
adaptable, maintaining stable object identities under semantic un-
certainty remains a major challenge. This tension is a recurring
theme across many of the methods summarized in our tables.

Spatial and temporal scope: from 2D frames to 3D per-
ception. Detection and tracking methods can be distinguished
by the spatial and temporal scope of their representations. The
majority of existing work operates in 2D image space, benefiting
from abundant data and mature architectures [18, 51]. However,
2D representations struggle with severe occlusion, depth ambigu-
ity, and viewpoint changes. As a result, there is growing interest
in 3D perception, where geometry from monocular cues, LiDAR,
or multi-view reconstruction enables more physically grounded
reasoning about object motion and interaction [16, 26, 40]. Tempo-
ral scope further differentiates short-term tracking (which focuses
on local frame-to-frame continuity) from long-term and persistent
tracking (which requires memory, re-identification), and recovery
after prolonged absence or occlusion [8, 13]. Methods targeting
longer temporal horizons increasingly incorporate explicit memory
mechanisms, global context modeling, or trajectory-level reasoning
[13, 16]. Notably, many recent approaches operate across both ex-
panded spatial and temporal scopes, e.g., 3D multi-object tracking
over long sequences [16, 51], highlighting a trend toward persistent
scene understanding rather than transient frame-level predictions.

Sensing modality: from single sensors to multimodal per-
ception. Detection and tracking paradigms vary significantly in

their use of sensing modalities. Single-modality systems, particu-
larly RGB-based models, remain the most common due to simplicity
and data availability [31]. However, they are inherently vulnera-
ble to adverse conditions, e.g., low illumination, motion blur, and
occlusion. To mitigate these limitations, an increasing number of
methods integrate complementary modalities, including depth, Li-
DAR, thermal imaging, event streams, audio, and language [26, 56].

Multimodal systems offer improved robustness and richer se-
mantic cues but introduce new challenges related to modality align-
ment, fusion strategy, and missing or noisy signals [35, 52]. Recent
work explores both early and late fusion, adaptive weighting, and
modality-agnostic architectures, reflecting the lack of consensus
on a universally optimal solution [43]. Importantly, multimodal-
ity often interacts with other axes in this taxonomy: for instance,
open-vocabulary tracking frequently relies on language [21], while
long-term tracking benefits from geometry-aware or event-based
sensing [29]. These interactions underscore the need for holistic
design choices rather than isolated architectural decisions.

A glossary of commonly used evaluation metrics, including their
full names, focus, and typical use cases, is provided in Appendix.

3 Quantitative Trend Analysis
Analysis protocol and scope. We surveyed peer-reviewed publi-
cations from major computer vision and machine learning venues,
including CVPR, ICCV, ECCV, NeurIPS, ICLR, TPAMI, and IJCV.
Each method was annotated along multiple axes: task formulation
(e.g., detection, single-object tracking, multi-object tracking, joint
detection-tracking, 3D tracking), sensing modality (e.g., RGB, Li-
DAR, RGB-D, thermal, event-based, vision-language), architectural
paradigm (e.g., CNN-based, transformer-based, diffusion-based,
state-space or recurrent), supervision level, and the primary chal-
lenges explicitly targeted. Methods were allowed to belong to mul-
tiple categories to reflect multi-task and multimodal designs. Ag-
gregate counts and proportions were computed and visualized in
Figures 1, 2, and 3 . This protocol enables a holistic view of how
research priorities have evolved over time.

To ensure methodological transparency, we explicitly specify the
inclusion and categorization criteria underlying our quantitative
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analysis. We consider peer-reviewed conference and journal papers
(published between 2024 and 2025) that introduce, benchmark, or
conduct substantive analyses of object detection, tracking, or their
unified formulations. Survey articles, purely application-driven
studies lacking methodological contributions, and extended arXiv
versions of previously published works are excluded to avoid redun-
dancy. Asmany contemporary approaches spanmultiple paradigms,
we use a multi-label annotation scheme rather than enforcing mutu-
ally exclusive categories. Accordingly, a single work may contribute
to multiple trend counts, reflecting the inherently overlapping na-
ture of modern research directions. This design choice enables a
more faithful characterization of the field’s structural diversity,
rather than imposing artificially disjoint taxonomies.

To construct the quantitative trends, we manually extracted
information on challenges, datasets, and evaluation metrics from
each selected paper. Specifically, challenges were identified from the
problem formulation, introduction, and discussion sections, while
datasets and metrics were obtained from the experimental and
evaluation sections. When a single paper addressed multiple chal-
lenges, datasets, or metrics, all relevant entries were recorded using
a multi-label annotation scheme. This manual curation was per-
formed to ensure semantic consistency and to avoid errors arising
from automated keyword-based extraction, particularly for implicit
or cross-cutting concepts. This procedure enables a faithful repre-
sentation of how contemporary works position their contributions
and report empirical performance.

Although this survey conceptually spans literature published be-
tween 2022 and 2025, the quantitative trend analysis in this section
is intentionally restricted to papers from 2024 to 2025. This design
choice reflects our aim to characterize the most recent paradigm
shifts, emerging problem formulations, and evolving evaluation
practices, as captured by the large comparative tables curated for
this study. Earlier works from 2022-2023 are extensively incorpo-
rated into the related work, taxonomy, and qualitative synthesis,
where they play a foundational role in shaping the conceptual struc-
ture of these trends. By separating long-term conceptual grounding
from short-term quantitative dynamics, we aim to provide both his-
torical context and a focused view of the field’s current trajectory.

To complement the qualitative review, we conduct a quantita-
tive analysis of recent object detection and tracking literature. By
aggregating statistics across the methods summarized in Appendix,
this analysis shows empirical trends in task focus, architectural
paradigms, sensing modalities, datasets, evaluation metrics, and
the challenges most frequently addressed by recent work. Rather
than reporting raw counts in isolation, we interpret these trends
to expose structural shifts in how the field defines problems and
measures progress. To improve readability and provide a compact
overview of the main empirical patterns, we summarize the domi-
nant trends observed in Table 1. This summary complements the
detailed method-level tables in Appendix by highlighting the most
salient structural shifts in the field.

Task formulation trends and convergence. Object detection
andmulti-object tracking remain themost prevalent research topics,
together accounting for the majority of recent publications. How-
ever, a closer examination reveals a steady rise in works addressing
joint detection-tracking, long-term tracking, and point-level or

Figure 1: Dataset usage across recent object detection and
tracking literature (2024-2025). Horizontal bars indicate the
raw frequency of benchmark dataset mentions extracted
from the Dataset column of the literature review in Appen-
dix, plotted on a logarithmic bottom 𝑥-axis to accommodate
the wide dynamic range of usage counts. The overlaid curve,
shown on the top 𝑥-axis, represents the cumulative share
of mentions. For clarity, only the top-15 most frequently
cited datasets are shown along the 𝑦-axis. The distribution
shows the dominance of established multi-object tracking
benchmarks (e.g., MOT17, MOT20, DanceTrack, etc.) and il-
lustrates the long-tailed nature of dataset adoption across
diverse tasks and sensing modalities.

dense tracking formulations. These trends indicate a gradual ero-
sion of rigid task boundaries in favor of unified formulations that
jointly reason about localization, identity, and temporal continuity.

This shift reflects growing recognition that frame-local optimiza-
tion is insufficient for real-world scenarios involving prolonged
occlusion, complex interactions, and evolving scenes. The increas-
ing prevalence of unified task formulations directly supports the
field-wide move toward temporally grounded perception systems.

Architectural evolution. Architectural trends reveal a clear
dominance of transformer-based models across detection and track-
ing tasks. Their ability tomodel long-range dependencies and global
context aligns naturally with challenges such as occlusion handling,
identity preservation, and multi-view aggregation. Transformer ar-
chitectures are particularly prevalent in joint detection-tracking,
point tracking, and 3D perception.

Diffusion-based models, while still representing a smaller frac-
tion of the literature, exhibit the fastest growth rate, especially in
tracking and temporal interpolation tasks. Their emergence signals
a broader shift toward generative temporal modeling to address
motion uncertainty and sparse or irregular observations. In con-
trast, state-space and recurrent architectures maintain a strong
presence in real-time and resource-constrained applications, under-
scoring the persistent trade-off between modeling flexibility and
computational efficiency.

Modalities and sensor diversity. RGB-based perception con-
tinues to dominate the literature, but the proportion of multimodal
approaches has increased consistently over the surveyed period.
LiDAR- and multi-view-based methods are particularly prominent
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in 3D detection and tracking, driven by autonomous driving and ro-
botics applications. Thermal, event-based, and audio-visual modali-
ties, while less common, show steady adoption in domain-specific
settings where RGB sensing is unreliable.

Vision-language methods constitute the most rapidly expanding
subset, enabled by advances in large multimodal models. These
approaches support open-vocabulary detection and referring track-
ing, substantially expanding perceptual flexibility. At the same time,
their growing prevalence introduces new dependencies on language
quality, semantic alignment, and prompt sensitivity, raising open
questions about robustness and evaluation.

Targeted challenges and research gaps. An analysis of explic-
itly addressed challenges shows that occlusion, identity switches,
fast or irregular motion, and domain shift are the most frequently
targeted problems in recent work. As shown in Figure 2 (also see
review table in Appendix for more details), challenges such as
small objects, low visibility, and sparse observations also receive
substantial attention, particularly in application-driven settings.
Broader contextualization of these challenge trends, including how
they are framed across surveys on object detection, single- and
multi-object tracking, 3D, multi-view, and multimodal perception,
vision-language and open-world perception, as well as benchmark-
centered analyses, is provided in Appendix. In contrast, relatively
few methods directly address uncertainty estimation, annotation ef-
ficiency, or long-term open-world scalability, despite their practical
importance. This imbalance suggests that certain challenges persist
not due to lack of awareness, but due to the difficulty of integrating
them into existing architectures and evaluation protocols.

Temporal dynamics and emerging directions. Examining
trends over time shows several consistent patterns. Transformer-
based and joint detection-tracking methods exhibit steady growth,
while diffusion-based tracking and interpolation approaches show
rapid recent adoption. Multimodal and vision-language methods
experience the largest relative increase, reflecting a shift toward
more semantically rich and flexible perception systems. Conversely,
purely frame-based and task-isolated methods show a gradual de-
cline, indicating a broader paradigm shift toward unified, temporally
grounded, and challenge-aware models. These quantitative trends
reinforce the qualitative observations made throughout this survey
and motivate the open challenges and future directions.

Datasets and evaluation practices. Figure 1 highlights that
standard benchmarks such as MOT17/20, KITTI, and Waymo, re-
main central to experimental evaluation, reflecting their role in
ensuring comparability and reproducibility. However, the analy-
sis also shows increasing use of 3D, multi-view, RGB-D, thermal,
event-based, and synthetic datasets, suggesting a gradual broaden-
ing of evaluation settings. Despite this diversification, benchmark
concentration remains high, potentially biasing reported progress
toward specific scenarios. A similar pattern emerges in evaluation
metrics (Figure 3): spatial accuracy metrics (e.g., mAP) dominate de-
tection, while identity-aware metrics (e.g., IDF1, HOTA) dominate
tracking. Metrics explicitly capturing long-term robustness, uncer-
tainty awareness, or open-world behavior remain comparatively
rare, highlighting a mismatch between evaluation practices and
real-world deployment requirements. While standardized metrics
such as mAP, MOTA, IDF1, and HOTA have played a crucial role in
enabling reproducible benchmarking, each of them captures only

a partial view of system performance. mAP remains highly effec-
tive for evaluating spatial localization and category recognition
accuracy, yet it neglects temporal coherence and identity preser-
vation, which are fundamental for tracking-oriented applications.
Identity-centric measures such as IDF1 emphasize long-term as-
sociation consistency but may underrepresent localization errors
and short-term instabilities. Similarly, MOTA aggregates multiple
error sources into a single score, which can obscure the specific fail-
ure modes of a system, particularly in crowded or highly dynamic
scenes. More recent metrics such as HOTA attempt to provide a
balanced assessment of detection and association quality; however,
they still do not explicitly account for semantic correctness, uncer-
tainty, or open-world behavior. These complementary strengths
and limitations indicate that no single metric is sufficient to char-
acterize real-world performance, underscoring the importance of
scenario-aware evaluation protocols that align more closely with
deployment requirements.

4 Analysis and Discussion
This section synthesizes the surveyed literature through a set of
analytical perspectives. Rather than reiterating method-level de-
scriptions, we distill higher-level insights about how architectural
choices, supervision paradigms, sensing modalities, and evalua-
tion practices have co-evolved in response to persistent real-world
challenges. Grounded in quantitative trends presented earlier, this
discussion aims to clarify not only what design patterns dominate
recent research, but why they have emerged and when they are
most appropriate in practice.

Challenge-driven convergence of detection and tracking.
One of the most prominent patterns across the literature is the
gradual convergence of object detection and tracking, driven less
by task unification per se than by shared challenges such as oc-
clusion, identity persistence, fast motion, and long-term temporal
consistency. Classical task-centric pipelines, most notably tracking-
by-detection, remain widely used due to their modularity and effi-
ciency. However, an increasing number of recent methods reformu-
late tracking as a temporally extended inference problem, where
identities, trajectories, or object states are predicted jointly rather
than associated heuristically. This shift is reflected in the rise of
joint detection-tracking frameworks, end-to-end identity prediction
models, and trajectory-centric formulations. By treating object tra-
jectories as structured temporal entities, these approaches reduce
sensitivity to intermittent detection failures and ambiguous associ-
ations. Empirical evidence across diverse benchmarks consistently
shows that methods explicitly encoding temporal structure, through
long-horizon attention, sequence modeling, or generative temporal
processes, achieve superior robustness under heavy occlusion and
non-linear motion.

Key insight. Performance gains in modern tracking are increas-
ingly determined by how effectively temporal structure is mod-
eled, rather than by incremental improvements in per-frame
detection accuracy.

Architectural trade-offs and practical guidance. The sur-
veyed literature shows three dominant architectural paradigms
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Figure 2: Temporal trends of prominent research challenges in object detection and tracking (2024-2025). The figure reports
the year-wise frequency of the most frequently discussed challenges, manually extracted from the Challenges column of
the literature review in Appendix. For clarity, only the top challenges are visualized. This temporal window is intentionally
restricted to emphasize the most recent shifts in research focus, while earlier works (2022-2023) are synthesized qualitatively in
the taxonomy and related work sections. The observed trends highlight both persistent bottlenecks and emerging difficulties,
illustrating how research priorities have evolved in recent literature.

Figure 3: Evaluation metric usage across recent object de-
tection and tracking literature (2024-2025). Horizontal bars
show the raw frequency of metric mentions extracted from
the Metrics column of the literature review table in Appen-
dix and plotted on a logarithmic bottom 𝑥-axis to improve
readability across orders of magnitude. The overlaid curve,
shown on the top 𝑥-axis, denotes the cumulative share of
mentions. The distribution highlights the predominance of
standard multi-object tracking metrics (e.g., HOTA, IDF1,
MOTA, etc.), alongside the widespread adoption of detection-
oriented metrics (e.g., mAP and its variants), reflecting pre-
vailing evaluation practices in the field.

shaping contemporary detection and tracking systems, each corre-
sponding to different operational regimes and constraints.

Transformer-based architectures have become the default choice
formany joint detection-tracking, point tracking, and 3D perception
tasks. Their capacity for global context modeling and long-range de-
pendency capture directly addresses challenges such as multi-object
interaction, occlusion, and identity switching. At the same time,

their computational cost and data hunger motivate ongoing work
on sparse attention, hierarchical representations, and efficiency-
oriented variants. Diffusion-based and other generative temporal
models represent a rapidly growing, though still emerging, para-
digm. By framing motion estimation and temporal interpolation as
probabilistic generation processes, these methods offer increased
robustness to noise, missing observations, and complex dynamics.
Their current limitations, most notably inference latency and train-
ing complexity, restrict widespread deployment, but their rapid
adoption suggests strong potential for scenarios dominated by un-
certainty and sparsity. In contrast, state-space and recurrent models,
including modernized filtering-based approaches, remain central in
real-time and large-scale applications. Hybrid designs that combine
learned visual representations with classical motion models strike a
pragmatic balance between interpretability, stability, and efficiency.

Practical guidance. Transformer-based models are most ef-
fective when long-term interactions dominate; diffusion-based
approaches are well suited to highly uncertain or sparse obser-
vations; and state-space hybrids remain preferable under strict
real-time or resource constraints.

Detection paradigms and their impact. The literature shows
that open-vocabulary and open-world detectors, while powerful,
frequently degrade temporal stability due to fluctuating category
assignments and ambiguous semantic grounding. Successful inte-
gration into tracking pipelines therefore requires mechanisms that
enforce semantic consistency across time, incorporate uncertainty-
aware identity modeling, or jointly reason about category and iden-
tity persistence. Object detection research has undergone a parallel
transformation, moving beyond closed-set recognition toward open-
vocabulary, few-shot, weakly supervised, and domain-generalized
formulations. These advances expand category coverage and re-
duce annotation dependence, often through semantic embeddings,
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vision-language alignment, or generative context modeling. How-
ever, they also introduce new sources of uncertainty that directly
affect downstream tracking.

Key insight. Expanding semantic flexibility in detection without
explicit temporal and uncertainty modeling often shifts, rather
than resolves, failure modes in tracking systems.

Multimodal and 3D perception as a unifying trend. A clear
trend across recent work is the expansion from RGB-centric per-
ception toward multimodal and 3D-aware systems. LiDAR, RGB-D,
thermal, event-based, audio-visual, and vision-language inputs are
increasingly used to address sensing limitations in challenging en-
vironments. Despite modality-specific implementations, common
issues recur: sensor misalignment, missing data, and heterogeneous
noise. Rather than early fusion through feature concatenation, re-
cent methods favor adaptive fusion strategies, including modality
gating, uncertainty-aware weighting, and late fusion within shared
semantic spaces. In 3D and multi-view settings, temporal aggre-
gation and geometric constraints play a critical role in mitigating
sparsity and occlusion, reinforcing the importance of temporal
reasoning beyond purely spatial representations.

Practical guidance.Multimodal systems achieve the greatest
robustness when fusion strategies are adaptive and uncertainty-
aware, allowing the model to selectively rely on the most infor-
mative sensors under changing conditions.

Evaluation practices, biases, and deployment implications.
Our analysis highlights a strong dependence on a small set of bench-
marks and metrics, particularly mAP for detection and ID-aware
metrics such as HOTA and IDF1 for tracking. While these metrics
facilitate comparison, they often fail to capture long-term robust-
ness, semantic correctness, or uncertainty, factors that dominate
real-world performance. The proliferation of tasks, modalities, and
datasets has further fragmented evaluation practices, making cross-
method comparison increasingly difficult. Reported gains on stan-
dard benchmarks do not always translate to deployment scenarios
involving domain shift, open-set conditions, or sensor degradation.

From a deployment perspective, the literature suggests that no
single paradigm dominates universally. Effective system design
depends on aligning architectural choiceswith dominant challenges,
data availability, and computational constraints. For example, sports
analytics and UAV tracking emphasize fast motion and occlusion,
autonomous driving prioritizes 3D reasoning and uncertainty, and
vision-language systems trade robustness for semantic flexibility.

Key insight. Benchmark-driven optimization risks obscuring
real-world failure modes; progress increasingly depends on
challenge-aware evaluation and deployment-oriented design
choices.

Remaining gaps and research opportunities. Despite sub-
stantial progress, several gaps persist across the surveyed literature.
Unified detection-tracking systems still struggle with open-world
scalability and semantic drift. Diffusion-based models require fur-
ther optimization for real-time operation. Evaluation protocols lag
behind architectural advances, particularly for multimodal and

open-world settings. Finally, integrating large multimodal models
into efficient, interpretable, and temporally consistent perception
pipelines remains an open challenge. Addressing these issues re-
quire coordinated advances in architectures, supervision strate-
gies, datasets, and evaluation frameworks, reinforcing the need for
challenge-driven perspectives.

5 Open Challenges and Future Directions
Despite remarkable progress in object detection and tracking, sev-
eral fundamental challenges persist. These challenges are not iso-
lated to specific tasks or modalities but stem from broader limita-
tions in how current systems are formulated, trained, and evalu-
ated. In this section, we highlight key open problems and propose
promising research directions that can shape the next generation
of detection and tracking systems.

Scalable open-world detection and tracking. Current detec-
tion and tracking systems typically operate in closed or moderately
open-world settings, where the set of object categories and oper-
ating conditions are predefined. However, real-world applications
require systems capable of handling novel objects, evolving appear-
ances, and shifting environments over time. While open-vocabulary
detection and referring tracking have made strides toward this goal,
existing methods struggle to maintain temporal consistency, iden-
tity stability, and uncertainty estimation in open-world settings.

Research should focus on scalable open-world formulations that
address category discovery, semantic grounding, and identity man-
agement throughout extended temporal spans. Lifelong and con-
tinual learning paradigms, together with principled uncertainty
estimation and memory management techniques, will be crucial
for enabling long-term open-world tracking. Ensuring consistency
in identity recognition across novel categories and environments is
key for reliable real-world performance.

Unified evaluation protocols across tasks and modalities.
The rapid proliferation of tasks, datasets, and evaluation metrics
has led to fragmented benchmarking practices. Metrics commonly
used for detection, single-object tracking, multi-object tracking,
and 3D tracking are often incompatible, hindering comprehensive
comparisons and making it difficult to track progress in addressing
shared challenges like occlusion, identity preservation, and tem-
poral continuity. To address these issues, there is a pressing need
for unified, challenge-aware evaluation frameworks that measure
not only spatial accuracy but also temporal consistency, semantic
correctness, and uncertainty across tasks and modalities. These
frameworks should be extensible to open-world and multimodal
scenarios, and need to reflect deployment conditions more accu-
rately than traditional idealized benchmarks.

Advancing long-term temporal reasoning. Although recent
trackers increasingly integrate temporal modeling, the majority
of methods focus on short to medium-term associations. Long-
term temporal reasoning, such as identity recovery after extended
occlusion, reasoning over sparse observations, and understanding
object-level temporal semantics, remains a significant challenge.

Approaches should integrate generative temporalmodels, memory-
augmented architectures, and explicit state representations that
can persist across long sequences. Bridging low-level motion mod-
eling with higher-level semantic understanding and event-based
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reasoning will help achieve a more human-like ability to interpret
dynamic scenes over extended periods.

Efficient integration of large multimodal models. Large
multimodal models, including vision-language foundations, have
demonstrated substantial potential in tasks requiring generaliza-
tion across diverse settings. However, their direct application to
detection and tracking remains constrained by computational over-
head, latency, and limited interpretability. Moreover, the interaction
between language grounding and temporal consistency is still an
under-explored area. Research should focus on the efficient inte-
gration of large multimodal models into detection and tracking
pipelines. This can be achieved through lightweight prompting,
modular architectures, and selective semantic reasoning that allows
these models to enhance system capabilities without overwhelming
computational resources. Such models should be optimized for both
open-vocabulary performance and temporal consistency.

Annotation-efficient. High-quality annotations are a bottle-
neck for scaling detection and tracking systems to diverse envi-
ronments, modalities, and domains. While weakly-supervised and
self-supervised approaches have made headway, they still lag be-
hind fully supervised methods, particularly in complex tracking
scenarios. Further research is needed to exploit temporal consis-
tency, cross-modal alignment, and physical constraints as supervi-
sory signals. Self-supervised learning from unlabelled video data,
combined with minimal human intervention, presents a promising
approach to building scalable and adaptable perception systems
that are not heavily reliant on large labeled datasets.

Robustness, uncertainty, and reliability. As detection and
tracking systems are deployed in safety-critical applications, e.g.,
autonomous vehicles andmedical imaging, ensuring robustness and
reliability is paramount. Current models tend to produce overconfi-
dent predictions and lack mechanisms for expressing uncertainty,
particularly when encountering domain shift or sensor degrada-
tion. The development of uncertainty-aware detection and tracking
frameworks, capable of quantifying confidence at the spatial, tem-
poral, and semantic levels, remains an open challenge. Effective
handling of uncertainty is essential for safety, human-machine inter-
action, and downstream decision-making, especially in real-world,
dynamic environments.

Towards holistic perception systems. Object detection and
tracking should not be viewed in isolation but as integral compo-
nents of larger perception systems that also include scene under-
standing, action recognition, and causal reasoning. Future research
should aim at integrating these components into systems that are
adaptive, interpretable, and context-aware, enabling robust interac-
tion and decision-making across a variety of tasks. Moving toward
holistic perception systems requires cross-disciplinary collabora-
tion and a shift toward system-level evaluation. This will involve
not only improving individual detection and tracking components
but also creating frameworks that integrate reasoning about actions,
intents, and causal relationships into the perception pipeline.

6 Conclusion
This survey examined recent advances in object detection and track-
ing (from 2022 to 2025), a period characterized by rapid architectural

innovation, expanding sensing modalities, and a growing empha-
sis on real-world robustness. By reviewing a broad spectrum of
methods spanning 2D and 3D perception, single- and multi-object
tracking, multi-view and multimodal sensing, and vision-language
integration, we showed that the field is undergoing a fundamental
transition: from task-isolated pipelines toward unified, temporally
grounded, and semantically enriched perception systems.

A central contribution of this survey is a challenge-centric syn-
thesis of the literature. Rather than organizing prior work around
traditional task definitions, we structured the review around the
dominant bottlenecks that repeatedly shape performance in prac-
tice, including occlusion and long-term identity association, fast
and non-linear motion, sparse or degraded observations, domain
and category shift, and computational constraints. This perspec-
tive shows that many seemingly disparate methods are driven
by shared design principles, such as explicit temporal modeling,
joint detection-tracking formulations, uncertainty-aware represen-
tations, and adaptive multimodal fusion. Framing progress through
these challenges provides a more faithful account of how and why
recent paradigms have emerged.

Complementing the qualitative analysis, we conducted a quan-
titative trend analysis that highlights how research priorities are
influenced by dataset availability, benchmark selection, and evalua-
tion metrics. While a small number of standard benchmarks and
metrics continue to dominate, our analysis shows a clear and accel-
erating shift toward 3D, multi-view, RGB-D, thermal, event-based,
and vision-language datasets, reflecting growing interest in com-
plex and realistic scenarios. At the same time, the lack of unified
evaluation protocols across tasks and modalities remains a major
barrier to holistic assessment and fair comparison, often obscuring
real-world strengths and weaknesses.

The synthesis presented in this survey also exposes several un-
resolved challenges. Scalable open-world detection and tracking,
capable of handling novel categories, evolving environments, and
ambiguous supervision over long time horizons, remains largely
unsolved. Evaluation practices lag behind architectural advances,
particularly with respect to temporal robustness, semantic con-
sistency, and uncertainty. Moreover, while large multimodal and
generative models offer powerful new capabilities, their integration
into efficient, reliable, and interpretable perception systems suitable
for deployment is still an open research problem. Finally, reducing
reliance on dense annotations while preserving robustness and
generalization is essential for scaling perception systems beyond
curated benchmarks. We hope this survey serves not only as a refer-
ence, but also as a conceptual framework for understanding recent
progress and guiding future research. By shifting the focus from
task-specific formulations to the challenges that fundamentally
shape performance in real-world environments, this work aims to
encourage the development of object detection and tracking sys-
tems that are not only more accurate, but also more general, robust,
and aligned with the demands of practical deployment.
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A Related Surveys
A large body of survey literature exists on object detection and track-
ing. However, recent advances between 2022 and 2025 have substan-
tially altered the technical landscape, introducing new paradigms,
such as diffusion-based temporal modeling, open-vocabulary per-
ception, vision-language tracking, and unified multi-task architec-
tures, that are not fully captured by earlier reviews. In this section,
we position our survey with respect to existing works and clarify
how it differs in scope, organization, and analytical depth.

Surveys on object detection. Early surveys on object detection
primarily focused on convolutional architectures, anchor-based
versus anchor-free paradigms, and benchmark-driven performance
comparisons on datasets such as PASCAL VOC and MS COCO [75,
90, 121, 199]. More recent reviews have expanded to transformer-
based detectors and addressed specialized settings such as small-
object detection, aerial imagery, and domain adaptation. However,
most existing detection surveys remain task-centric and architecture-
driven, treating object detection as a standalone problem and em-
phasizing incremental model design choices. Open-vocabulary de-
tection [197], domain-generalized detection [140], weakly super-
vised learning [184, 184], and multimodal detection are often dis-
cussed in isolation or omitted entirely. Moreover, detection sur-
veys rarely connect advances in detection to downstream temporal
reasoning or tracking [62]. Rather than treating detection as an
isolated task, our survey places detection methods, closed-set, open-
vocabulary, few-shot, and weakly supervised, within a broader per-
ception pipeline that increasingly overlaps with tracking, semantics,
and multimodal reasoning. We explicitly analyze detection research
through the challenges it addresses (e.g., domain shift, small ob-
jects, low visibility), and we connect detection advances to their
implications for long-term tracking and unified detection-tracking
models.

Surveys on multi-object and single-object tracking. Sev-
eral surveys have reviewed single-object tracking (SOT) [63] and
multi-object tracking (MOT) [86, 129], typically organizing meth-
ods into appearance-based, motion-based, or tracking-by-detection
frameworks. More recent works discuss transformer-based trackers
and benchmark evolution, particularly on datasets such as LaSOT,
GOT-10k, and MOT17/20 [93, 146, 158].

Nevertheless, most tracking surveys predate the recent surge
of diffusion-based tracking [168], end-to-end identity prediction,
state-space models, and generative temporal modeling. Further-
more, SOT [91] and MOT are often reviewed separately, despite
increasing architectural convergence [182]. Existing surveys also
tend to emphasize algorithmic pipelines while under-analyzing real-
world challenges such as long-term occlusion, identity recovery,
fast motion, sparse observations, and camera motion [98, 150].

Our survey unifies SOT, MOT, long-term tracking, and point-
level tracking under a common analytical framework. By focusing
on the challenges that motivate recent designs, rather than pipeline
categories, we expose shared principles across diffusion-based track-
ers, joint detection-tracking models, and unified tracking-with-
detection systems. This challenge-driven perspective allows us to
identify trends that cut across traditional tracking boundaries.

Surveys on 3D, multi-view, and multimodal perception.
Recent surveys have explored 3D object detection, multi-view per-
ception, and multimodal sensing (e.g., RGB-D, LiDAR, thermal,

event cameras) [104, 115, 122]. These works typically focus on
modality-specific architectures, sensor fusion strategies, or bench-
mark comparisons in autonomous driving and robotics [57, 78, 137].

However, existing surveys often treat 3D detection, 3D tracking,
and multi-view tracking as separate domains, with limited discus-
sion of their shared challenges [58, 73, 190]. Moreover, the growing
role of uncertainty modeling, weak supervision, and annotation-
efficient learning in 3D perception is rarely integrated into a unified
analysis [101, 131]. Vision-language and audio-visual tracking are
also largely absent from traditional multimodal surveys [60, 198].

We integrate 2D, 3D, multi-view, and multimodal perception
into a single survey, emphasizing how similar challenges, such as
occlusion, sparsity, sensor noise, and cross-domain generalization,
manifest across modalities. By jointly analyzing multimodal fusion,
uncertainty-aware modeling, and annotation-efficient learning, our
survey highlights unifying trends that transcend sensor-specific
solutions.

Surveys on vision-language and open-world perception.
With the emergence of large multimodal models, several recent
surveys have addressed vision-language learning, open-vocabulary
recognition, and foundation models for vision [59, 80, 110, 188].
These surveys typically focus on representation learning, prompt-
ing strategies, or high-level reasoning tasks [82, 178].

Yet, relatively few works examine how vision-language mod-
els reshape object detection and tracking [179, 196] specifically,
particularly in open-world, zero-shot, and referring settings [138].
The interaction between language grounding, temporal association,
and identity consistency remains underexplored in survey form
[102, 187].

Our survey explicitly incorporates vision-language detection and
tracking as first-class components of modern visual perception. We
analyze how language supervision alters task definitions, evalua-
tion metrics, and failure modes, and we connect VL-based methods
to broader trends such as open-set generalization and semantic tra-
jectory understanding, topics largely absent from existing tracking
surveys.

Meta-analyses and benchmark-centered reviews. Some sur-
veys focus on benchmark evolution, dataset design, or evaluation
metrics, providing valuable historical context [69, 76, 148]. How-
ever, such works often lack a holistic view of how datasets, metrics,
and modeling choices jointly influence research directions [155].
Quantitative trend analysis across tasks and challenges is rarely
performed.

Beyond qualitative discussion, we provide a quantitative meta-
analysis of dataset usage, metric prevalence, and challenge fre-
quency from 2022 to 2025. This enables us to empirically identify
shifts in research priorities and to reveal biases in current bench-
marks, an aspect missing from most existing surveys.

B Literature Review
This section reviews recent object detection and tracking literature
through a structured narrative that complements the comparative
analysis presented in Tables 2. Rather than cataloging individual
methods, we organize prior work by task formulation and domi-
nant challenges, highlighting recurring design principles, empirical
trends, and points of convergence across subfields. This perspective
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Table 2: Recent literature on object detection and tracking, reporting each paper’s model category, datasets, metrics, task type,
and targeted challenges. Dataset names follow standard abbreviations used in the field, including COCO (Common Objects in
Context), MOT17/MOT20 (Multi-Object Tracking benchmarks), LaSOT (Large-Scale Single Object Tracking), GOT-10k (General
Object Tracking), TAO (Tracking Any Object), KITTI (Karlsruhe Institute of Technology dataset), VisDrone, ScanNet, and
others. Metrics also appear in their common forms: HOTA (Higher-Order Tracking Accuracy), IDF1 (Identity F1 Score), MOTA
(Multiple Object Tracking Accuracy), AP/mAP (Average Precision / mean AP), BEV-mAP (Bird’s-Eye-View mAP), NDS (nuScenes
Detection Score), FPS (Frames Per Second), and F-measure/MAE as applicable. The table highlights key methodological trends
such as transformer-based trackers, diffusion models, YOLO-family detectors, 3D perception networks, and vision-language
models. Challenges addressed include occlusion, fast motion, small-object detection, low illumination, domain shift, and data
imbalance, providing a concise snapshot of current advances in detection and tracking research.

Paper Model & Category Datasets Metrics Task Challenges

[79] Multiple Object Tracking as ID
Prediction (CVPR 2025)

MOTIP — End-to-end
ID-prediction tracker (DETR-
based)

DanceTrack, SportsMOT,
MOT17

HOTA, IDF1, MOTA MOT ID-association, fast motion

[89] Deconfusetrack: Dealing with
confusion for multi-object tracking
(CVPR 2024)

DeconfuseTrack — Decom-
posed Data Association +
ONMS

MOT17, MOT20 HOTA, IDF1, AssA MOT Confusion, occlusion

[164] Multi-object tracking in the
dark (CVPR 2024)

LMOT — Low-light MOT
dataset + methods

LMOT (new), MOT17 HOTA, IDF1, MOTA MOT in low-light Low illumination, noise

[139] Towards generalizable multi-
object tracking (CVPR 2024)

GeneralTrack — Tracking-by-
detection + relation reasoning

MOT17, MOT20,
BDD100K, TAO

HOTA, IDF1, MOTA MOT Domain generalization

[70] Yolo-world: Real-time open-
vocabulary object detection (CVPR
2024)

YOLO-World — Real-time
open-vocabulary YOLO detec-
tor

COCO, LVIS mAP, AP_r, FPS Detection (open-
vocab)

Long-tail, novel classes

[133] DINTR: Tracking via
diffusion-based interpolation
(CVPR 2024)

DINTR — Diffusion-based in-
terpolation for tracking

Standard MOT bench-
marks

HOTA, IDF1 MOT Motion interpolation, sparse
frames

[109] Beyond mot: Semantic multi-
object tracking (ECCV 2024)

SMOT — Semantic Multi-
Object Tracking (semantic
trajectory labels)

BenSMOT benchmark (se-
mantic MOT)

HOTA, IDF1 MOT (Semantic
MOT)

Semantics + trajectory under-
standing

[105] Taptrv2: Attention-based po-
sition update improves tracking any
point ( NeurIPS 2024)

TAPTRv2 — Tracking Any
Point Transformer (point-level
DETR approach)

TAP / DAVIS-style
datasets

AUC, Precision Point tracking Long-term occlusion robust-
ness

[97] Cotracker: It is better to track
together (ECCV 2024)

CoTracker — Joint point track-
ing via transformer

DAVIS / point-tracking
benchmarks

Precision, Long-term
metrics

Dense point track-
ing

Occlusion, long-range consis-
tency

[159] Omnitracker: Unifying visual
object tracking by tracking-with-
detection (TPAMI 2024)

OmniTracker — Unified
tracking-with-detection
model

LaSOT, TrackingNet,
DAVIS16–17, MOT17,
MOTS20, YTVIS19

AUC, Precision, J&F,
HOTA, IDF1, MOTA,
AP

VOT (SOT, VOS,
MOT, MOTS, VIS)

Redundant architectures,
multi-task fragmentation,
parameter overhead

[129] Ego-motion aware target pre-
diction module for robust multi-
object tracking (CVPR 2024)

EMAP — Ego-motion Aware
Target Prediction (KF-based
module)

KITTI MOT HOTA, IDSW MOT (DBT) Camera motion disturbance,
missing detections, KF
velocity-model limitations,
identity switches

[154] Lifting multi-view detection
and tracking to the bird’s eye view
(CVPR 2024)

Multi-View Aggregation
Tracker — BEV lifting +
temporal feature aggregation

Wildtrack, MultiviewX,
Synthehicle

mAP, HOTA, IDF1 Multi-view detec-
tion + MOT

Occlusion, missed detections,
cross-scene generalization,
multi-domain tracking

[173] Highly efficient and unsuper-
vised framework for moving object
detection in satellite videos (TPAMI
2024)

Unsupervised Sparse-
Convolution Detector —
Sparse spatio-temporal point-
cloud SVMOD framework

Satellite video SVMOD
datasets

F1, Precision, Recall
(SVMOD standard)

SVMOD (Moving
object detection in
satellite videos)

Small/dim targets, fore-
ground–background imbal-
ance, high annotation cost,
computation redundancy

[72] Ada-track: End-to-end multi-
camera 3d multi-object tracking
with alternating detection and as-
sociation (CVPR 2024)

Multi-camera 3D-MOT archi-
tectures

MOT3D, nuScenes vari-
ants

3D-mAP, IDF1 3D multi-camera
tracking

Cross-camera re-id, occlusion

[192] ODOV: Towards Open-
Domain Open-Vocabulary Object
Detection (CVPR 2025)

ODOV Detector — Domain-
aware open-vocabulary object
detection

OD-LVIS (18 domains,
1203 categories)

mAP, mAP50, recall Open-vocabulary
object detection

Domain shift, category shift,
open-set generalization

[65] ReferGPT: Towards Zero-Shot
Referring Multi-Object Tracking
(CVPR 2025)

ReferGPT — Zero-shot refer-
ring multi-object tracker (vi-
sion–language)

Refer-KITTI, Refer-
KITTIv2, Refer-KITTI+

HOTA, IDF1 Referring multi-
object tracking
(zero-shot VL-
MOT)

Zero-shot generalization,
open-set text queries, seman-
tic matching

[118] ESNet: Evolution and succes-
sion network for high-resolution
salient object detection (ICML 2024)

Two-Stage HRSOD Network —
Low-resolution localization +
high-resolution refinement

Five HRSOD datasets BD-MAE, MAE, F-
measure

High-Resolution
Salient Object
Detection

Detail preservation, high com-
putational cost, resolution im-
balance

[99] Real-time multi-object detec-
tion and tracking in UAV systems:
improved YOLOv11-EFAC and op-
timized tracking algorithms (IJCV
2024)

YOLOv11-EFAC — UAV-
oriented real-time small-
object detection + tracking
framework

COCO + VisDrone +
UAVDT hybrid dataset

mAP@0.5, MOTA,
IDSW

UAV small-object
detection + MOT

Tiny objects, rapid viewpoint
changes, strict real-time con-
straints, non-linear motion

[149] Temporal Coherent Object
Flow for Multi-Object Tracking
(AAAI 2024)

OFTrack — Section-based
multi-frame Object Flow
Tracker

Standard MOT bench-
marks (e.g., MOT17,
MOT20, BDD100K)

HOTA, IDF1, MOTA Multi-object track-
ing (section-based,
multi-frame)

Long-term association, trajec-
tory oscillation, motion ambi-
guity, multi-frame correlation
complexity

[181] Contextual object detection
with multimodal large language
models (IJCV 2025)

ContextDET — Contextual
generative multimodal detec-
tor (MLLM-based)

CODE benchmark + open-
vocab detection datasets

mAP, Recall (open-
vocab), Referring
segmentation metrics

Contextual ob-
ject detection
(vision–language)

Weak perception, poor context
grounding, vocabulary mis-
match, multimodal ambiguity

[152] Chattracker: Enhancing vi-
sual tracking performance via chat-
ting with multimodal large lan-
guage model (NeurIPS 2024)

ChatTracker — MLLM-based
VL tracker

TNL2K, LaSOT, OTB-Lang AUC, Precision, Suc-
cess

Vision–language
tracking

Ambiguous texts, weak VL
alignment, prompt quality
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Paper Model & Category Datasets Metrics Task Challenges

[68] Generalized Semantic Con-
trastive Learning via Embedding
Side Information for Few-Shot Ob-
ject Detection (TPAMI 2025)

Generalized FSOD model —
Side-information guided fea-
ture learning

PASCAL VOC, MS COCO,
LVIS V1, FSOD-1K,
FSVOD-500

mAP (novel/base
splits)

Few-shot object de-
tection

Feature confusion, limited
samples, overfitting

[43] Single-model and any-modality
for video object tracking (CVPR
2024)

Un-Track — Unified multi-
modality tracker (RGB–X)

DepthTrack + 4 multi-
modal benchmarks

F-score, Preci-
sion/Recall

Multi-modality
tracking

Modality heterogeneity, scarce
data, missing modalities

[126] Vscode: General visual salient
and camouflaged object detection
with 2d prompt learning (CVPR
2024)

VSCode — Generalist
SOD/COD model with
2D prompts

26 SOD/COD datasets (4
SOD + 3 COD tasks)

F-measure, MAE, S-
measure

Salient + camou-
flaged object detec-
tion

Task redundancy, modality dif-
ferences, domain/task entan-
glement

[128] Diffmot: A real-time diffusion-
based multiple object tracker with
non-linear prediction (CVPR 2024)

Diffusion-based MOT (real-
time)

DanceTrack, SportsMOT HOTA, FPS MOT Non-linear motion, Fast dy-
namics

[194] Nettrack: Tracking highly dy-
namic objects with a net (CVPR
2024)

NetTrack — dynamic open-
world MOT

TAO, BFT, GMOT-40 HOTA, IDF1 Open-world MOT Highly-dynamic objects, Gen-
eralization

[63] Hiptrack: Visual tracking with
historical prompts (CVPR 2024)

Historical-Prompt Siamese
tracker

LaSOT, GOT-10k AUC, Precision SOT Appearance change, Occlusion

[84] ASCENT: Annotation-free Self-
supervised Contrastive Embeddings
for 3D Neuron Tracking in Fluores-
cence Microscopy (ICCV 2025)

ASCENT— Self-supervised 3D
neuron tracker

Public + in-house 3D
fluorescence microscopy
datasets

Tracking accuracy, ID
consistency

3D neuron tracking No annotations, volumetric
complexity

[100] Unidet3d: Multi-dataset in-
door 3d object detection (AAAI
2025)

UniDet3D—Unified indoor 3D
object detector

ScanNet, S3DIS, ARK-
itScenes, MultiScan,
3RScan, ScanNet++

mAP25, mAP50 Indoor 3D object
detection

Small datasets, label-spacemis-
match, limited generalization

[151] L4D-Track: Language-to-4D
Modeling Towards 6-DoF Tracking
and Shape Reconstruction in 3D
Point Cloud Stream (CVPR 2024)

Language-to-4D modeling for
6-DoF tracking

4D / 6-DoF pose datasets ADD, Tracking accu-
racy

6-DoF object track-
ing

Unknown object pose, Recon-
struction

[77] Instagen: Enhancing object de-
tection by training on synthetic
dataset (CVPR 2024)

Synthetic-data training for de-
tectors

COCO (synthetic augmen-
tations)

mAP Detection Domain gap, Synthetic realism

[165] Event stream-based visual
object tracking: A high-resolution
benchmark dataset and a novel base-
line (CVPR 2024)

Event-camera high-frame-rate
tracking

EventVOT, FE240Hz, Vi-
sEvent, COESOT

AUC, Precision High-speed track-
ing

Noisy events, low resolution,
high-speed constraints

[142] MonoDiff: Monocular 3D Ob-
ject Detection and Pose Estimation
with Diffusion Models (CVPR 2024)

MonoDiff — Diffusion-based
monocular 3D detector

KITTI, Waymo mAP3D, BEV-mAP Monocular 3D ob-
ject detection

Lack of 3D cues, high uncer-
tainty

[120] ESOD: efficient small object
detection on high-resolution images
(TIP 2024)

ESOD — Efficient small-object
detector (feature-level slicing)

VisDrone, UAVDT,
TinyPerson

AP Small-object detec-
tion

Sparse targets, high-res cost

[169] Mono3DVLT: Monocular-
Video-Based 3D Visual Language
Tracking (CVPR 2025)

Mono3DVLT-MT — Monocu-
lar 3D vision–language tracker

Mono3DVLT-V2X 3D IoU, Success, Preci-
sion

3D VL tracking
(monocular)

No depth sensors, lan-
guage–3D gap

[144] Conflict-alleviated gradient
descent for adaptive object detec-
tion (IJCAI 2024)

CAGrad — Gradient-
harmonized DAOD optimizer

Cross-domain DAOD
benchmarks

mAP DAOD Gradient conflict, domain shift

[143] Teamtrack: A dataset for
multi-sport multi-object tracking in
full-pitch videos (CVPR 2024)

TeamTrack — Full-pitch sports
MOT benchmark

Soccer, basketball, hand-
ball videos

HOTA, IDF1 Sports MOT Similar appearance, diverse
motion

[61] Liso: Lidar-only self-
supervised 3d object detection
(ECCV 2024)

Trajectory-regularized self-
training — Self-supervised
LiDAR detector training

Unlabeled LiDAR se-
quences (real-world
datasets)

mAP3D, BEV-mAP LiDAR 3D object
detection

No labels, calibration-free
pseudo GT

[193] Instance tracking in 3D scenes
from egocentric videos (CVPR 2024)

IT3DEgo — Egocentric 3D in-
stance tracking benchmark

RGB-D egocentric videos
(IT3DEgo dataset)

3D tracking accuracy,
Recall

3D egocentric in-
stance tracking

Occlusion, pose changes

[130] Sam-pm: Enhancing video
camouflaged object detection using
spatio-temporal attention (CVPR
2024)

SAM-PM — Temporal-
consistency module for SAM
(VCOD)

VCOD benchmark
datasets

F-measure, MAE Video camouflage
object detection

Camouflage, temporal consis-
tency

[135] Vasttrack: Vast category vi-
sual object tracking (NeurIPS 2024)

VastTrack — Large-scale gen-
eral tracking benchmark

50,610 videos, 2,115 cate-
gories

AUC, Precision, Suc-
cess

General visual
tracking (vision +
VL)

Category diversity, large scale

[111] Sampling-resilient multi-
object tracking (AAAI 2024)

SOKF — Sampling-resilient
MOT tracker (LSTM-KF)

MOT17, DanceTrack,
other MOT benchmarks

HOTA, IDF1 Down-sampled
MOT

Sparse observations, non-
linear motion

[117] FastTrack: A highly effi-
cient and generic GPU-based multi-
object tracking method with paral-
lel Kalman filter (IJCV 2024)

PKF / FastTrack — Parallel
GPU-based MOT tracker

MOT17, MOT20, KITTI,
DanceTrack

HOTA, IDF1, FPS Large-scale MOT Non-uniform motion, scalabil-
ity

[44] Diffusiontrack: Point set diffu-
sion model for visual object track-
ing (CVPR 2024)

DiffusionTrack — Generative
diffusion-based tracker

LaSOT, GOT-10k, Track-
ingNet (SOT benchmarks)

AUC, Precision SOT Distractors, appearance varia-
tion

[64] MLP-DINO: category modeling
and query graphing with deep MLP
for object detection (IJCAI 2024)

MLP-DINO — Transformer de-
tector with QICS +MLP + GQS

COCO AP Object detection Box-sensitive categories,
query imbalance

[166] Snida: Unlocking few-shot ob-
ject detection with non-linear se-
mantic decoupling augmentation
(CVPR 2024)

SNIDA — Semantic-guided
non-linear instance augmenta-
tion for FSOD

PASCAL VOC, MS COCO
(few-shot splits)

mAP Few-shot object de-
tection

Low data, limited diversity
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Paper Model & Category Datasets Metrics Task Challenges

[119] Revisiting Siamese-Based 3D
Single Object Tracking With a Ver-
satile Transformer (TPAMI 2025)

VPTT — Transformer-based
3D point-cloud tracker

KITTI, nuScenes, Waymo Success, Precision,
FPS

3D SOT Sparse points, complex motion

[95] Exploring enhanced contextual
information for video-level object
tracking (AAAI 2025)

MCITrack — Video-level
tracker with Mamba-based
context fusion

LaSOT, GOT-10k, other
SOT benchmarks

AUC, AO SOT Context loss, long-range de-
pendencies

[145] Focusing on Tracks for Online
Multi-Object Tracking (CVPR 2025)

TrackTrack — Track-focused
online MOT with TPA + TAI

MOT17, MOT20, Dance-
Track

HOTA, IDF1 Online MOT Occlusion handling, spurious
tracks

[127] Exploring point-BEV fusion
for 3D point cloud object tracking
with transformer (TPAMI 2024)

PTTR / PTTR++ — 3D trans-
former tracker (coarse-to-fine)

KITTI, nuScenes, Waymo Success, Precision 3D SOT Sparsity, motion cues

[83] Divert more attention to vision-
language object tracking (TPAMI
2024)

Unified VL Tracker —
VL-adaptive tracking
(ModaMixer)

23K VL videos AUC, Precision VL SOT Weak VL cues, limited data

[147] Prior-free 3D Object Tracking
(CVPR 2025)

BIT — Prior-free 3D tracking
via iterative geometry + pose
refinement

3D tracking benchmarks ADD, Pose error 3D SOT No priors, geometry refine-
ment

[162] Uncertain Object Representa-
tion for Image-Based 3D Object Per-
ception (TPAMI 2025)

Uncertain3D — Probabilistic
3D boxes

nuScenes NDS, AMOTA 3D detect + MOT Uncertain localization

[112] Patch-level sounding object
tracking for audio-visual question
answering (AAAI 2025)

PSOT — Patch-level audio-
visual tracking for AVQA

AVQA benchmarks QA accuracy AVQA Sound–motion ambiguity

[153] What You Have is What You
Track: Adaptive and Robust Multi-
modal Tracking (ICCV 2025)

MM-MoE Tracker — Adap-
tive multimodal fusion (miss-
ing modalities)

9 multimodal tracking
benchmarks

AUC, Precision Multimodal SOT Missing data, modality gaps

[71] FASTer: Focal token Acquiring-
and-Scaling Transformer for Long-
term 3DObjection Detection (CVPR
2025)

FASTer — Focal-token 3D tem-
poral detector

Waymo mAP, NDS 3D detection High complexity

[185] Safdnet: A simple and effec-
tive network for fully sparse 3d ob-
ject detection (CVPR 2024)

SAFDNet — Fully sparse 3D de-
tector with adaptive diffusion

Waymo, nuScenes, Argov-
erse2

mAP 3D detection Long-range, sparsity

[123] Unbiased faster r-cnn for
single-source domain generalized
object detection (CVPR 2024)

UFR — Causal domain-
generalized detector (SDG)

Five SDG scenes mAP Object detection
(SDG)

Data bias, confounders

[132] Salient object detection in rgb-
d videos (TIP 2024)

DCTNet+— RGB-D video SOD
with multi-modal fusion

RDVS (RGB-D VSOD) F-measure, MAE RGB-D VSOD Depth realism, multi-modal fu-
sion

[157] Geometry-Aware 3D Salient
Object Detection Network (AAAI
2025)

GeoSOD — Superpoint-based
3D saliency

PCSOD F-measure 3D SOD Blurry boundaries

[116] Vidsod-100: A new dataset
and a baselinemodel for rgb-d video
salient object detection (IJCV 2024)

ATF-Net — RGB-D video
saliency fusion

ViDSOD-100, DAVSOD F-measure RGB-D VSOD Multi-modal fusion

[94] L4dr: Lidar-4dradar fusion for
weather-robust 3d object detection
(AAAI 2025)

L4DR — LiDAR–4D radar fu-
sion

VoD, K-Radar mAP 3D detection Weather robustness

[136] Harmonizing Attention Fields
with Knowledge Distillation for
Multi-View 3D Object Detection
(CVPR 2025)

HarmonDistill — Query-
aligned distillation for MV-3D
detection

nuScenes NDS, mAP Multi-view 3D de-
tection

Knowledge alignment

[74] Salient Object Detection with
Dynamic Convolutions (CVPR
2024)

SODDCNet — Dynamic large-
kernel CNN for SOD

COCO+OpenImages (pre-
train), SOD benchmarks

F-measure, MAE SOD / VSOD Scale variation

[175] ImOV3D: Learning Open Vo-
cabulary Point Clouds 3D Object
Detection from Only 2D Images
(NeurIPS 2024)

ImOV3D — 2D-only trained
open-vocab 3D detector

SUNRGBD, ScanNet mAP OV-3D detection Modality gap

[124] Lion: Linear group rnn for
3d object detection in point clouds
(NeurIPS 2024)

LION — Linear RNN–based 3D
detector

Waymo, nuScenes, Argov-
erse2, ONCE

mAP, NDS 3D detection Sparse points

[88] OpenM3D: Open Vocabulary
Multi-view Indoor 3D Object Detec-
tion without Human Annotations
(ICCV 2025)

OpenM3D — OV multi-view
3D detector (no labels)

ScanNet200, ARKitScenes mAP OV 3D detection Pseudo boxes

[186] Voxel mamba: Group-free
state space models for point cloud
based 3d object detection (NeurIPS
2024)

Voxel Mamba — Group-free
SSM voxel encoder

Waymo, nuScenes mAP, NDS 3D detection Spatial proximity

[92] Ptt: Point-trajectory trans-
former for efficient temporal 3d ob-
ject detection (CVPR 2024)

PTT — Point–trajectory trans-
former for temporal 3D detec-
tion

Waymo mAP, NDS Temporal 3D detec-
tion

Memory limits

[96] Click Crop &Detect: One-Click
Offline Annotation for Human-in-
the-Loop 3D Object Detection on
Point Clouds (CVPR 2024)

CCD — One-click 3D annota-
tion aid

nuScenes, KITTI mAP 3D detec-
tion/annotation

Label-efficiency

[67] FieldMOT: A Field-Registered
Multi-Object Tracking for Sports
Videos(CVPRW 2025)

Register-then-Track MOT
(sports)

Football (synthetic), Street-
view

HOTA, IDF1 Multi-object track-
ing (broadcast)

Camera switches, Viewpoint
changes

[150] No Train Yet Gain: Towards
Generic Multi-Object Tracking in
Sports and Beyond (CVPR 2025)

McByte — mask-propagation
MOT

SportsMOT, DanceTrack,
SoccerNet-Tracking,
MOT17

HOTA, IDF1, MOTA Tracking-by-
detection (no
training)

Fast motion, Occlusion, Cam-
era shifts
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[98] SportMamba: Adaptive Non-
Linear Multi-Object Tracking with
State Space Models for Team Sports
(CVPR 2025)

SportMamba — Adaptive
sports MOT

SportsMOT, VIP-HTD HOTA, IDF1 MOT Fast motion, occlusion

[27] Diffusiontrack: Diffusion
model for multi-object tracking
(AAAI 2024)

DiffusionTrack — diffusion-
based JDT tracker

MOT17, MOT20, Dance-
Track

HOTA, IDF1 MOT (joint detec-
tion–tracking)

Inconsistency, robust-
ness–complexity trade-off

[183] TGFormer: Transformer with
Track Query Group for Multi-
Object Tracking (AAAI 2025)

TGFormer — grouped track-
query transformer

MOT17, MOT20, Dance-
Track

HOTA, IDF1 MOT Occlusion levels, long-term as-
sociation

[176] MM-Tracker: Motion Mamba
for UAV-platform Multiple Object
Tracking (AAAI 2025)

MM-Tracker — Motion-
Mamba UAV MOT model

UAV-MOT datasets (e.g.,
VisDrone, UAVDT)

HOTA, IDF1, MOTA UAV MOT Global+local motion, motion
blur handling

[167] Smiletrack: Similarity learn-
ing for occlusion-aware multiple ob-
ject tracking (AAAI 2024)

SMILETrack — Siamese
similarity-learning MOT
tracker

MOT17, MOT20 HOTA, MOTA MOT (tracking-by-
detection)

Occlusion, similar objects,
cost–performance tradeoff

[189] Scale Optimization Using Evo-
lutionary Reinforcement Learning
for Object Detection on Drone Im-
agery (AAAI 2024)

SMILETrack — Siamese
similarity-learning MOT
tracker

MOT17, MOT20 HOTA, MOTA MOT (tracking-by-
detection)

Occlusion, similar objects,
cost–performance tradeoff

[161] Depth-aware concealed crop
detection in dense agricultural
scenes (CVPR 2024)

RISNet — Recurrent iterative
RGB-D segmentation model

ACOD-12K (CCD), COD
benchmarks

F-measure, MAE, S-
measure

Concealed object
detection (agri-
domain)

Small/dense crops, depth fu-
sion, occlusion

[156] Low-light image enhance-
ment framework for improved
object detection in fisheye lens
datasets (CVPR 2024)

Transformer-based fisheye
traffic detector (AICity’24)

AI City Challenge Track 4
(fisheye traffic data)

F1-score Traffic object detec-
tion

Fisheye distortion, blur, low ac-
curacy

[87] You Only Look Around: Learn-
ing Illumination-Invariant Feature
for Low-light Object Detection
(NeurIPS 2024)

YOLA — Illumination-
invariant detection

Low-light OD datasets mAP Detection Illumination variation

[103] Multi-Camera 3D Object
Tracking via 3D Point Clouds and
Re-Identification (ICCV 2025)

Geometry-aware 3D MTMC
tracker (Transformer + ESC)

AI City Challenge 2025
(3D MTMC)

3D HOTA 3D multi-camera
tracking

Occlusion, sparse views, rare-
object imbalance

[81] SO-YOLOv8: A novel deep
learning-based approach for small
object detection with YOLO beyond
COCO (ECA 2025)

SO-YOLOv8 — Small-object en-
hanced YOLOv8

PASCAL VOC 2012 Precision, mAP Small-object detec-
tion

Low resolution, occlusion,
scale variation

[141] Tracknetv4: Enhancing fast
sports object tracking with motion
attention maps (ICASSP 2025)

TrackNetV4 — Motion-aware
sports ball tracker

Tennis ball, Shuttlecock
datasets

Precision, Tracking ac-
curacy

High-speed small-
object tracking

Motion blur, occlusion, weak
visual cues

[113] Sood++: Leveraging unlabeled
data to boost oriented object detec-
tion (TPAMI 2025)

SOOD++ — Semi-supervised
oriented detector

DOTA-V1.5, DOTA-V2.0 mAP Oriented object de-
tection (aerial)

Small scale, arbitrary orienta-
tion, dense layout

[195] Spatial residual for underwa-
ter object detection (TPAMI 2025)

BSR5 — Spatial Residual back-
bone for underwater detection

RUOD (underwater detec-
tion)

mAP / AP Underwater object
detection

Feature drift, degradation, low
visibility

[180] Wholly-WOOD: Wholly
Leveraging Diversified-quality
Labels for Weakly-supervised
Oriented Object Detection (TPAMI
2025)

Wholly-WOOD —Weakly su-
pervised oriented detector

Remote sensing OOD
datasets

mAP Oriented object de-
tection

Weak labels (points/HBoxes),
no RBox annotation

[85] Weakly supervised monocu-
lar 3D object detection by spatial-
temporal view consistency (TPAMI
2024)

Weakly-supervised monocular
3D detector (2D-only training)

KITTI / nuScenes (monoc-
ular 3D)

mAP, BEV-AP Monocular 3D de-
tection

No 3D labels, spatial–temporal
view consistency

[172] Ktcn: Enhancing open-world
object detection with knowledge
transfer and class-awareness neu-
tralization (IJCAI 2024)

KTCN — SAM-based OWOD
with DMLA

COCO, VOC (OWOD) U-Recall, mAP Open-world detec-
tion

Unknown pseudo-labeling,
class bias

[106] Lmm-det: Make large multi-
modal models excel in object detec-
tion (ICCV 2025)

LMM-Det — Detector-free
multimodal LMM detection

COCO, OD benchmarks mAP, Recall Object detection
(LMM-based)

Low recall, instruction tuning,
inference optimization

[134] Cholectrack20: A multi-
perspective tracking dataset for
surgical tools (CVPR 2025)

CholecTrack20 — Surgical tool
tracking benchmark

CholecTrack20 (20 surgi-
cal videos)

HOTA, IDF1 Surgical multi-tool
tracking

Occlusion, smoke/bleeding,
out-of-view tools

[177] Escnet: Edge-semantic collab-
orative network for camouflaged ob-
ject detection (ICCV 2025)

ESCNet — Edge–texture cou-
pled COD model

COD benchmarks (CAMO,
CHAMELEON, COD10K)

F-measure, MAE, S-
measure

Camouflaged
object detection

Ambiguous boundaries, weak
edges/texture cues

[66] Just a hint: Point-supervised
camouflaged object detection
(ECCV 2024)

Point-COD—One-point super-
vised COD model

COD10K, CAMO,
CHAMELEON

F, MAE, S-measure Weak COD Minimal labels, weak bound-
aries

[191] Referring camouflaged object
detection (TPAMI 2025)

R2CNet — Referring camou-
flaged object detector

R2C7K (Ref-COD dataset) F-measure, S-measure,
MAE

Referring COD Specified-object cues, weak
contrast, ambiguous bound-
aries

[170] Uncertainty-aware trans-
former for referring camouflaged
object detection (TIP 2025)

UAT — Uncertainty-aware
transformer for Ref-COD

Ref-COD benchmark F-measure, S-measure,
MAE

Referring COD Feature mismatch, uncertainty,
weak contrast
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Paper Model & Category Datasets Metrics Task Challenges

[114] Gradient-Reweighted Adver-
sarial Camouflage for Physical Ob-
ject Detection Evasion (ICCV 2025)

GRAC—Robust multi-view ad-
versarial camouflage

Sim/real OD attack bench-
marks

ASR, mAP drop Adversarial attacks Viewpoint, lighting, texture is-
sues

[163] Object detection using event
camera: A moe heat conduction
based detector and a new bench-
mark dataset (CVPR 2025)

MoE-HCO — MoE heat-
conduction event detector

EvDET200K mAP, IoU-based met-
rics

Event-based object
detection

Low-light, motion blur, fast-
motion

[108] Pseudo Visible Feature Fine-
Grained Fusion for Thermal Object
Detection (CVPR 2025)

PFGF — Fine-grained ther-
mal–visible fusion for detec-
tion

Thermal OD benchmarks
(T2V-based)

mAP, mAR Thermal object de-
tection

Weak cross-modality fusion,
granularity mismatch, limited
visible cues

[107] Fd2-net: Frequency-driven
feature decomposition network for
infrared-visible object detection
(AAAI 2025)

FD2-Net — Frequency-driven
IR–visible fusion detector

LLVIP, FLIR, M3FD mAP Infrared–visible
object detection
(IVOD)

High/low-frequency mis-
match, lost details, weak
multimodal coupling

[160] Alignment-Free RGB-T
Salient Object Detection: A Large-
scale Dataset and Progressive
Correlation Network (AAAI 2025)

PCNet + UVT20K —
Alignment-free RGB-T
SOD

UVT20K, multiple RGB-T
SOD benchmarks

mAP, F-measure, MAE RGB-T Salient Ob-
ject Detection

Unaligned modalities, low il-
lumination, cluttered scenes,
complex object structures

Table 3: Glossary of commonly used evaluation metrics in object detection and multi-object tracking.

Abbreviation Full Name What It Measures Primary Focus Typical Use

mAP mean Average Precision Localization and classification accuracy
across IoU thresholds

Spatial accuracy Object detection

AP Average Precision Precision-recall trade-off for a single class
or category

Spatial accuracy Object detection

AR Average Recall Coverage of ground-truth objects by pre-
dictions

Sensitivity Object detection

MOTA Multiple Object Tracking Accuracy Aggregate tracking errors (false positives,
false negatives, identity switches)

Overall tracking quality Multi-object tracking

MOTP Multiple Object Tracking Precision Localization precision of predicted tracks Spatial precision Multi-object tracking
IDF1 Identity F1 Score Consistency of object identity assignments

over time
Temporal consistency Multi-object tracking

IDP Identity Precision Correctness of predicted identity associa-
tions

Identity correctness Multi-object tracking

IDR Identity Recall Recovery of ground-truth identities Identity robustness Multi-object tracking
HOTA Higher Order Tracking Accuracy Joint detection and association perfor-

mance
Balanced tracking quality Multi-object tracking

DetA Detection Accuracy Detection correctness in tracking scenarios Spatial accuracy Multi-object tracking
AssA Association Accuracy Temporal continuity of tracks Identity association Multi-object tracking
sMOTSA Soft Multiple Object Tracking and Segmen-

tation Accuracy
Soft matching of detections and tracks Joint detection-tracking Multi-object tracking

AMOTA Average MOTA MOTA averaged over multiple thresholds Stability Multi-object tracking
CLEAR MOT Classification of Events, Activities and Re-

lationships (MOT metrics)
Standard MOT error aggregation frame-
work

Aggregate errors Multi-object tracking

shows how detection and tracking research is increasingly driven
by real-world constraints, such as long-term temporal consistency,
openness, and multimodal uncertainty, rather than narrowly de-
fined benchmark tasks.

Multi-object tracking: evolving beyond association.MOT
remains a central focus of recent research, with a clear shift away
from classical tracking-by-detection pipelines toward models that
explicitly reason over time. Earlier work primarily targeted im-
proved appearance representations and data association heuristics,
but contemporary approaches increasingly emphasize sequence-
level modeling to address occlusion, identity switches, and irregular
motion. Transformer-based trackers and track-query formulations
exemplify this trend by enabling global reasoning across objects and
frames, reducing reliance on greedy or local association strategies.

In parallel, generative and interpolation-based approaches, such
as diffusion-driven trajectory modeling and multi-frame prediction,
have emerged to handle sparse observations and ambiguous mo-
tion patterns. Despite these advances, hybrid designs that combine
learned representations with classical filtering or motion models re-
main competitive, particularly in efficiency-critical scenarios such

as UAV tracking and large-scale video analytics. Across bench-
marks including MOT17/20, DanceTrack, and SportsMOT, identity
preservation under heavy interaction consistently emerges as the
dominant performance bottleneck, reinforcing the importance of
long-term temporal reasoning over frame-local optimization.

Single-object and long-term tracking: from similarity to
memory. SOT has undergone a parallel evolution, driven by the
need to handle long-term appearance variation, background dis-
tractors, and prolonged occlusion. While Siamese architectures
remain influential due to their efficiency and simplicity, recent
methods increasingly incorporate transformers, memory modules,
and historical prompts to capture richer temporal context. This
shift reflects an implicit recognition that instantaneous appearance
similarity is insufficient for sustained tracking in unconstrained
environments.

Long-term tracking benchmarks such as LaSOT, GOT-10k, and
TrackingNet consistently show that performance gains are tied to a
model’s ability to accumulate and selectively reuse historical infor-
mation. Point-level and dense tracking methods further generalize
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this setting by tracking arbitrary visual elements rather than prede-
fined objects, emphasizing temporal consistency over categorical
semantics. As a result, the boundaries between SOT, video object
segmentation, and even multi-object tracking are becoming increas-
ingly porous, with shared architectures and evaluation principles
emerging across tasks.

Detection beyond the closed set and its impact on tracking.
Object detection research has expanded well beyond the traditional
closed-set paradigm, motivated by the need for greater flexibility
and reduced annotation dependence. Open-vocabulary detection,
few-shot learning, weak supervision, and domain generalization
have become prominent themes, often enabled by semantic embed-
dings, vision-language pretraining, or synthetic data augmentation.
Transformer-based detectors and multimodal large models provide
powerful mechanisms for category generalization, but they also
introduce semantic ambiguity and confidence instability.

These challenges have direct implications for tracking. Open-
vocabulary and domain-aware detectors broaden the range of de-
tectable objects but complicate identity assignment and temporal
consistency, particularly in open-world settings where category
boundaries are fluid. Similarly, few-shot and weakly supervised de-
tectors trade annotation efficiency for increased uncertainty, which
can propagate through downstream tracking pipelines. The litera-
ture increasingly reflects this interdependence, with detection and
tracking being co-designed rather than treated as isolated compo-
nents.

3D, multi-view, and temporally grounded perception. A
substantial body of work focuses on 3D object detection and track-
ing, particularly in autonomous driving, robotics, and indoor scene
understanding. These methods span monocular, LiDAR-based, and
multi-view configurations, with an increasing emphasis on jointly
modeling spatial geometry and temporal dynamics. Transformers
and state-space models are commonly employed to aggregate infor-
mation across viewpoints and time, enabling more robust reasoning
under occlusion and sparse sensing.

Key challenges in this domain include incomplete point clouds,
sensor noise, and cross-camera identity consistency. As reflected in
the surveyed literature, purely spatial reasoning is insufficient for
reliable 3D perception; instead, temporal aggregation and motion-
aware representations play a decisive role. Uncertainty-aware mod-
eling has also gained prominence, especially in safety-critical ap-
plications, where reliable confidence estimation is as important as
raw detection accuracy.

Multimodal and vision-Language paradigms. Beyond RGB-
centric perception, recent work increasingly explores multimodal
detection and tracking using depth, thermal imaging, event cam-
eras, audio, and language. These modalities offer complementary
cues that improve robustness under challenging conditions such as
low illumination, fast motion, or visual camouflage. However, they
also introduce practical challenges related to modality alignment,
missing data, and heterogeneous noise characteristics.

Vision-language models represent a particularly influential di-
rection, enabling referring expression tracking, zero-shot detection,
and open-set perception. While these systems provide strong se-
mantic grounding, they remain sensitive to prompt formulation and
linguistic ambiguity, and their temporal reasoning capabilities are

often limited. The literature reflects growing interest in tighter in-
tegration between visual, temporal, and linguistic representations,
suggesting that multimodality is most effective when coupled with
explicit temporal modeling.

Application-driven methods and dataset Trends. A signifi-
cant portion of recent research is motivated by domain-specific ap-
plications, including UAV imagery, sports analytics, satellite video
analysis, medical imaging, underwater exploration, and camou-
flaged object detection. These domains amplify classical challenges
such as small object size, rapid motion, low contrast, and limited
annotations, often under strict computational or real-time con-
straints. Rather than introducing entirely new paradigms, most
application-driven methods adapt core detection and tracking prin-
ciples through domain-aware priors, architectural simplifications,
or specialized training strategies.

As summarized in Figures 1 and 3, standard benchmarks such
as COCO, MOT17/20, and KITTI remain widely used, but there
is a clear diversification toward 3D, multi-view, RGB-D, thermal,
event-based, and vision-language datasets. Evaluation metrics in-
creasingly emphasize identity consistency and temporal coherence,
reflecting the field’s growing focus on long-term robustness. At the
same time, the proliferation of task-specific metrics complicates
cross-method comparison, underscoring the need for more unified
and challenge-oriented evaluation protocols.

C Evaluation Metrics Glossary
To improve clarity and accessibility, we summarize the most com-
monly used evaluation metrics in object detection and tracking
in Table 3, including their full names, primary focus, and typical
use cases. This glossary serves as a reference for readers, given
the diversity and partial overlap of evaluation practices across the
literature.
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