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Abstract

Inspired by the remarkable success of foundation models in language and vision,
Graph Foundation Models (GFMs) hold significant promise for broad applicability
across diverse graph tasks and domains. However, existing GFMs struggle with
unstable few-shot fine-tuning, where both performance and adaptation efficiency
exhibit significant fluctuations caused by the randomness in the support sample
selection and structural discrepancies between the pre-trained and target graphs.
How to fine-tune GFMs robustly and efficiently to enable trustworthy knowledge
transfer across domains and tasks is the major challenge. In this paper, we propose
GRAVER, a novel Generative gRAph VocabulariEs for Robust GFM fine-tuning
framework that tackles the aforementioned instability via generative augmentations.
Specifically, to identify transferable units, we analyze and extract key class-specific
subgraph patterns by ego-graph disentanglement and validate their transferability
both theoretically and empirically. To enable effective pre-training across diverse
domains, we leverage a universal task template based on ego-graph similarity and
construct graph vocabularies via graphon-based generative experts. To facilitate ro-
bust and efficient prompt fine-tuning, we grave the support samples with in-context
vocabularies, where the lightweight MoE-CoE network attentively routes knowl-
edge from source domains. Extensive experiments demonstrate the superiority of
GRAVER over effectiveness, robustness, and efficiency on downstream few-shot
node and graph classification tasks compared with 15 state-of-the-art baselines.

1 Introduction

Graph-structured data is pervasive across a wide range of domains, including social networks [13,
127], recommendation systems [114, 100], and bioinformatics [50, 17]. Graphs are capable of
modeling complex relationships and attributed interactions between entities, making them a powerful
abstraction for solving real-world problems, such as fraud detection [60, 128], molecular property
prediction [70, 135], and protein-protein interaction modeling [34, 15]. While foundation models
such as GPTs [1] and Vision Transformers [38] have achieved impressive generalization capabilities
in language and vision through large-scale pre-training, they struggle when applied directly to graphs
due to their non-Euclidean nature, structural heterogeneity, and task diversity inherent in graph
data [52, 46, 63, 37]. To address this gap, Graph Foundation Models (GFMs) [64, 75, 149] have
emerged with the goal of enabling general-purpose learning on graph-structured data. Instead of
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Figure 1: Case study of the fine-tuning instability. When support samples share structural patterns
with pre-trained graphs (e.g., triangle), fine-tuning is efficient and stable (Good Case). In contrast,
mismatched patterns (e.g., ladder) lead to poor convergence and lower accuracy (Bad Case). Loss
and accuracy curves illustrate that random support selection causes high performance deviation,
highlighting the need for structure-aware augmentation.

relying on task-specific deep graph models, ideal GFMs are trained once on diverse multi-domain
graph datasets and then adapted with minimal supervision to a variety of downstream tasks [76, 5].
Such a “pretrain-then-finetune” paradigm [86, 23, 42] holds the promise of unifying graph learning
across domains by providing a reusable model architecture that generalizes structural knowledge at
scale [58, 83, 122, 136, 126].

Existing research on GFMs has addressed prominent challenges like architecture scalability [78,
42], domain alignment [47, 136], prompt design [83, 45], etc. Nevertheless, GFMs encounter a
more fundamental and pervasive issue: robustness and efficiency of few-shot prompt fine-tuning.
Specifically, the existing GFMs exhibit significant instability and inefficiency, whereby fine-tuning
performance fluctuates heavily due to randomness in the selection of limited support samples and
structural discrepancies between pre-trained and target graph domains. We conducted an illustrative
case study in Figure | to highlight this issue. A synthetic cross-domain node classification setting
is constructed with motif-based graphs. The findings reveal a consistent trend: when the randomly
selected support nodes exhibit structural patterns similar to those in pre-training (e.g., triangle ),
fine-tuning converges faster and yields higher accuracy (Good Case). In contrast, the mismatched
structures (e.g., ladder E)) lead to slower convergence and degraded performance (Bad Case). This
phenomenon is intuitive and commonly observed in practice. Such instability severely undermines the
practical applicability and reliability of GFMs in real-world scenarios, where dependable knowledge
transfer and rapid adaptation to new tasks and domains are essential.

Research Question: How can Graph Foundation Models be fine-tuned robustly and efficiently under
random support sets to enable trustworthy knowledge transfer across diverse domains and tasks?

Recent studies attempt to improve GFM’s adaptation ability. One line of work focuses on pre-training
with transferable patterns [83, 7, 148, 97]. The most relevant GFT [98] proposes a computation-
tree-based vocabulary to enable pattern reuse across domains. However, the proposed vocabulary is
limited to tree-shaped structures, restricting transferability in multi-domain settings. Another line
of research emphasizes generative augmentation [ 137, 84, 10, 96], which interpolates structures to
simulate new training examples. Yet, they often generate task-agnostic structures that misalign with
target domains and do not condition on the few-shot support samples, limiting their informativeness.
A third group of works [122, 120, 119] introduces modular pre-training with weighted source tokens
as prompts to facilitate domain-aware transfer. While effective in improving cross-domain adaptation,
these strategies still fall short in scenarios where only a handful of labeled target samples are available.
Notably, none of these aforementioned paradigms simultaneously address the dual challenges of
generating transferable patterns and ensuring stable fine-tuning under arbitrary few-shot support sets.

To tackle this dilemma, we propose GRAVER, a novel Generative gRAph VocabulariEs for Robust
GFM fine-tuning framework. GRAVER directly addresses the instability inherent in few-shot fine-
tuning through in-context subgraph augmentations. Specifically: @ We first analyze and validate
the key transferable patterns from an ego-graph disentanglement perspective, rigorously exploring
their transferability theoretical foundations and empirical utility across multiple domains. @ By
leveraging this insight, we establish adaptive graph vocabularies through graphon-based generative
experts in the multi-domain pre-training stage. ® At the final fine-tuning stage, GRAVER enhances
randomly selected support samples by embedding context-specific generative vocabularies guided
by a lightweight MoE-CoE network, which selectively routes pertinent structural and semantic
knowledge from relevant source domains and prevents negative transfer. Qur contributions are:



* We propose a novel trustworthy GFM with robust and efficient prompt fine-tuning under multi-
domain pre-training and cross-domain adaptation. To the best of our knowledge, this is the first
GFM with generative graph vocabularies to in-context augment support sets for stable adaptation.

* We design graphon-based generative experts to synthesize structure-feature vocabularies aligned
with transferable subgraphs, and introduce a MoE-CoE routing mechanism to dynamically assemble
source-domain knowledge for context-aware augmentation during fine-tuning.

» Extensive experiments demonstrate its superior effectiveness, robustness, and efficiency on down-
stream few-shot node and graph classification compared with 15 state-of-the-art baselines.

2 Related Work

2.1 Multi-Domain Pre-trained Graph Foundation Models (Appendix G.1)

Graph foundation models have made rapid progress by using self-supervised pre-training to extract
transferable patterns from large-scale graphs [57, 29, 104]. Pre-training tasks such as node masking,
edge prediction, and contrastive learning have enabled methods like GCC [69], GPT-GNN [30],
GPPT [82], L2P-GNN [61], and others [105, 36, 109, 8, 7, 113] to serve as the strong initializations
for downstream tasks. However, most of these methods assume the structural or semantic similarity
between pre-training and target domains [32, 135], making them sensitive to distribution shifts.

To address this, recent studies have investigated cross-domain graph learning, aiming to transfer
knowledge between dissimilar domains. Models such as GCOPE [136], OMOG [54], PGPRec [112],
UniAug [88], and UniGraph [23] focus on learning domain-invariant representations. While effective
for single-source transfer, these methods often struggle to generalize across multiple heterogeneous
domains and may rely on task-specific assumptions that limit scalability.

Toward multi-domain foundation models, recent work explores unified pre-training strategies across
diverse domains. OFA [54] and HiGPT [87] use LLMs to encode node information as text, which
improves alignment but restricts applicability to text-attributed graphs [95, 85]. GCOPE [136]
introduces virtual domain bridges but lacks semantic alignment. MDGPT [123] incorporates domain
tokens and SVD-based projection, though it does not ensure semantic consistency across domains.

2.2 Graph Foundation Models Fine-tuning with Prompt (Appendix G.2)

Fine-tuning the pre-trained graph foundation models is a widely adopted strategy to adapt general
representations to downstream tasks [130, 84, 139, 108, 85, 115, 33, 35, 129]. Traditional methods
typically update full model or selected components, which can be effective but often incur high costs.

To improve fine-tuning efficiency, parameter-efficient fine-tuning (PEFT) techniques update a small
set of parameters [143, 89, 19, 106] or introduce lightweight modules [49, 147, 110]. These ap-
proaches preserve most pre-trained knowledge while reducing computational load. However, their
generalization across domains remains limited due to the difficulty of handling domain shifts.

Prompt-based fine-tuning offers an alternative by conditioning the model on learned input prompts
rather than altering parameters [55, 141, 140, 11]. In graph learning, prompt tuning leverages
structured embeddings to guide the model toward task-specific patterns [82, 145, 77, 132], achieving
better robustness and adaptability with minimal updates. Based on this paradigm, numerous graph
prompt methods have been developed [82, 83, 58, 18, 145, 14, 31, 123, 118, 149], which incorporate
learnable prompts to highlight structural or semantic cues, improving transferability across tasks.

2.3 GFM Pre-training with Transferable Patterns (Appendix G.3)

Graph Foundation Models aim to capture structural patterns that generalize across diverse domains
and tasks [69, 142, 83, 7, 148, 97, 96]. A key challenge is defining transferable subgraph units for
pre-training, since graphs do not contain obvious tokens like words or image patches.

One approach addresses this by identifying common substructures such as motifs or computation
trees as a reusable graph vocabulary [142, 146, 47, 138, 144, 97, 117]. For example, GFT [98]
encodes each node’s computation tree and discretizes it through vector quantization. This enables
the model to represent graphs in terms of recurring structural units, which improves generalization
across domains and mitigates knowledge conflicts during transfer.
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Figure 2: Framework of GRAVER. (1) aligns semantics via LLM-enhanced raw text, and disentangles
ego-graph into transferable patterns. (2) models structure-feature tokens with graphon experts. (3)
assembles class-aware vocabularies to augment support samples for robust cross-domain fine-tuning.

Another approach focuses on mining frequent motifs during pre-training [135, 4, 133]. MICRO-
Graph [133] trains GNNs using motif-based contrastive objectives, while MGSSL [135] reconstructs
motif segments to learn interpretable structural blocks, achieving strong performance in molecular
prediction tasks. Other methods learn universal structural patterns from synthetic graphs [113].

2.4 GFM Fine-tuning with Generative Augmentations (Appendix G.4)

To improve the adaptability of pre-trained graph models, recent work explores generative augmenta-
tion techniques that synthesize new data aligned with the target graph distribution [30, 137, 7, 84,
115, 86, 111]. Unlike traditional perturbations on edges or features, these approaches aim to produce
structurally meaningful examples to support robust fine-tuning.

Recent efforts have explored generative strategies to enhance the robustness and adaptability of
graph foundation models. One line of work leverages graphons, continuous functions that define
graph distributions [2, 68, 72, 12, 71, 84]. For instance, G-Mixup [21] interpolates between class-
wise graphons to produce realistic hybrid graphs that improve generalization and noise robustness.
Another direction introduces generative fine-tuning objectives to mitigate the mismatch between
pre-training and downstream distributions [48, 84, 9, 53], such as G-Tuning [84], which preserves
the generative structure of downstream graphs to avoid overfitting. In addition, subgraph-level
augmentations [3, 131, 41, 101, 24, 22] have been proposed to help models decouple subgraph
semantics from global context; for example, [57] replaces subgraph environments during training to
improve interpretability and robustness in molecular tasks. Complementing these efforts, mixture-
of-experts architectures[27, 94, 59, 99, 20, 123] such as GraphMETRO [99] deploy multiple expert
networks specialized on distinct structural regimes, with routing mechanisms to adaptively select
experts for diverse input distributions.

3 Preliminary

Notations. A graph is denoted as G = (V, &), where V is the node set and £ is the edge set. Let
A {0, 1}Vi*Ni be the adjacency matrix and X € RY:*4i be the node feature matrix, where N = |V
is the number of nodes and d; denotes input feature dimension. H means hidden embeddings of X.

Pre-training and Few-shot Fine-tuning. Given n source graphs {G°} € G from multi-domains
{D®} € D with their labels {Y$} € V°, the pre-training goal is to train a graph learner h = g o f
on multi-domain graph datasets composed of a GNN-based graph encoder f and a discriminator
g, after which the pre-training parameter ®* is frozen. During fine-tuning, given a set of target
graphs {G7} € G7 from target domain {D7 } € D7 (seen or unseen) with m randomly selected
labels {Y7} €Y7 (support set) under the m-shot setting (m < 3", N;), the goal is to adapt the
pre-trained GFM to predict the labels of the unlabeled samples (query set) correctly by learnable
graph prompts.



4 Proposed GFM Framework: GRAVER

In this section, we elaborate on the proposed GRAVER with its framework illustrated in Figure 2.

4.1 Pre-training with Transferable Graph Vocabulary

A central challenge in constructing a transferable graph vocabulary for robust GFM fine-tuning lies
in identifying subgraph patterns (graph vocabulary) that generalize across tasks and domains.

Multi-Domain Alignment. Graphs in different domains present heterogeneous features with incon-
sistent dimensions and semantics. To establish a unified representation space, we introduce a set
of shared aligners that consequently unify dimension- and semantic-wise features. Given a graph
GS = (V;, &) (i < n) with feature matrix X§ € RY:* % from source domain, the aligners perform:

X5 e RN = W (F(XT|| LLM (X)), forall GY € {G°}, (1)
where LLM(-) is implemented by retrieving feature-related raw texts and enhancing class-aware

semantics by large language models (GPT-4 and BertTokenizer) [47]. F implemented by truncated
SVD [80] aligns feature dimensions, followed by a learnable projection W that normalizes semantics.

Factor-aware Ego-Graph Disentanglement. Motivated by the observation that localized graph
patterns often emerge from multiple latent semantic factors [44], such as social affiliation, topic
preference, structural role, efc., each factor-specific subgraph forms a distinct semantic unit, analogous
to a vocabulary in linguistics. Treating these units holistically during message-passing and aggregation
may obscure the unique semantics of each vocabulary, significantly weakening the discriminability
and transferability of pre-trained knowledge. To explicitly identify transferable patterns and prepare
a “vocabulary bank” for modeling, we decompose the ego-graph g of a given node u into K factor-
aware subgraphs (vocabularies) with a differentiable neighbor soft-routing mechanism [62, 56].

Denote the multi-channel encoder as fe: gf — {hf s € Rd},le, where each channel k£ encodes a
disentangled factor of the ego-neighbors. The ¢-th soft-routing iteration aims to find an attention:

t t (t
o o Softmaxy ((hu(k),h ) s.t. Z!« ) ka 1, )

Xy sk
and hS() =o(W/[xS + bk)/||a(Wk X5 4+ bp)lle, ifflo(WLRS +by)lla=p. ()
where T is the temperature ‘W, and by, are projections. The routed neighbors form K vocabularies:

={gii b g = VELED), Vii={veNw ok} @
The updated h‘g is the concatenation of that from each disentangled ego-graph over 7' iterations:
S(T) _ S(T) S(t+1) . _ 1, S®) ®) 1S
hu( ) - ||k:1hu,k ’ hu,k T hu,k + Zvev(tzC |:av—>khv,k :| (5)

Semantic-Independence Promotion. To ensure each channel captures distinct semantic factors, we
derive a mutual information regularizer between each disentangled vocabulary, which we implemented
by leveraging a contrastive-based variational upper bound with the InfoNCE estimator [67]:

Proot C.1

Rin =Y I(B5:h3,) <Y Euen| —log (Softmax, (h;.h3,)/7)| )], ©

where B is a batch of sampled nodes from source domains. Intuitively, Ry, constrains vocabularies to
be non-aligned across nodes, thus discouraging shared semantics and keeping distinguished attributes.

Vocabulary Transferability Justification. To investigate how different vocabulary combinations
contribute to pre-training, we evaluate their transferability by measuring the stability of encoder f.

Proposition 1 (Vocabulary Transferablhty) Given any nodes u, v, and assume |X5 — X5 |2 < €
The semantic discrepancies A = || f(g5) — f(g5)||2 is upper bounded by:
[a] Proof C.2 K 2 3 [b] Proot(‘ 3 C_LwlL T
: S S u,v ol-W Lis
N P D A P T R C e
@)

where 11 denotes a permutation over channels, V(+) is a slack function controls bound tightness.
Cs, Lw, and L4 are Lipschitz constants for activation function o, weight matrix W, and cosine
similarity (-, ) (inner product), respectively. p is the lower bound of La-norm in Eq. (3).




Proposition 1 states that the upper bound of semantic discrepancy is governed by a specific combina-
tion of vocabularies. This demonstrates that disentangled ego-graphs can function as independent and
minimal semantic units, facilitating effective knowledge transfer and providing us with theoretical
foundations for vocabulary-based generative augmentations.

Objectives of Self-supervised Pre-training. Inspired by prior studies [58], we adopt a fully self-
supervised contrastive link prediction as the pre-training task. To address task heterogeneity, we
build upon a universal task template based on ego-graph semantic similarity, which unifies both link
prediction with node- or graph-level classification tasks under a shared framework.

Specifically, we construct a set of quadruples (u, v, vy, ) sampled non-redundantly from {GS},
where v, v~ are the positive and negative neighbor that link (do not link) to . The binary label y,,
denotes the link existence and is determined by the pairwise similarity discriminator g = MLP((-, 5})
The objective is to encourage higher semantic similarity between u and its positive neighbor hy_,

while suppressing that with the negative neighbor hf, . The training objective is formalized as:

. S\ _ exp(g(hiahf+)/7—) . u
Ee(@H9 == 2. 8 et ) et ) o R

where ) is the trade-off hyperparameter. ®* is fixed once pre-training converges.

4.2 Vocabulary Modeling with Generative Graphon Experts

We denote each vocabulary extracted from the pre-training dataset G as a tuple (\A;, X;, Vs, G),
where A; and X’; represent its adjacency and node feature matrix, ); is class label. To enhance the
generalization of disentangled vocabularies, enabling efficient and robust generative augmentation
during fine-tuning, we establish a “vocabulary bank” equipped with two complementary graphon
experts: W dedicated to modeling vocabularies by structure tokens and W¥ to feature tokens.

Structure Token Modeling. For each class ¢ € {1,--- ,C}, we collect adjacencies {AEC)}f\LCl for
each disentangled vocabulary, and approximate the structure token via a nonparametric graphon:
1 N ,
A, 2 A _ . .

Wc . [07 1] = [07 1}7 Wc (U, U) - ﬁc Zi:l Ai [ﬂ-l(u)a 7T1(’U)]7 (9)
where 7;: [0,1] — {1,---,].A;|} is a measure-preserving mapping estimated via empirical node
ordering (e.g., node degree). |.A;| denotes the number of nodes in this vocabulary structure token,
and we align each vocabulary with the same number of nodes by utilizing node padding [21, 7].

Feature Token Modeling. Simultaneously, for each class ¢, we estimate a feature token graphon to
model the distribution of node features conditioned on latent positions (coordinates):

1 N e
WX :[0,1] — R, Wf(“):ﬁczizl X9 mi(u), ], (10)

where 7; is shared with WA, This joint token-level parameterization establishes a critical foundation
for a hierarchical collaboration mechanism introduced in the next section. By coherently generating
both structure and feature tokens, the unified modeling facilitates more stable knowledge transfer.

Conditional Vocabulary Generation. In linguistics, a word typically consists of a root and affixes,
where the root conveys semantics, and the affixes determine its grammatical or functional properties.
In a similar vein, a graph vocabulary follows a comparable “root + affix” paradigm: root (structures)
determines its structural semantics (triad, grid, tree, etc.), and affix (features) represents its domain-
specific properties. For instance, a triad can indicate a stable social relationship, but in molecular
contexts, it can indicate chemical instability. Based on this understanding, we next illustrate how to
generate a graph vocabulary conditioned on a given class within a specific domain.

For dataset G°, given a class label ¢, we can sample (.;l, X ) as a new synthetic graph vocabulary by
first drawing n’ latent positions: uy, - - - ,u,, ~ U|0, 1], where U is the uniform distribution. Then:
Ali, j] ~ Bern (WA (ws,0y)), X[i,:] = W (), (11
where Bern denotes the Bernoulli distribution. The generated vocabulary inherits both the structural
priors and semantic traits of the specified class and domain. We depict this process in Figure 2 (right).

We theoretically demonstrate that the generated vocabularies converge in distribution to their empirical
distribution, ensuring transferability and semantic consistency. We formulate this in Proposition 2.



Proposition 2 (Generation Distributional Convergence). Let g " be the empirical distribution
over n'-node vocabulary subgraphs of class c, collected from the disentangled vocabulary bank:
1§ (© I g xd
gomP .= . Zi:l Ba et each (A7, X[7) € {0, 17 x R™ X4, (12)
where §.y denotes Dirac measure, representing a point mass probability distribution. Assume the

true underlymg structure and feature functlons W'A* W2X* are bounded, Lipschitz, and satisfy
permutation equivariance. If the estimators W WX converge uniformly in Lo, norm, then the

total variation (TV) distance between g5 = (.Ac7 X ¢) and go"" vanishes as N. — 0o:

|g&" — g™ ||y — 0.  (Proof C.4) as)

4.3 Fine-tuning with Augmented Support Samples

Given any sample (node or graph) G7 = (V;, &) (i < m) with feature X7 € RN:*4i from the target
domain D; € {D7}, we utilize the shared LLM(-), aligners W, F to obtain unified X] € RV:*d,

MoE-CoE Network for Selective Augmentation. Fine-tuning GFMs under few-shot settings is
highly non-trivial. The scarcity of labeled samples makes it difficult to adapt large pre-trained models
by tuning limited parameters, often resulting in unstable performance and overfitting. To alleviate
this, we explicitly incorporate transferable knowledge from source domains while avoiding negative
transfer, through a hierarchical routing mechanism termed as MoE-CoE. We propose a two-stage
architecture consisting of a Mixture-of-Experts (MoE) layer and a Collaboration-of-Experts (CoE)
layer, which together determine how pre-trained vocabulary tokens are reused for target adaptation.

MOoE addresses the question of where to route by selecting relevant domains, where routing weights
are assigned across n source-specific vocabulary banks to enable coarse-level domain alignment.
CoE addresses the question of how to compose by promoting collaboration among class-level token
experts within each selected domain, which allows multiple tokens to contribute jointly, capturing
complementary semantics and enhancing representation coverage. Specifically, assigned weights are:

Sm € R™ = Softmax (Wy; - ¢(X7)), Sc € R® = Softmax (W¢ - (6(X] [|X)),  (14)
where Wy and W are projections, ¢(-) is a learnable network. The composed vocabulary is:

—~ f ,~gen -~ gen n C "

g = (Ai ;X ) = Zi:l S;—d,z‘ ( Zc:l Sgc %en)’ GT Gl og i (15)
where & denotes augmenting the support sample GG; with the generated vocabulary by overlapping on
the max-degree node for aggregation-enhanced alignment. To mitigate load imbalance and encourage
sparse activation in the MoE-CoE routing architecture, the weight assignment vectors Sy, Sc are
optimized in a supervised manner by minimizing their selective uncertainty'

Lyvo-coe(Sm. Sc) = =D Sy ;10g(Sm) — nZ ¢, log(Sc,e). (16)

Objectives of Few-shot Fine-tuning. Motivated by prompt learning [6], we introduce learnable
graph prompts as few-shot adapters to retrieve relevant knowledge:

H] = [§(Pa 0 G]), (17)
where P is a graph prompt initialized with tunable parameter €2, optimized over m-shot augmented
support samples. The graph prompt serves as a lightweight adapter, selectively injecting transferable
semantics while preserving domain specificity. To support both node- and graph-level classification,
we adopt a unified task template across pre-training and fine-tuning based on ego-graph similarity.

Given m (m < .1, N;) vocabulary-augmented support samples {(GT Y,7)}m,, where H”
denotes the node (for node task) or ego-graph embeddings (for graph task), the fine- tunmg objective is
transformed into determining the similarity between the query sample and class prototype embedding:

ex H] H])/7
ﬁcls(Q;HT) - _ Z log p( ( )/ )7—
Gram L Svepny e (L HEL)/) |
where ﬁ; is the class prototype for samples in class Y;. The overall fine-tuning objective is:

Liw = Las(HT) + 41+ Lator-cor (S, Sc), (19)
where p is the trade-off hyperparameter.

(13)



5 Experiments

In this section, we conduct extensive experiments to evaluate effectiveness, efficiency, and robustness
of the proposed GRAVER”. We focus on the following research questions:

* RQ1: How effective and robust is the few-shot classification fine-tuning? (>> Section 5.2)

* RQ2: Which module contributes most to the classification performance? (&> Section 5.3)

* RQ3: How time-efficient in the few-shot fine-tuning phase? (&> Section 5.4)

* RQ4: How LLMs enhance domain alignment to enable zero-shot transferability? (&> Section 5.5)
* RQ5: How sensitive is the performance to hyperparameter fluctuations? (&> Section 5.6)

5.1 Experimental Settings

Datasets. To highlight the multi-domain pre-training capability of GFMs, we select seven benchmark
graph datasets from three distinct domains. It is worth noting that this differs from conventional
experimental settings, which typically treat a single dataset as a domain. Specifically:

* Citation Domain: Cora [65], CiteSeer [16], PubMed [73], and the large-scale ogbn-arXiv [28].
* Co-purchase Domain: ogbn-Tech and ogbn-Home from large-scale co-purchase network [28].
* Web Link Domain: Wiki-CS [66], a hyperlink network constructed from a subset of Wikipedia.

Baselines. We compare GRAVER with 15 state-of-the-art baselines from four primary categories.

* Vanilla Graph Neural Networks: including GCN [40] and GAT [91] without pre-training.

* Self-Supervised Graph Pre-training: GCC [69], DGI [92], InfoGraph [81], GraphCL [116],
DSSL [102], and GraphACL [103], which utilize self-supervised objectives to pre-train and finetune.

* Prompt-based Graph Fine-tuning: we select pioneering prompt-based fine-tuning baselines
including GPPT [82], GraphPrompt [58], GPF [14], and ProNoG [121].

e Multi-Domain Graph Pre-training: we select the most closely related baselines on multi-domain
graph pre-training and finetuning, including GCOPE [136], MDGPT [123], and SAMGPT [119].

Multi-Domain Pre-training Settings. We mainly focus on the challenging task of adapting GFMs
to unseen datasets and domains in downstream applications. To better characterize the setting, we
explicitly distinguish between cross-dataset and cross-domain adaptation:

* Cross-Dataset: pre-training and fine-tuning on different datasets, which are from the same domain.
Specifically, take Citation, Co-purchase, and Web Link as the pre-training domains. When each
dataset is used as the target alternatively, the remainings are collectively used as the source datasets.

* Cross-Domain: extends to a more challenging scenario, where the target dataset belongs to
an unseen domain different from the source domain. Specifically, we alternately set Citation,
Co-purchase, and Web Link as the target domain, while the remaining two domains are the source.

Few-shot Fine-tuning Settings. We evaluate node and graph classification under the m-shot setting,
where m labeled samples per class are randomly selected. As each dataset contains a single large
graph, we follow prior work [61, 118, 123] to extract ego-graphs centered on target nodes for graph
classification, assigning labels based on the central nodes. Accuracy (Acc.) is used for evaluation.

5.2 RQ1: Few-Shot Node and Graph Classification

One-Shot Classification (Table 1). @ Overall, GRAVER achieves the best accuracy, demonstrating a
clear superiority. Specifically, it outperforms the runner-up with average gains of 2.8% (node) and
3.2% (graph), which are consistent across both dataset and domain transfer scenarios, indicating
effective source knowledge utilization even under extreme one-shot conditions. ® Compared to
strong baselines like SAMGPT and MDGPT, GRAVER achieves significantly higher performance by over
4% in both tasks. The performance gap widens further in harder domains like ogbn-arXiv and
Wiki-CS, demonstrating its broad applicability. Notably, GRAVER still leads with large margins in the
more challenging cross-domain settings due to domain shift. ® On robustness, GRAVER consistently
exhibits an obviously smaller standard deviation compared to baselines with an average relative
decrease of 54.0% (node) and 54.6% (graph). This suggests GRAVER maintains stable performance
regardless of the random support set selection, thanks to the generative vocabulary augmentations, and
is beneficial for real-world deployment. @ Additional results under the five-shot setting, presented in
Appendix F.1, consistently exhibit the same performance trend as observed in the one-shot scenario.

2Codes are available at: https://github.com/RingBDStack/GRAVER.
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Table 1: Accuracy (% = std for 20 runs) of one-shot classification. Best results are presented in
bold and the runner-ups are underlined. CR = Cora, CS = CiteSeer, PM = PubMed, arXiv =
ogbn-arXiv, Tech = ogbn-tech, Home = ogbn-home, Wiki = Wiki-CS. Color denotes domain.

| Cross-Dataset | Cross-Domain
Source CS PM CR PM CR CS CR CS PM CR CS CR CS Home Tech
Home Wiki  Home Wiki Home Wiki  Home Wiki PM Wiki PM Home Wiki
Model / Target | CR cs PM Tech | Home Wiki arXiv
Node Classification

GCN (bb.) [40] 28.40+462 29.25+339 40.33+690 61.59+513 | 53.89+335 36.74+253 28.58+539
GAT [91] 29.72+5.17 29314347 40.51+395 61.98+523 | 51.70+396 36.24+4.19 29.03+5.75
GCC [69] 3247+455 3278+385 41.66+327 64.74+378 | 5536+586 37.66+380 30.42+554
DGI [92] 30.77£3.92  31.41+4.11 3997 +590 63.76+3.77 53.31+258 3920+567 32.15+491
GraphCL [116] 33.64+575 28.20+3.13  39.03 £8.67 62.44 +6.55 51.55+820 38.05+330 31.81+5.04
DSSL [102] 20.76 +455  30.84+7.62  39.99 +6.29 61.27 521 5190+652 37.58+678 28.14+5.17
GraphACL [103] 3592 +561 33.88+6.69 42.73+526  66.70+429 | 58.01+632 4094+665 3557429
GPPT [82] 32.38+574  31.78+461  4197+548  6581+656 | 57.81+536 40.97+541 34.22+651
GraphPrompt [58] | 38.02+6.52 34.57x634 46.19+7.63 70.11 +6.62 60.99+7.19 44.02+674 40.74 +6.56
GPF [14] 40.01+821  40.07+7.64 47.58+583  70.07+655 | 59.05+585 44.62+868 40.13+507
ProNoG [121] 43.67+633 4034+7.11 51.35+7.16  73.49+734 | 62.77+6.10 45.65+6.44 41.15+421
GCOPE [136] 36.27+393  40.42+4064 44.75+467  71.26+595 | 60.39+6.08 41.80+496  40.00+6.53
MDGPT [123] 4255+684 3792+7.18 51.03+£899  T72.10+7.12 | 62.69+729 4593+624 43.33+575
SAMGPT [119] 46.79 +6.54  38.65+635 51.92+950  73.60+7.55 64.32+7.02  46.03+698 45.27 +5.05

48.00 +2.52  41.13+3.00 55.30+3.03 77.62294 | 67.12+3.18 4933244 49.25+3.43

Graph Classification

GRAVER (ours)

GCN (bb.) [40] 40.07 478  29.53+574  4525+732  81.16+456 | 58.82+248 38.46+447 46.05+4.42
GAT [91] 36.01 509 2598+784 41.03+577  77.75+492 | 59.12+597 38.49=+5.11 40.80+6.87
InfoGraph [81] 42.18+517  30.18=+4.11  49.10+542  81.62+835 | 63.31+3.14 4098+424 4396+6.48
GraphCL [116] 39.56 +5. 7‘) 32.61+654 4771 +7.04 82.27+446 | 63.77+466 46.14+3.10 47.61 +5.02
DSSL [102] 41. 4617 32.92+524 47.28+7.71 83.66+499 | 60.56+539 41.09+5.18 47.50+5.20
GraphACL [103] 40.60 + 5.0 33.17+753  50.48+577 80.98+378 | 62.38+8.05 4501562 46.43+632
GraphPrompt [58] | 41.71+345 38.76+7.06  50.61 £6.39 84.23 £2.43 61.37+564 43.98+822 4798 £540
GPF [14] 41.25+9.41 38.18+822  47.83+8.17 8372542 | 67.63+472 47.16+508 4727 +4.16
ProNoG [121] 51.72+820 39.87+589 54.13+893 82.55£3.09 | 68.95+420 47.20%483 52.11+5.58
GCOPE [136] 5591+737  40.99=+9.01 54.36 +8.63 82.58+239 | 67.45+439 49.26+525 62.90+3.64
MDGPT [123] 5277+671  41.01+972  5547+827 8391406 | 7046+521 50.24+749 59.29+425
SAMGPT [119] 53.25+428 42.39+728 57.66+6.34 85.08 +6.39 73.69+506 52.10+365 62.28 +4.05

GRAVER (ours) | 59.20+238 45.50+2.00 61.70x+258 87.33+184 | 75.46+224 55902233 67.10+3.26

m-Shot Classification (Figure 3). To assess performance under varying m, we compare with three
strongest baselines from Table 1: GCOPE, MDGPT, and SAMGPT. Results show: @ GRAVER consistently
outperforms three baselines across nearly all m-shot settings. @ The advantage is most pronounced
under low-shot conditions (m < 4), where the generative vocabulary introduces semantically diverse
and transferable patterns to enhance adaptation. As m increases, the relative gain narrows due to
reduced augmentation benefits and increasing noise. ® Similar trends are observed in both cross-
dataset and cross-domain scenarios, confirming GRAVER’s generalizability across transfer settings.
O Additional results of graph classification in Appendix F.1 further support these findings.

Robustness against Random Noise (Figure 4). To evaluate robustness under perturbations, we add
Gaussian feature noise and random edge modifications to support sets, controlled by parameters A
and \;. Results show: @ GRAVER maintains superior performance under both feature and structure
noise, showing robustness to both support sample variability and direct corruption. @ While baselines
degrade more rapidly with increasing noise, especially in structure, GRAVER shows only gradual
decline, or even slight increase, highlighting the stabilizing effect of vocabulary-guided augmentation.
® The widening performance gap under higher noise levels indicates that the MoE-CoE architecture
effectively filters out irrelevant patterns and reinforces useful knowledge for robust fine-tuning.

5.3 RQ2: Ablation Study

We conduct ablation studies on three core components of GRAVER: the semantic-independence pro-
motion (SIP), the vocabulary augmentation (VA), and the MoE-CoE network (MC). Results (Figure 5)
show that: @ Removing SIP leads to a minor yet consistent drop, indicating that encouraging semantic
diversity across vocabulary channels is beneficial, though not dominant. ® Disabling VA causes a
major decline, highlighting the importance of generative subgraphs in enhancing support quality
under low-shot conditions. ® Replacing MC with uniform fusion results in significant degradation,
confirming that selective routing is crucial for injecting relevant knowledge while suppressing noise.
® Additional results on other datasets in Appendix F.2 demonstrate similar conclusions.
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Figure 7: Analysis on LLM (node classification). Figure 8: Hyperparameter sensitivity (PubMed).

5.4 RQ3: Efficiency Evaluation for Fine-tuning

In addition to the theoretical complexity analysis presented in Appendix B, we empirically analyze
the time and memory efficiency of one-shot node classification, where the results (Figure 6) show
that: @ GRAVER converges in nearly half the episodes compared to baselines while achieving higher
accuracy, demonstrating the efficiency of its generative vocabulary and lightweight MoE-CoE routing
design. ® Though GRAVER consumes more GPU memory due to maintaining and routing richer
vocabulary tokens, the trade-off is acceptable given its superior performance and faster convergence.

5.5 RQ4: LLM-Enhanced Multi-Domain Alignment

We enhance node features by incorporating raw text and LLM-generated class-aware descriptions.
Results (Figure 7) indicate that, raw text alone brings substantial improvement in zero-shot settings,
as it serves as a domain-agnostic semantic bridge when no labeled data is available. This highlights
the crucial role of textual information in aligning feature spaces across domains purely through
inherent semantics. Building on this, LLM-enhanced features further boost low-shot performance by
injecting class-discriminative signals. These improvements are consistent across both cross-dataset
and cross-domain tasks, underscoring the effectiveness of text-based feature enhancement.

5.6 RQS5: Hyperparameter Sensitivity Investigation

We evaluate the sensitivity of GRAVER to two important hyperparameters: A (for Ry in Eq. (8)) and
u (for Ly cok in Eq. (19)). Results (Figure 8) show that accuracy reveals only mild fluctuations
within a broad range of values for both node and graph classification tasks. This indicates GRAVER is
robust to hyperparameter combinations. We provide detailed hyperparameter settings in Appendix E.

6 Conclusion

We propose GRAVER, a trustworthy graph foundation model that enables robust and efficient fine-
tuning under multi-domain pre-training and cross-domain adaptation. To our knowledge, this is the
first framework to leverage generative graph vocabularies for in-context support set augmentation to
enhance adaptation stability. GRAVER introduces graphon-based generative experts to synthesize
structure-feature vocabularies aligned with transferable subgraphs, and employs a hierarchical MoE-
CoE to dynamically assemble source-domain knowledge for context-aware augmentation. Extensive
experiments demonstrate its multi-task superiority over 15 state-of-the-art baselines.
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A Notations

Notations

Descriptions

G=(V,¢E)
{GS}yegs,{GT}yegT

Graph G with node set )V and edge set £.
Graphs sampled from source domain (S) and target domains (7).

{YyS} e ¥°,{Y7} € Y7 Corresponding graph labels in source domain (S) and target domains (7).
{DS} € DS, {D7} € D7 Source domains and targeted domains.

A € {0, 1}NixN

X € RNixd:
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() R% s R4

N

< S Q9

(
(
(
(

=

)
)
)
)
()
CE
N(v)

DKL

Dmalch

DTV

WA 0,12 — [0,1]
WX [0,1]% — R?
Swm, Sc

W, Wy, We

S QNG LR
g 1

[

VT > N

MI

Epre
MoE-CoE

»Ccls

»Cftn

Adjacency matrix A, where N; is the number of nodes.

Node feature matrix X, with IV; nodes and d; input feature dimensions.
Adjacency matrix of disentangled and generated vocabulary with n’ nodes.
Node feature matrix of disentangled and generated vocabulary with A dim.
Source domain graph features, aligned features, and single node features.
Encoded source domain graph features and node features.

Target domain graph features, aligned features, and single node features.
Encoded target domain graph features and node features.

Ego-graph and its K disentangled vocabularies of the central node u.
Observed, generated, and weighted mixed generated vocabularies.

Graph vocabulary encoder with learnable parameter ©.

Graph discriminator composed of an inner product (-, -) and a binary MLP.
The graph learner compound of encoder f(-) and binary discriminator g(-)
Domain feature alignment function from d; dimension to d.

Non-linear activation function (PReLU).

Learnable routing network in the MoE-CoE network.

The slack function controls bound tightness.

The set of permutation functions (disentangle channel mappings).

The measure-preserving mapping estimated via empirical node ordering.
The Shannon Mutual Information term.

The neighbor nodes of v (1-hop by default).

The Kullback-Leibler divergence.

The matching distance between disentangled channels.

The Total Variation (TV) distance between vocabularies.

The nonparametric estimated structure token graphon.

The nonparametric estimated feature token graphon.

Assignment weight vector for the MoE and CoE network, respectively.
Learnable weight matrix for non-linear projection.

The non-linear projection bias.

Graph prompt with learnable parameter 2.

The routing attention (weights) from node ¢ to channel (factor) k.

The augmentation operations by overlapping with the generated vocabulary.
The number of disentanglement routing iterations.

The Lipschitz constant for the activation function o.

The Lipschitz constant for the weight matrix W.

The Lipschitz constant for the cosine similarity (-, -).

The semantic discrepancies of | f(g5) — f(g7)]l2.

The Dirac measure, representing a point mass probability distribution.

The upper bound of ||X5 — X5 5.
The lower bound of Ls-norm in Eq. (3).

The temperature parameter.

The trade-off hyperparameter for Ry in Eq. (8).

The trade-off hyperparameter for Lo cor in Eq. (19).

The mutual information regularizer between each disentangled vocabulary.
The pre-training loss function.

Loss function for the MoE-CoE network.

Loss function for the downstream classification.

Loss function for the fine-tuning phase few-shot training.
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B Algorithm and Complexity Analysis

The pre-training pipeline of GRAVER is illustrated in Algorithm 1, and the fine-tuning pipeline is
shown in Algorithm 2. Next, we theoretically analyze their computational complexity, respectively.

Algorithm 1: Pre-training pipeline of GRAVER.

Input: n source graphs {G°} € GS from multi-domain { D} € DS, where each of the
graph G¢ is associate with its feature matrix X; € R™i*%: and adjacency matrix
A € RNXNi; Feature dimension aligner F(-); Domain semantic aligners W ;
Learnable weight matrix W, for disentangle channel projection; Number of the
latent factors (channels) K'; Number of the routing iterations 7'; Number of the
pre-training epochs E;; Temperature parameter 7; Hyperparameter A for trading-
off the mutual information regularization term R.
Output: Pre-trained graph encoder and discriminator g( f&(+)); Structure token graphon
W and feature token graphon WX for each source domain G and class c.
1 Initialize all parameters randomly;
2 fore=1,2, ---, F, do
3 // domain feature alignment
4 | Aligned graph feature: X$ < Eq. (1) for each G$ € {G°} with F and W ;
5 // ego-graph disentanglement
6 fort=1,2,---,Tandk=1,2, ---, K do
7 Initialize projected embedding hf’(ko ) Eq. (3) for each node w;
8 Routing attention for neighbor node v to k-th channel (factor): aft) +— Eq. (2);
9

Disentangled ego-graphs (vocabularies): gf(t) < Eq. (4) for eac’11_>r’1€ode u;
10 Updated node disentangled embeddings: hf(t) + Eq. (5) for each node u;
11 Calculate the mutual information regularizer: Ryy; < Eq. (6) for each node u;
12 end
13 // self-supervised pre-training

14 Calculate the overall pre-training loss: Ly < Eq. (8);
15 Update ® by minimizing L, and back-propagation;
16 if ¢ = F, then

17 // establish the vocabulary bank

18 Modeling structure token graphon with observed vocabularies: WA « Eq. (9);
19 Modeling feature token graphon with observed vocabularies: W(f“C < Eq. (10);
20 end

21 end

Complexity Analysis. We analyze the complexity of each part in Algorithm | as follows.

+ Dimension-wise feature alignment: We implement the aligner function 7 : R% s R< by the
truncated singular value decomposition (SVD) [80]. We omit this computational complexity as it
can be pre-processed without increasing the runtime computational burdens.

+ Semantic-wise feature alignment: We implemented each aligner W; € R%*? by a randomly
initialized learnable non-linear projection matrix, where the complexity takes O(nd?).

* Ego-graph disentanglement: We first project the aligned feature of each node to K embedding
space, which takes the complexity of O(n|V;|Kdh), where |V;| is the average number of nodes
in each of the pre-training graphs. Next, the neighbor routing iterations take the complexity of
O(n|V;|T|N (u)|Kh), where [N (u)] is the number of neighbor nodes of of u. Then, the node
disentangled embedding updating takes the complexity of the same O(n|V;|T|N (u)|Kh). For
brevity, denote the average of |V;| as n1, and the average of [N/ (u)| as ny. Thus, the total complexity
of the ego-graph disentanglement takes O(nni Kh(d + Tnz)).

* Pair-wise mutual information regularizer: For a pair of factors (i, j), the inner product takes the
complexity of O(|B|h). For each node, we can enumerate |B|K (K — 1) factor pairs. Then, the
total complexity accounting on each node u takes the complexity of O(nn;|B|>?K (K — 1)h).
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* Pre-training loss calculation: Suppose there are ng direct node neighbors, n4 indirect neighbors
(nodes that are connected) averaged for each node in the source domain graphs, we can sample
n - n3 - ng quadruples, which is utilized to formalize the self-supervised pre-training contrastive
loss. Its computational complexity takes O(nnq(ns + ng) Kh).

» Graphon experts estimation: We implement 7;(-) by ordering nodes with degree, which takes
the complexity of O(N.n'logn’) for each graph G° and class c. For each coordinate (u,v) €
{1,---,n'}, the estimation takes the complexity of O(N,.) for n'? coordinate pairs. Thus, the total
complexity takes O(nC(N.n'logn’ + N.n'?)), where C is the average number of classes.

The overall computational complexity for the pre-training phase is:
O(nd?®) + O(nni  Kh(d + Tns)) + O(nny |B*K (K — 1)h) + O(nny(ns + ny) Kh)
+ O(nC(Nen'logn’ + N.n'?)).  (B.1)

Asny > n,ng > ng, ng = ng, ny = nyg, and K, T, |B|, C, N, d, h, n’ are relatively small
constants, the overall computational complexity is approximately reduced to quadratic with respect
to the number of pre-training nodes, which demonstrates the proposed GRAVER is on par with other
state-of-the-art graph multi-domain pre-training GFMs.

Algorithm 2: Fine-tuning pipeline of GRAVER.

Input: m nodes class-balanced sampled from graph G7 € G7 (for node classification) or
m graphs {G7'} € G7 class-balanced sampled from target domain {D7 } € D7
(for graph classification), where each of the graph G/ is associate with feature
matrix X; € RY:*% and adjacency matrix A € RY:*Ni: Pre-trained graph
encoder and discriminator g( f&(-)); Structure token graphon W4 and feature
token graphon WX for each source domain G and class c; Learnable weight
matrix Wy, and W¢; Weight assignment vectors Sy; and Sc; Learnable graph
prompts Pq; Number of the maximum fine-tuning episodes E,; Temperature
parameter 7; Hyperparameter p for trading-off the MoE-CoE loss term.

Output: Fine-tuned graph encoder and discriminator g( f&(-)) with Q*.

Initialize all parameters randomly;

fore=1,2, ---, B> do

// domain feature alignment

Aligned graph feature: X7 « Eq. (1) for the given G” (node classification) or

X7 < Eq. (1) for each G € {G7} (graph classification);

B W N

5 // MoE-CoE network initialization and optimization

6 Initialize assigned routing weights: Sc¢ < Eq. (14), Sm < Eq. (14);
7 Calculate the MoE-CoE loss: Lyog.cor < Eq. (16);
8

9

// support samples augmentation

Vocabulary generation: g&" < Eq. (11) for each source dataset and class;

10 | Vocabulary composition: g5 < Eq. (15) for each supporting samples;

11 Vocabulary overlapping: éZ— < Eq. (15) for each supporting samples;

12 Encode target domain node or graph with graph prompts: HZ— + Eq. (17);
13 Calculate downstream classification loss: Lejs(€2; HT) + Eq. (18);

14 // optimization

15 Calculate overall fune-tuning loss: Ly, < Eq. (19);

16 Update €2 by minimizing L, and back-propagation.

17 end

Complexity Analysis. We analyze the complexity of each part in Algorithm 2 as follows.

+ Dimension-wise feature alignment: We apply the same shared aligner function F : R% s R?
which is implemented by the truncated singular value decomposition (SVD) [80]. Similarly, we
omit its complexity as it can be preprocessed without increasing the runtime computational burdens.

+ Semantic-wise feature alignment: We implemented each aligner W; € R%*? by a randomly
initialized learnable non-linear projection matrix, where the complexity takes O(|V;]|d?) (node clas-
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sification) and O(m|V;|d?) (graph classification). Denote the average of |V;| as n1, the complexity
for this step takes O(nyd?) for node classification, and O(mmnyd?) for graph classification.

* MoE-CoE weights initialization: For Sy, the matrix multiplication and Softmax operation takes
the complexity of O (nn1d) for each support samples, while Sc takes the complexity of O(nnq(d+
h)C) for each support samples. Thus, the total complexity takes O(mnn,d(C + 1) + mnn,hC).

* MoE-CoE self-supervised optimization: Calculating the uncertainty of Sy, takes the complexity
of O(n?ny), and that of S¢ takes O(nn;C?). Thus, the total complexity takes O(nny(n + C?)).

* Support samples augmentation: For each source dataset and class, the vocabulary generation takes
the complexity of O(mnC(n'? + n’h)). Then, the vocabulary composition takes the complexity of
O(mnh(C 4 1)). Next, the vocabulary overlapping takes the complexity of O(mn’logn’). Thus,
the total complexity of this step takes O(mnC(n'? + n'h) +mnh(C + 1) + mn'logn’).

* Graph prompt insertion: We initialize graph prompt with learnable parameter €2 over the aligned
features, which takes the complexity of O(n;d) for node classification and O(mn1d) for graph
classification.

* Augmented support sample encoding: Similar to the pre-training phase, we first project the
aligned feature of each node to K embedding space, which takes the complexity of O((ny +
mn’)Kdh) for node classification, and O(m(ny + n’)Kdh) for graph classification. Next, the
neighbor routing iterations take the complexity of O((nins + mn’)T K h) for node classification,
and O((nnyn2 + mn')TKh) for graph classification, where ny denotes the average number of
node neighbors. Then, the node disentangled embedding updating takes the same complexity as
the last step. The total complexity takes O((ny + mn')Kdh + (n1ne + mn’)TKh) for node
classification, and O(m(ny + n') K dh + (nning + mn')TKh) for graph classification.

* Fine-tuning classification loss: Suppose there are n. classes in total, the contrastive loss takes the
computational complexity of O(mn.Kh) for both node and graph classification.

The overall computational complexity for the fine-tuning phase of node classification takes:

O(n1d*) + O(mnn1d(C + 1) + mnnihC) + O(nni(n + C?)) + O(mnC(n'? + n’h)
+ mnh(C + 1) + mn'logn’) + O(n1d) + O((n1 + mn’)Kdh + (ning + mn')TKh)
+ O(mn.Kh). (B.2)

The overall computational complexity for the fine-tuning phase of graph classification takes:

O(mn1d*) + O(mnnyd(C + 1) + mnnihC) + O(nny(n + C?)) + O(mnC(n'* +n’h)
+ mnh(C + 1) + mn'logn’) + O(mnid) + O(m(ny +n')Kdh
+ (nning + mn')TKh) + O(mn.Kh). (B.3)

Asny > n,m,n',and K, T, C, d, h, n. are relatively small constants, the overall complexity is
reduced to quasi-linear complexity, scaling as O(n logn) with the number of nodes in target graphs.

It is worth mentioning that we temporarily defer the theoretical analysis of space complexity, and
instead assess the empirical computational cost through efficiency evaluation. As shown in our exper-
iments (see Appendix D for setup details), the pre-training phase of GRAVER exhibits comparable
time and memory consumption to strong baselines. Although the fine-tuning phase incurs moder-
ately higher overhead, this can be effectively alleviated via optimized training strategies, enabling a
favorable trade-off between performance and efficiency.

To summarize, the proposed GRAVER achieves an efficient training paradigm through a carefully
structured pipeline. The pre-training phase, though involving multiple steps such as disentangled
representation construction and graphon expert estimation, scales approximately quadratically with
the number of nodes in the source graphs. In contrast, the fine-tuning phase benefits from a streamlined
and modular design that leverages learned graph vocabularies and MoE-CoE routing, thereby reducing
the overall complexity to quasi-linear time with respect to the target graph size. This efficiency,
together with our empirical results, demonstrates that the proposed GRAVER maintains strong
scalability and practicality for large-scale multi-domain graph learning tasks as a scalable GFM.
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C Proofs

C.1 Proof: the Upper Bound of 7Ry,
We first restate Ryy; for reference.
Eq. (6):
= Z I(h ;;hs ) < Z Eucs [ — log (Softmaxv ((hg ;. hs ;) /7)

1<i<j<K 1<i<j<K

=)

Proof. We provide a detailed derivation showing how the mutual information between two disentan-
gled representations can be upper bounded using the InfoNCE loss.

Step-1: From Mutual Information to InfoNCE. The mutual information between two random
variables X and Y is defined as the Kullback-Leibler (Dgy ) divergence between their joint distribution
p(x,y) and the product of marginals p(x)p(y):

p(x,y)
I(X;Y) =DxL(p(x,y)|lp(x)p(y)) = E\x [log}. (C.1)
( ) (»( ) ( ) ( )) Pp(X,y) px)p(y)
In practice, Eq. (C.1) is intractable to compute for continuous high-dimensional variables because it
requires access to the true densities p(x,y) and p(x)p(y). The InfoNCE estimator [67] provides a
tractable lower bound for 7(X;Y), based on a noise-contrastive learning setup that distinguishes true
positive pairs from negative samples.

Step-2: InfoNCE Objective. Assume we sample |3| examples {(xz, yl)}ll ‘1 where each (x;,y;) ~

p(x,y) is drawn from the true joint distribution. One positive pair is drawn from p(x,y), and |B| — 1
negative pairs are sampled independently from the marginal p(x)p(y). The InfoNCE objective is
defined as:

5(%,y) 1
Linfonce = E x -y |—log , (C2)
Py [ s(e,y) + D sk y;)

where s(x,y) is a positive scoring function, typically chosen as exp((x, y)/7) with temperature 7.

Step-3: Mutual Information Upper Bound. Assume that the positive sample (x,y) ~ p(x,y), and
that the negatives {y; } ~ p(y) are i.i.d.. From [67], we can rewrite the InfoNCE loss in expectation
form over the true joint distribution and the sampling distribution:

s(x,y)
Lintonce = Epexy) [— log =" y,)] : (C3)
y’ ’

where the sum in the denominator includes the positive y and || — 1 negative samples y’ ~ p(y).
The optimal discriminator in this noise contrastive setup yields the bound:

I(X;Y) < log|B| = Liyonce- (C4

This bound becomes tight as |B| — oo, then InfoNCE prov1des a tractable surrogate for minimizing
mutual information by replacing x with hS , and y with h$ ., respectively.

U, u,j°

Step-4: Batch-Based InfoNCE and Independence Regularization. In our setting, we consider
the batch B of size |B| , and two latent factor-specific representations h® hi ; over the same node

U’L’

u. The positive pair is (hS

i hf, ;)» while negative samples are the cross-channel representations

{h3 ;}4 from other nodes in the batch. Then, the InfoNCE objective becomes:
i exp((h; ;. h >/ 7)
L) = TFuen |—lo ! C5
InfoNCE €B g ZUGB exp(< 5 m >/T) ( )
£ Fyen [ — log (Softmaxv (< wis B >/7)‘ u)} . (C.6)
Hence, by the inequality derived above:
(b3 ;03 ;) < log B — Ll ce: €7
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By discarding the constant log |B|, we obtain a looser but practical upper bound:
I(hfl,hs ) \EUGB[—log(Softmaxv (< i I >/7) )], (C.8)

= Y Imsns)< Y Eueg[—log<80ftmaxv(< s, M>/T)(:u)}. (C.9)

1<i<j<K 1<i<j<K

This concludes the proof. O

C.2 Proof: Inequity [a] in Proposition 1

We first restate the inequity [a] in Proposition 1 for reference.

Proposition 1 (Inequity [a]):

N

IeSk

A=lr(ed) - £(ed)ll, < [mmZHhuk f,mk)ijmM

Proof. We next provide a proof of the semantic discrepancies upper bound via subgraph matching
and mutual information constraints.

Step-1: Minimal Matching Distance. Since the per-channel routing is independently conducted for
each node, the semantic order of channels may not be aligned across nodes. Therefore, we consider
the minimal matching distance between their vocabularies (subgraph embeddings):

K
. 2
Diaen = min ; (SR S [ (C.10)

where II € S}, denotes a permutation over channels.

Step-2: Information-theoretic Slack. To encourage disentanglement, we introduce an information-
theoretic regularization Ry during training to minimize inter-channel mutual information. Ideally, a
small Ry implies that each channel captures a distinct and independent semantic factor. However, due
to optimization limitations, residual dependencies across channels may still exist. These dependencies
introduce cross-channel interaction terms in the final embedding space, making the overall semantic
discrepancies larger than the matching term alone. To formally capture this effect, we introduce a
slack function ¥(Rmi), upper bounding the contribution from such interactions.

To obtain a tractable analytical form, we adopt a linear upper bound of the form:

Y(Rwmi) < B+ R, (C.11)

where 8 > 0 is a model-dependent constant that reflects how sensitive the final semantic discrepancies
are to cross-channel redundancy. This linear approximation is justified under mild distributional
assumptions. Specifically, when the per-channel embeddings approximately follow Gaussian or
smooth distributions, the single mutual information term between two channels can be bounded in
terms of their correlation:

1

1
(hgﬂhu]) 2 — IOg 1_7;)2,

5 (C.12)

where p is the Pearson correlation coefficient. The equality can be satisfied only if (h‘g i hS ) ~N

is jointly Gaussian with variances o2, sz and covariance po;0 ;. This inequality is commonly used in
the literature as a conservative estimate of mutual information [93, 79], since direct computation of

I(hS ; h‘S ) is intractable for arbitrary distributions. We omit its proof for simplicity.

u’L7

Conversely, high mutual information implies strong coupling (large covariance) between channels,
which directly contributes to the cross terms in the semantic discrepancies calculation. Thus, using a
linear upper bound allows us to quantify this slack without explicitly modeling the full joint statistics.
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Step-3: Upper Bound on Semantic Discrepancy. Combining the matching difference with the
information-theoretic slack, we obtain the following upper bound:

u,v 1
A=f(gd) = £ (&)l < [Poaen + v (RYG))? i3
2 2
- [nesK By ey H2 +¢(Ri‘4’f’)l - (C.14)
This concludes the proof. -

C.3 Proof: Inequity [b] in Proposition 1

We first restate the inequity [b] in Proposition 1 for reference.

Proposition 1 (Inequity [b]):

[HGSK

4p1

2 u,v : CO'L LS r
&= B[, + (RS >] <o/ (S

Proof. We achieve the proof first by further relaxing the conditions in Proof C.2.

Step-1: Further Relaxation of the inequity [a]. From Eq. (C.10), we can define the optimal channel
matching can be derived with the optimal permutation function as:

= arg min Z LIS (C.15)

Then, we can reach a more relaxed upper bound:

K

K
SIS = b8 g lls < S0 I0S, — bS5 (C.16)
k=1

k=1

In this way, we can rewrite the inequality [a] in Proposition C.2as:

[HESK

Next, we continue proof with respect to the RHS of Eq. (C.17).

1
2

lZHhuk hS 42+ w(Ru| . (€17

2
hinwﬂk‘*¢(R

Step-2: Semantic Discrepancy of Single Channel. Assuming [|[X$ — X5||2 < e. The activation
function o, weight matrix W, and cosine similarity (-, -) (inner product) are Lipschitz continuous
with constants C,,, Lw, and L, respectively. p is the lower bound of Lo-norm in Eq. (3). Then, for
each single channel, the semantic discrepancies in projected features satisfy:

C,L N ~ CyL
[0S, —hg, ), < == &S - %), < =< e, (C.18)

p

where the normalization lower bound ensures numerical stability by preventing the denominator from
approaching 0. Next, we discuss the discrepancy in the channel routing probability.

The routing attention v, is determined by the cosine similarity <hu > hf k>:

exp ((hy ;. hy,)/7)
> €XP (< uk’hfk/>/ )

Differentiating with respect to <hf > hf «)» We obtain the sensitivity of routing attention:

Oy X

(Eq. (2)) (C.19)

aav—>k av—>k(1 - 051)—>k)
= . C.20
5<hf ., hS ) T ( )
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Then, the discrepancy in routing attention is bounded by:

s . 1
vk — onk| < b3, —hd i, (since ap k(1 — apor) < " (C.21)
Thus, the semantic discrepancy after routing is:
CyLwLs
‘ RS0 _ S(T) H ( W ) ' (C22)

Step-3: Semantic Discrepancy for K Channels. Integrating Eq. (C.22) into RHS of Eq. (C.17):

X 2 POTE eiwL\” '
lZHhik—hf,kllzwmml < [Z(W) +w<R’;4f>] (C.23)
k=1

k

OL L u,v
—ef( p‘: ) A JU(REY). (C.24)

Considering p — 0 in Eq. (C.12), which implies the variables are linearly uncorrelated with no shared
information. Then, the mutual information regularization term Ry;;" — 0. We reach:

K 1
[ZHhik_hikHz""w(RM’l)] <eVK ( 4:;’ ) . (C.25)
k=1

By combining Eq. (C.17) and Eq. (C.25), we conclude the proof. O

C4 Proof: Generation Distributional Convergence (Proposition 2)

We first introduce a lemma on the graph estimator consistency.

Lemma 1 (Consistency of Vocabulary Graphon Estimators). Assume that the graph vocabulary
samples are drawn i.i.d. from a latent generative model with the true underlying structure graphon
function WA*: [0,1]2 + [0,1] and the feature graphon function WX*: [0,1] + RY, both of
which are bounded and Lipschitz continuous. Further, assume that the alzgnment mappings ; are
consistent with the true latent positions up to vanishing approximation error. Then, as N, — 00,
the estimators satisfy uniform convergence:

WA WA =0, [WX-wX_ —o. (C.26)

Proof. Letu, v € [0, 1] be two arbitrary latent positions. We consider the estimation error:

1 Qe

v 2 (A (), )] = W (0) )|

* =1

(WA (u,v) = WA (u,0)| = (C.27)

We decompose this difference into bias and variance terms. The random variable AEC) [7: (w), m; (v)]
is a Bernoulli variable with success probability W:A* (u, v) + v;(u, v), where v;(u, v) captures the
alignment approximation error and latent variability. Under the alignment consistency assumption,
we have |v;(u,v)| < vy, for all 4, with v,,, — 0 as the number of nodes in a vocabulary n’ — co.

Applying Hoeffding’s inequality [25], we bound the deviation for fixed (u, v):
p(|WA(u,v) = E[WA(u,v)]| > w) < 2exp (- 2Nw?). (C.28)
Since the domain [0, 1]? is compact, and W** is Lipschitz, we cover the domain with a finite w-net

of size O(1/w?), and apply the union bound. Then, for any 7 > 0, with probability at least 1 — 7:

log(1
sup ’WCA(U, v) — WA (u, 0)| < v + 0O w , (C.29)
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where v,,» accounts for alignment error. Therefore, as N, — oo, we conclude that:
W -wa, —o. (C.30)

The same argument applies to W ¥ . Since the feature graphon is vector-valued and assumed Lipschitz,
and the feature vectors are bounded, we apply Azuma-Hoeffding inequality [74] coordinate-wise to
each dimension of R%, and take a union bound. Thus:

W — W =0, (C.31)
as N. — oo. This completes the proof. O

Based on Lemma 1, we then prove Proposition 2. We first restate it for reference.

Proposition 2 (Generation Distributional Convergence) Let gi'* be the empirical distribution

over n'-node vocabulary subgraphs of class c, collected from the disentangled vocabulary bank:

N
1 < c c 7 ! !’
gzmp = A E 5(A(.(:)7X(.(:)), each (AE ‘),Xl(» )) e {0,1}" X R™ Xd,
e = i i

where 0.y denotes Dirac measure, representing a point mass probability distribution. Assume the

true underlying structure and feature functions WL:A*, W2X* are bounded, Lipschitz, and satisfy
permutation equivariance. If the estimators WCA W converge uniformly in Lo, norm, then the

total variation (TV) distance between g&™" = (A., X.) and gi."" vanishes as N, — oo:

ge™ — g™ llrv — 0.

Proof. Letuy,--- ,u, be iid. latent positions drawn from /[0, 1]. Denote latent vector as u =
(ug, -+ ,uy) €0, 1]"/. We define the vocabulary generation process via the mapping: ®: u —
(A, X). The convergence assumption on W4 and W are formally established in Lemma 1.

Step-1: Total Variation Distance Decomposition. To study the convergence of g5 to the empirical
distribution g&™, we introduce the limiting (true) distribution g* induced by the true graphons WA,
W2X*. We then decompose the total variation distance based on the triangle inequality as:

gen gen

ge™ — g™ llrv < 185 — glllrv + [lgz — 8™ (v (C.32)
We prove that both terms vanish as N, — oo, using functional convergence of the graphon estimators.

Step-2: Convergence of g&" — g*. We consider the pushforward measure of latent positions u
through the mapping ®(") that uses estimated graphons WCA, W, versus the mapping ®™) that

uses the true graphons WA*, WX*. Since \A[i, 5] are conditionally independent Bernoulli trials, and
the Bernoulli distribution is Lipschitz with respect to its parameter, we have for every fixed u:

Drv (52| w) i (| w) < 3 [ Wt (i uy) = W (wi, wy)] (€33)
i<j
where g;l‘,‘ be the induced measure over adjacency matrices. By uniform convergence of WCA — WCA*,
this sum is bounded by O(n'? - A%) where A4 = |[WA — WA || — 0. Similarly, for features:

|12 = 2| = W) - W )

2
Hence, via coupling over u, we construct a measure-preserving map such that:

Ilg&" — ghllry < C(nA + 10/ AY) =0, (C.35)
where A = |[WA — WAoo, AX = |WX — W2X*||,, and C > 0 is a constant.

| < wE - (C.34)

Step-3: Convergence of g¢™ — g*. By assumption, the vocabulary bank {(AZ(.C), X EC))} are i.i.d.
samples from g?. Since the sample space Z,,» € {0, 1}”' xn' » R™*d ig a Polish space (product of
compact discrete and Euclidean space), the Glivenko-Cantelli theorem [90] applies. Therefore:

emp

Ige™ — gellry —= 0. (C.36)
This completes the proof. O
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D Experiment Details

In this section, we present experimental details. The dataset statistics are summarized in Table D.1.

Table D.1: Statistics of the multi-domain graph dataset.

. # Feature
Dataset Domain # Nodes  # Edges Dimensions # Classes Avg. # Deg.
Cora [65] Citation 2,708 5,429 1,433 7 4.00
CiteSeer [16] Citation 3,186 4,277 3,703 6 2.57
PubMed [73] Citation 19,717 44,338 500 3 4.50
ogbn-arXiv [28] Citation 169,343 1,166,243 128 40 13.77
ogbn-Tech [28] Co-purchase 47428 2,077,241 100 3 87.60
ogbn-Home [28] Co-purchase 9,790 131,841 100 5 26.93
Wiki-CS [66] Web Link 11,701 216,123 300 10 36.94

D.1 Datasets Details

To emphasize multi-domain pre-training, we select seven benchmark graph datasets across three
distinct domains, in contrast to conventional settings where each dataset is treated as an independent
domain. These datasets vary in structure, scale, and feature distribution, providing a diverse and
challenging testbed for evaluating pre-trained graph models.

Citation Domain. This domain comprises four widely used citation network benchmarks. Each
dataset consists of a single graph, where nodes represent academic papers, edges denote citation
relationships, and node labels correspond to the category or research topic of each paper.

* Cora [65]: [CC BY 4.0] This dataset contains 2,708 machine learning-related papers from 7
research fields. Each paper is represented by a 1,433-dimensional bag-of-words feature vector,
where each dimension indicates a specific term. The graph includes 5,429 citations, resulting in a
moderately sparse structure. Due to its small size and clear class boundaries, Cora is widely used
for semi-supervised node classification benchmarks.

* CiteSeer [16]: [CC BY-NC-SA 3.0] This dataset comprises 3,186 publications categorized into 6
fields. CiteSeer represents each node with a 3,703-dimensional sparse feature vector capturing
word occurrences. The graph contains 4,277 citations and exhibits a sparser structure with fewer
average node degrees compared to Cora. The dataset is considered more challenging due to its
noisy labels and lower graph connectivity.

* PubMed [73]: [License Unspecified] This biomedical citation network consists of 19,717 research
articles on diabetes, divided into 3 classes. Each node is described by a dense 500-dimensional
feature vector based on TF-IDF statistics of medical terms. With 44,338 citations, PubMed features
a significantly denser graph structure. Its larger scale and domain specificity make it a common
benchmark for evaluating scalable graph learning methods.

* ogbn-arXiv[28]: [ODC-BY] A large-scale citation network comprising 169,343 computer science
papers from arXiv. Each node is associated with a 128-dimensional feature vector, generated by
averaging word2vec embeddings of the paper’s title and abstract. The graph contains 1,166,243
citations, and node labels span 40 subject areas. ogbn-arXiv is widely used for benchmarking
scalable graph learning methods on real-world data.

Co-purchase Domain. This domain includes two networks derived from the ogbn-Product [28],
capturing relationships between items frequently co-purchased on Amazon. These datasets are widely
used for evaluating recommendation and product classification tasks. Nodes represent products,
edges denote co-purchase relationships, and node labels correspond to product categories.

* ogbn-Tech [28]: [Amazon License] A co-purchase sub-network of ogbn-Product [28] related
to technology with 47,428 nodes, 2,077,241 edges, and 3 categories. Each node represents a
product, edges indicate co-purchase relationships, and node labels correspond to product categories.
ogbn-Tech is commonly used for testing recommendation algorithms in the tech product domain.
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* ogbn-Home [28]: [Amazon License] A co-purchase sub-network of ogbn-Product [28] related
to home usage consisting of 9,790 nodes, 131,841 edges, and 6 categories. Each node represents a
product, edges denote co-purchase relationships, and node labels correspond to product categories.
ogbn-Home is useful for evaluating recommendation systems in the home goods domain.

Web Link Domain. This domain includes Wiki-CS [66][MIT License], a comprehensive collection
of Wikipedia entries with 11,701 nodes and 216,123 web links, which is categorized into 10 distinct
areas of computer science. The graph contains nodes representing articles, with edges denoting
citation relationships between them. Each node is associated with a feature vector generated from the
article’s textual content. Wiki-CS is widely used for evaluating graph learning methods, particularly
for tasks that involve knowledge construction and domain-specific knowledge extraction.

D.2 Baseline Details

We benchmark GRAVER against 15 state-of-the-art methods spanning four major categories: vanilla
graph neural networks, self-supervised graph pre-training, prompt-based graph fine-tuning, and
multi-domain pre-training frameworks. This comprehensive comparison highlights the effectiveness
and robustness of our approach across diverse paradigms.

Vanilla Graph Neural Networks. This category comprises standard graph neural networks trained
from scratch on downstream tasks without any pre-training. These models serve as fundamental
baselines for evaluating representation learning performance.

* GCN [40] (backbone): A spectral-based method that captures local graph structures via layer-wise
neighborhood aggregation. We adopt GCN as a backbone for both node and graph classification.

* GAT [91]: A graph neural network that leverages attention mechanisms to assign adaptive weights
to neighbors, enabling selective aggregation of relevant information. We apply GAT to both node
and graph classification tasks.

Self-Supervised Graph Pre-training. This category includes baselines that learn transferable
representations by optimizing auxiliary tasks without annotations. By capturing intrinsic structural and
semantic patterns during pre-training, these models significantly enhance downstream performance.

* GCC [69]: It learns transferable structural representations through subgraph instance discrimina-
tion across multiple graphs. By leveraging contrastive learning, GCC captures domain-invariant
topological patterns, enhancing generalization to unseen graphs and improving performance in
out-of-domain scenarios. It is applied to node classifications.

* DGI [92]: It maximizes mutual information between local patch and global summary, encouraging
node representations to retain graph-wide context. Unlike relying on random walks, it is well-suited
for both transductive and inductive settings. It is applied to node classifications.

* InfoGraph [81]: It focuses on learning graph-level representations by maximizing mutual informa-
tion between entire graphs and hierarchical substructures. This design enables effective encoding
of both structural and semantic features. It is applied to graph classifications.

* GraphCL [116]: It introduces contrastive learning with a suite of graph augmentations, such as
node dropping, edge perturbation, and subgraph sampling, efc. These transformations promote the
learning of robust and transferable representations under various supervision regimes. It is applied
to both node and graph classifications.

* DSSL [102]: It addresses the limitations of homophily assumptions by introducing a latent variable
model that decouples semantic content from graph structure. This enables the capture of diverse
neighborhood patterns, leading to improved adaptability across homophilic and heterophilic graphs.
It is applied to both node and graph classifications.

* GraphACL [103]: It proposes an asymmetric contrastive learning method tailored for heterophilic
graphs. By removing the reliance on handcrafted augmentations and homophily priors, it effectively
models both local interactions and monophily-based similarities. It is applied to both node and
graph classifications.

Prompt-based Graph Fine-tuning. This category includes baselines that inject learnable prompts
into pre-trained graph models to steer task-specific adaptation. By introducing lightweight, tunable
instructions, prompt-based fine-tuning enhances the model’s flexibility and improves knowledge
transfer to diverse downstream tasks.
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* GPPT [82]: It bridges pre-training and downstream adaptation by introducing token-pair prompts
that recast node classification into edge prediction. It employs masked edge prediction as a pre-
training task and maintains this objective format during fine-tuning, thereby reducing the task
discrepancy and enabling effective prompt-guided transfer. It is applied to node classifications.

* GraphPrompt [58]: It formulates both pre-training and downstream tasks within a unified prompt-
ing framework, driven by learnable instructions. This design narrows the objective gap while
enhancing label efficiency and transferability. The method provides a general-purpose interface for
applying prompts to various graph tasks. It is applied to both node and graph classifications.

e GPF [14]: It presents a universal prompt-based tuning approach compatible with arbitrary pre-
trained GNNS. By injecting prompts directly into input feature space, it enables flexible downstream
adaptation without architectural constraints. GPF consistently outperforms full-model fine-tuning
and tailored prompt strategies. It is applied to both node and graph classifications.

* ProNoG [121]: It targets the challenge of non-homophilic graphs by introducing a conditional
network that dynamically adjusts prompt representations based on node-level structural cues.
This allows the model to capture both homophilic and heterophilic patterns, achieving strong
generalization across real-world graph scenarios. It is applied to both node and graph classifications.

Multi-Domain Graph Pre-training. This category includes the most directly related methods
to ours, aiming to learn graph representations that generalize across heterogeneous domains. By
exploiting shared structural and semantic patterns, these methods enhance the transferability and
robustness of pre-trained models in multi-domain settings.

* GCOPE [136]: It proposes a unified graph pre-training framework that aggregates multiple datasets
to distill common structural patterns across domains. By explicitly mitigating negative transfer,
which is a common challenge in cross-domain scenarios, it facilitates more effective few-shot
adaptation. This method advances the development of general-purpose graph foundation models
tailored for multi-domain settings. It is applied to both node and graph classifications.

e MDGPT [123]: It introduces a text-independent multi-domain pre-training framework that aligns
heterogeneous graph domains through learnable domain tokens. It further incorporates a dual-
prompt strategy, which comprises unifying and mixing prompts to adaptively reconcile domain
gaps during fine-tuning. This design enables effective transfer by minimizing semantic conflicts
and enhancing the utility of source knowledge. It is applied to both node and graph classifications.

* SAMGPT [119]: It tackles cross-domain adaptation in text-free graphs by aligning structural patterns
across domains, in contrast to MDGPT, which focuses on feature alignment using domain tokens.
It introduces structure tokens to unify graph aggregation during pre-training, and employs dual
prompts to transfer both generalizable and domain-specific structural knowledge. It is applied to
both node and graph classifications.

D.3 Experimental Setting Details
D.3.1 Detailed Settings for Section 5.2 (RQ1)

This section examines the effectiveness and robustness of GRAVER in transferring knowledge from
multiple source domains to unseen target datasets under the few-shot learning settings, i.e., (C-way)
m-shot scenarios (where 1 < m < 10). GRAVER is first pre-trained on source-domain graphs and
then fine-tuned with only a limited number of labeled samples from the target domain. To mitigate
the instability of fine-tuning and build a trustworthy GFM, we propose a generative augmentation
strategy that enriches support samples based on graph vocabularies. This approach ensures both high
quality and stability of GFM fine-tuning under any random sample selection.

m-shot Fine-tuning Settings. In each experiment, we randomly sample m labeled instances (nodes
or graphs) per class to form the support set used for fine-tuning, while the remaining labeled samples
serve as the query set for evaluation. To evaluate robustness and mitigate sampling bias, we perform 20
independent runs with different random seeds, reporting their mean accuracy and standard deviation.
We evaluate GRAVER on both node and graph classification tasks. For graph classification, we
construct graph-level datasets by extracting 2-hop ego-graphs centered on each node. It is worth
noting that GCC, DGI, and GPPT are designed exclusively for node-level classification and are thus
only included in node-level comparisons, whereas InfoGraph, an extension of DGI, is evaluated
solely on graph-level classification.
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Table D.2: Statistics of the multi-domain graph dataset.

Pre-training Fine-tuning and Downstream Task
Model multi- tranztfteerra;)le erﬁllz;ﬁ/([:—e d self-supervised cross- multi- zero-shot few-shot in-context data
domain P2 pre-training domain task learning learning learning augmentation
modeling  feature

GCN (bb.) [40] - - - - - - - v - -
GAT [91] - - - - - - - v - -
GCC [69] - - - v v v - - - -
DGI [92] - - - v v - - - -
InfoGraph [81] - - - v - - - - - -
GraphCL [116] - - - v - v - - -
DSSL [102] - - - v - v - - - -
GraphACL [103] - - - v - v - - - -
GPPT [82] - - - v - v - v v -
GraphPrompt [58] — - - v - v - v v -
GPF [14] - - - v - v - v v -
ProNoG [121] - - - v v v - v v -
GCOPE [136] v - - v v - - v v -
MDGPT [123] v v - v v v - v v

SAMGPT [119] v v - v v v - v v -
GRAVER (ours) v v v v v v v v v v

Robustness against Random Noise Settings. To further evaluate the robustness of GRAVER under
perturbations during fine-tuning, we introduce random noise into the support sets from two com-
plementary aspects: feature noise and structure noise. For feature noise, we add random Gaussian
perturbations to each dimension of node features for all support samples, following the formulation
At - 7 - €, where r denotes the reference amplitude of the original features, ef ~ A(0, 1) is standard
Gaussian noise, and ¢ € {0.2, 0.4, 0.6, 0.8} controls the noise intensity. For structure noise, we
randomly modify the support graph structure by simultaneously deleting and adding As (%) of the
edges, with the same range of A¢ values. These controlled perturbations allow us to systematically
assess the stability and noise tolerance of GRAVER in few-shot adaptation scenarios.

Cross-Dataset and Cross-Domain Settings. We consider two types of domain adaptation scenarios.
For cross-dataset transfer, the target dataset is unseen during pre-training but comes from the same
domain as the source datasets. For cross-domain transfer, the target dataset originates from a different
domain altogether. It is worth noting that, while some prior works on cross-domain graph pre-training
and fine-tuning [136, 123, 119] treat each dataset as a separate domain, we argue that such treatment
is overly coarse. Instead, we define domains based on broader semantic or application categories. As
a result, our cross-dataset setting corresponds to what previous literature often calls cross-domain,
whereas our cross-domain setting reflects a higher-level shift across distinct fields.

D.3.2 Detailed Settings for Section 5.3 (RQ2)

We investigate contributions of GRAVER’s three key components

GRAVER (w/o SIP). This variant removes the semantic independence promotion (S/P) module, which
regularizes mutual information minimization between disentangled vocabulary channels. Specifically,
we eliminate the mutual information regularizer Ry in Eq. 8 (set A = 0), thus removing the constraint
that encourages each factor-specific ego-subgraph to capture distinct semantics. This variant evaluates
the necessity of encouraging vocabulary disentanglement in the pre-training stage.

GRAVER (w/o VA). This variant disables the vocabulary augmentation (VA) mechanism during
fine-tuning. Specifically, we remove the generative vocabulary g5 in Eq. (15) and skip the support
augmentation step GZT @gi™". Fine-tuning is conducted directly on raw support graphs GZ-T without in-
place augmentation. This ablation tests the utility of injecting class-conditioned generative subgraphs
to enrich the few-shot supervision.

GRAVER (w/o MC). This variant replaces the hierarchical MoE-CoE routing network (MC) with a
uniform composition mechanism. Specifically, we set the MoE routing weights Sy; and CoE routing
weights Sc in Eq. (14) to uniform distributions, i.e., Sy = [1/n, -+ ,1/n]and S¢c = [1/Ng, - -+, N,].
This variant examines whether learned adaptive routing is necessary, or whether naive equal-weight
fusion suffices for knowledge reuse.
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All variants are evaluated on the ogbn-Home dataset (cross-domain) under one-shot and five-shot
settings for both node and graph classification. We report the accuracy (%) averaged over 20 runs,
along with the standard deviation to measure robustness. Other settings, such as pre-trained weights,
support-query splits, and training schedules, are kept identical to ensure fair comparison.

D.3.3 Detailed Settings for Section 5.4 (RQ3)

Convergence Efficiency. We measure the number of training episodes required for the model to
converge under the one-shot node classification setting. The convergence is defined as no accuracy
increase for 50 consecutive episodes. All models are initialized with the same pre-trained weights
and run on the same query set split for fairness.

Memory Usage. We monitor the peak GPU memory consumption (GB) during fine-tuning using
NVIDIA’s nvidia-smi tool. Measurements are taken over 20 repeated runs and averaged. Analysis
includes memory used by prompt embeddings, vocabulary augmentation, routing networks, and
model forward/backward passes.

Target Dataset. We perform one-shot node classification on the ogbn-Tech dataset for all efficiency
evaluations due to its large graph size and complex feature space. The setting reflects real-world
high-load scenarios, making it suitable for assessing practical efficiency.

D.3.4 Detailed Settings for Section 5.5 (RQ4)

(+) Raw Text. For each node in graphs, we retrieve associated raw textual metadata (e.g., paper titles,
product names, or page summaries, depending on the specific domain) following [51, 47, 54, 9].
We tokenize the raw text using a pre-trained BERT-Base-Uncased tokenizer, and transform it into
a dense vector by taking the mean-pooling over all output token embeddings. This vector is then
concatenated with the original node features to form an enriched representation.

(++) LLM Enhanced. Building on the raw text, we further incorporate class-aware textual informa-
tion. Specifically, for each node, we append a short class-level description (e.g., a node in the “Graph
Neural Networks” class may be appended with “This paper belongs to the topic of graph neural
networks.”) to its raw text. These descriptions are generated manually or retrieved from pre-defined
templates, and are consistent within each class. The concatenated text is then encoded with the same
BERT-Base-Uncased tokenizer as above. The resulting embedding is concatenated with the original
features, similarly to the raw text setting.

Evaluation Protocol and Datasets. In both (+) and (++) settings, the obtained textual embeddings
are directly concatenated to the original node feature vectors before alignment. This results in an
extended feature space that blends structural and semantic cues. We compare three settings: original
structural features, raw text-enhanced features (+), and LLM-enhanced features (++). For all settings,
the model architecture and routing modules remain unchanged. Especially, in the zero-shot setting,
no fine-tuning is performed, and predictions are made directly using the pre-trained encoder on the
target domain. In the one-shot and five-shot settings, textual features are used alongside support
samples for fine-tuning. We report results on CiteSeer (cross-dataset) and Wiki-CS (cross-domain),
which are representative benchmarks with rich textual content. The zero-shot setting is evaluated by
removing all supervision in the target domain and relying solely on aligned textual semantics.

D.3.5 Detailed Settings for Section 5.6 (RQ5)

Hyperparameter Ranges. For both )\ and p, we sweep over the values {0, 0.2, 0.4, 0.6, 0.8},
forming a 5x5 grid in the hyperparameter space. This results in 25 configurations, each evaluated
independently. To provide a smooth and interpretable view of sensitivity trends, we apply bilinear
interpolation over the 5x5 accuracy matrix to obtain a denser and continuous accuracy surface.
Figure 8 clearly illustrates how model performance varies with respect to hyperparameter changes.

Evaluation Protocol. For each configuration, we perform five-shot classification on the PubMed
dataset for both node and graph tasks. We report the accuracy averaged over 5 random support-query
splits per configuration to ensure statistical reliability. The results suggest that GRAVER maintains
stable performance over a broad range of A and p values, with only mild fluctuations in accuracy.
This indicates that the model is relatively robust to hyperparameter tuning.
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E Implementation Details
In this section, we provide implementation details of GRAVER and baselines.

E.1 Implementation Details of GRAVER

Pre-training. We pre-train GRAVER for up to 10,000 epochs, with early stopping applied if training
loss does not decrease for 50 consecutive epochs to ensure efficiency without compromising perfor-
mance. The aligned feature dimension is set to 64, and the hidden dimension of the encoder is 256.
The number of disentangled channels (factors) K is set to 4, the number of routing iterations 7’ is set
to 3, and the number of convolution layers is set to 2. The trade-off hyperparameter A is tuned within
the range of 0 to 1. For optimization, we adopt the Adam optimizer [39], with the learning rate and
weight decay selected from the range of 1e-5 to le-2 via grid search on the validation set. All model
parameters are randomly initialized to eliminate potential bias from pretrained weights.

Fine-tuning. We fine-tune GRAVER for up to 1,000 epochs, using early stopping based on training
accuracy with a patience of 50 epochs. All architectural and optimization hyperparameters remain
consistent with pre-training. During vocabulary-based augmentation, we generate 15 nodes per class
to overlap with the support set. The trade-off hyperparameter 1 is tuned within [0, 1] to balance the
CoE-MOoE objectives. Model parameters are randomly initialized to ensure fair adaptation.

E.2 Implementation Details of Baselines
We provide the baseline implementations with their respective licenses as follows.

* GCN [40]: [MIT License] https://github.com/pyg-team/pytorch_geometric.

* GAT [91]: [MIT License] https://github.com/pyg-team/pytorch_geometric.

* GCC [69]: [MIT License] https://github.com/THUDM/GCC.

* DGI [92]: [MIT License] https://github.com/PetarV-/DGI.

* InfoGraph [81]: [License Unspecified] https://github.com/sunfanyunn/InfoGraph.
* GraphCL [116]: [MIT License] https://github.com/Shen-Lab/GraphCL.

* DSSL [102]: [Apache-2.0 License]
https://github.com/BUPT-GAMMA/OpenHGNN/blob/main/openhgnn/models/DSSL. py.

* GraphACL [103]: [License Unspecified] https://github.com/tengxiaol/GraphACL.

» GPPT [82]: [License Unspecified] https://github. com/MingChen-Sun/GPPT.

* GraphPrompt [58]: [License Unspecified] https://github.com/Starlien95/GraphPrompt.
e GPF [14]: [MIT License] https://github.com/zjunet/GPF.

* ProNoG [121]: [License Unspecified] https://github.com/Jaygagaga/ProNoG.

* GCOPE [136]: [License Unspecified] https://github.com/cshhzhao/GCOPE.

* MDGPT [123]: [License Unspecified] https://anonymous.4open.science/r/MDGPT.

* SAMGPT [119]: [License Unspecified] https://github.com/blue-soda/SAMGPT.

For all baselines, we follow the recommended hyperparameters from the original papers or official
implementations. If unavailable or suboptimal, we apply careful tuning for best performance. To
ensure fairness, we standardize key settings (e.g., hidden dimensions, layers) to match our method, so
that performance differences reflect model design rather than external factors.

E.3 Hardware and Software Configurations

We conduct the experiments with the following hardware and software configurations.

* Operating System: Ubuntu 20.04 LTS.

CPU: Intel(R) Xeon(R) Platinum 8358 CPU@2.60GHz with I'TB DDR4 of Memory.
GPU: NVIDIA Tesla A100 SMX4 with 80GB of Memory.

* Software: CUDA 10.1, Python 3.8.12, PyTorch® 1.9.1, PyTorch Geometric* 2.0.1.

*https://github.com/pytorch/pytorch
*https://github.com/pyg-team/pytorch_geometric
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Table F.1: Accuracy (% = std for 20 runs) of five-shot node classification. Best results are presented
in bold and the runner-ups are underlined. CR = Cora, CS =CiteSeer, PM = PubMed, arXiv =
ogbn-arXiv, Tech = ogbn-tech, Home = ogbn-home, Wiki = Wiki-CS. Color denotes domain.

Cross-Dataset Cross-Domain

\ \
Source CS PM CR PM CR CS CR CS PM CR CS CR CS Home Tech
Home Wiki Home Wiki  Home Wiki Home Wiki PM Wiki PM Home Wiki

Model / Target \ CR cs PM Tech \ Home Wiki arXiv

GCN (bb.) [40] 50.19+486 45.89+542  50.64 +7.46 63.44+5.18 | 5824 +427 4737+6.06 35.79+5.06
GAT [91] 49.03+791  46.11+512 5219629  64.06+634 | 57.40+540 47.10+542 36.74+4.82
GCC [69] 49.81+888 4536+640 53.03+653 63.77+562 | 57.94+402 4525+692 36.88+3.72
DGI [92] 4989+6.64 46.52+7.10 53.63+7.12 65.75+690 | 57.07+649 46.27+402 38.28+541
GraphCL [116] 53.17+544  48.76+765 54.65+436  69.71 444 | 56.20+251 47.05+6.04 40.41+457
DSSL [102] 4836+699 48.48+753 54.44+808 67.12+583 | 56.05+505 49.36+4.80 38.67+3.67
GraphACL [103] 5450+733  5041+672 55.13+477 67.12+545 | 59.38+498 51.62+462 44.22+59
GPPT [82] 51.50+524  48.48+6.02 5522+785 64.36+498 | 58.34+259 50.75+332 42.06+433
GraphPrompt [58] | 54.94+6.73 5253503 58.03£7.26 69.22+398 | 61.59+1.72 53.50+3.99 49.18 +4.58
GPF [14] 5421+839 52.89+738 56.38+547 70.75+638 | 61.41+557 53.43+529 49.17+4.99
ProNoG [121] 62.20+6.18 5493 +648 57.83+771 7770 £6.01 | 64.98+747 53.24+439 5427 +3091
GCOPE [136] 55.61 +6.40 56.92+577 53.64+858 7496 +4.17 | 62.88+6.93 54.03+504 50.77 +6.51
MDGPT [123] 62.71 £598  55.85+327 58.72+623 T77.15+5.10 | 66.30+567 55.08+471 54.05+4.06
SAMGPT [119] 64.55+672 56.43+469 59.05+597 79.11+427 | 68.96+490 55.95+334 56.60+5.02

GRAVER (ours)

68.68+282 5810x234 61.63+254 81.63x221 | 7043230 57.37+221 59.37+2.68

Table F.2: Accuracy (% + std for 20 runs) of five-shot graph classification. Best results are presented
in bold and the runner-ups are underlined. CR = Cora, CS = CiteSeer, PM = PubMed, arXiv =
ogbn-arXiv, Tech = ogbn-tech, Home = ogbn-home, Wiki = Wiki-CS. Color denotes domain.

Cross-Dataset Cross-Domain

\ \
Source CS PM CR PM CR CS CR CS PM CR CS CR CS Home Tech
Home Wiki  Home Wiki Home Wiki  Home Wiki PM Wiki PM Home Wiki
Model / Target \ CR cs PM Tech \ Home Wiki arXiv
GCN (bb.) [40] 5293+408 4391+586 5536+526 7752608 | 61.78 588 40.17+830 41.84+557
GAT [91] 49.62+509 4525+728 54.49+730  79.77+6.41 61.45+683 39.44+528 34.64+407
InfoGraph [81] 54.65+493 4721+516 59.70+7.12 78.85 +5.88 61.94+399 43.01+432 40.05+583
GraphCL [116] 5522+587 46.41+380 59.94+544  81.38x467 | 62.75+653 44.78+590  40.98 +5.99
DSSL [102] 53.92+505 4749+518 62.43+361  78.14x723 | 62.07+7.17 51.67+6.68 46.67+3.55

GraphACL [103] 56.19+7.08 45.18=+6.14  60.10£7.08  81.50+582 | 69.69+253 4892+740 46.93+7.40

GraphPrompt [58] | 53.83+5.19  50.47 +4.21 64.38 +6.40  83.31+531 7377 +453 55.64+6.13 5631 +4381
GPF [14] 54.79+473  53.90+581 63.08+636 84.79+544 | 73.13+738 56.54+489 55.43+576
ProNoG [121] 62.09+509 57.64+757 66.44+6.17 8417735 | 73.17+6.16 59.52+465 58.08+3.68
GCOPE [136] 63.86+4.75 5820578  66.39+3.71 85.99+4.17 | 72.10+536 58.42+556 58.14+320
MDGPT [123] 65.10+4.18  59.32+6.03 67.60+4.64 84.85 £3.39 74.30+7.18  61.99+551 61.15+£3.24
SAMGPT [119] 68.29+336  62.08+5.66 67.94+4.56 85.27 +4.62 75.83+456  63.09+269  63.82+341

GRAVER (ours)

71.07 £2.51  65.45+214 71.33+239 89.32:257 | 7918292 65.85:188 6528 £2.58

F Additional Results

In this section, we provide additional experiment results.

F.1 Additional Results: Few-Shot Node and Graph Classification

Five-Shot Classification (Table F.1 and Table F.2). We further evaluate GRAVER under the five-shot
settings. Results consistently demonstrate that GRAVER maintains superior performance across
both node and graph classification tasks in cross-dataset and cross-domain scenarios, extending the
positive trends that are observed in the one-shot setting. Specifically, GRAVER achieves significant
performance advantages over baselines, marked by notably higher accuracy and substantially reduced
variance, emphasizing its robustness against the randomness inherent in few-shot support set selection.
While the performance gap narrows slightly owing to improved baseline performance with increased
labeled data, GRAVER continues to outperform competitors. These findings highlight its consistent
effectiveness in leveraging generative graph vocabularies to robustly and efficiently adapt to limited
labeled data. Overall, the additional results provided here reinforce the reliability and superiority of
GRAVER in few-shot learning scenarios.
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Figure F.1: m-shot graph classification. Figure F.2: 1-shot graph classification (Wiki-CS).
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Figure F.3: Ablation studies (CiteSeer). Figure F.4: Efficiency analysis (ogbn-arXiv).

m-Shot Classification (Figure F.1). We additionally analyze the performance under varying shot set-
tings for graph classification tasks. Results further corroborate the conclusions drawn from Figure F.1.
Specifically, the performance margin remains evident in the low-shot regime (m < 5), underscor-
ing GRAVER'’s ability to inject meaningful generative vocabularies even with minimal supervision.
Notably, in the cross-domain case, where domain shifts pose a significant challenge, GRAVER’s
margin remains prominent throughout, highlighting its superior generalization and robustness. These
findings reinforce our core claim: generative vocabulary augmentation effectively enhances few-shot
adaptation in both low-resource and more relaxed settings.

Robustness against Random Noise (Figure F.2). Compared to the five-shot setting, the one-shot
setting reveals a more pronounced performance drop in the presence of noise for baseline methods. In
contrast, GRAVER exhibits consistently high accuracy and reduced degradation across all noise levels.
Under feature noise, GRAVER shows graceful performance decay, while other models experience
sharp declines. Under structure noise, GRAVER not only maintains stability but occasionally improves,
likely benefiting from structural diversity introduced by generative augmentation. This contrast
highlights GRAVER’s robustness advantage, especially in the extremely low-shot regime.

F.2 Additional Results: Ablation Study

Figure F.3 extends the ablation study to the CiteSeer (cross-dataset) setting. Compared to results on
ogbn-Home (cross-domain), the relative contributions of the three core components remain consistent.
Specifically, removing VA causes the most substantial performance drop in both node and graph
classification, underscoring its centrality to effective adaptation under extreme supervision scarcity.
The degradation from removing MC is also evident, indicating the importance of selective knowledge
routing. Notably, the performance gaps between full GRAVER and its ablated variants are larger on
CiteSeer than on ogbn-Home, particularly in the five-shot setting. This suggests that GRAVER’s
mechanisms are especially effective when dealing with smaller, more homogeneous graphs.

F.3 Additional Results: Efficiency Evaluation for Fine-tuning

Figure F.4 supplements the efficiency analysis on the large-scale ogbn-arXiv dataset. Compared to
the earlier findings on ogbn-Tech, GRAVER continues to demonstrate strong efficiency-performance
trade-offs. It consistently converges in fewer episodes and achieves higher accuracy with less variance
than baselines. Although GRAVER incurs higher GPU memory usage, its performance gain per
memory unit remains the highest among all methods. Notably, the gap in time efficiency is even more
pronounced on ogbn-arXiv, suggesting that GRAVER’s generative vocabulary and routing design
not only stabilize training but also accelerate convergence on large and heterogeneous graphs.
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(a) Pre-trained embeddings. (b) Unfinetuned on Cora. (c) Fine-tuned on Cora.

Figure F.5: Visualization of node embeddings for 1-shot node classification (Cora, cross-dataset).
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Figure F.6: Visualization of node embeddings for 1-shot node classification (Wiki-CS, cross-domain).

F.4 Additional Results: Node Embedding Visualization

Figure F.5 and Figure F.6 provide a qualitative comparison of node embeddings for one-shot node
classification under cross-dataset (Cora) and cross-domain (Wiki-CS) settings, respectively. Across
both tasks, we observe consistent improvements in the clustering structure of the embeddings after
fine-tuning with GRAVER.

In both settings, the pre-trained embeddings exhibit clear separation among nodes from different
source domains, which supports the effectiveness of GRAVER’s multi-domain pre-training design.
Specifically, the use of LLM-enhanced semantic alignment and shared dimension-wise projection
enables graphs with heterogeneous features to be embedded into a unified latent space. Furthermore,
the ego-graph disentanglement ensures that factor-specific patterns are preserved across domains. As
a result, nodes from different graphs are aligned without sacrificing their structural diversity.

However, despite strong domain-level alignment, the pre-trained embeddings lack strong class-
level separability, as evidenced by the relatively low silhouette scores (e.g., 0.0238 on Cora and
—0.0471 on Wiki-CS). Silhouette scores quantitatively measure the class separability of embeddings,
where higher values indicate tighter intra-class cohesion and clearer inter-class boundaries. After
applying one-shot fine-tuning, silhouette scores increase in both scenarios (e.g., to 0.0325 on Cora
and 0.00518 on Wiki-CS), showing that GRAVER is able to adapt pre-trained embeddings into more
class-discriminative structures with minimal supervision. The improvement is more pronounced in
the cross-dataset case (Cora), while still non-trivial under the harder cross-domain setting (Wiki-CS),
where semantic and structural gaps are larger.

In summary, GRAVER’s pre-training effectively aligns nodes across domains by combining LLM-
based semantic projection and ego-graph disentanglement, leading to structured but class-agnostic
embeddings. The low silhouette scores reflect poor class separability at this stage. After fine-tuning,
the introduction of class-aware vocabulary improves silhouette scores, indicating enhanced class
discriminability on top of the well-aligned multi-domain space.
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G Additional Related Work

G.1 Multi-Domain Pre-trained Graph Foundation Models

Graph foundation models have rapidly progressed by leveraging self-supervised pre-training to
capture universal patterns in graph-structured data [57, 29, 104, 124]. These models aim to distill
transferable knowledge from large-scale graphs through tasks such as node feature masking, edge
reconstruction, or contrastive instance discrimination. Notable examples include GCC [69], GPT-
GNN [30], GPPT [82], L2P-GNN [61], and others [105, 36, 109, 8, 7, 113, 20]. After pre-training,
these foundation models are fine-tuned or prompted for specific downstream tasks. However, most
existing models are developed under the assumption that the pre-training and downstream domains
share similar structural or semantic distributions, often involving homogeneous subgraphs [32] or
graphs within a narrow domain [135]. As such, these approaches are vulnerable to domain shift and
tend to underperform when directly transferred to out-of-distribution graphs.

To overcome this limitation, recent efforts have explored cross-domain graph learning, where the
goal is to adapt knowledge from one domain to another dissimilar domain. Representative models in
this direction include GCOPE [136], OMOG [54], PGPRec [112], UniAug [88], and UniGraph [23],
which focus on extracting domain-invariant representations to reduce the distribution gap. Despite
their effectiveness in single-source transfer settings, these models often lack the capacity to generalize
across multiple diverse domains simultaneously. Furthermore, many are designed with task-specific
or domain-specific assumptions, limiting their scalability as universal graph foundation models.

To advance toward multi-domain graph foundation models, several recent works explore pre-training
strategies that can encode graph knowledge across heterogeneous domains. OFA [54] and HiGPT [87],
for example, introduce LLM-guided frameworks that convert node information into natural language
for alignment. While promising, these methods are restricted to text-attributed graphs [95, 85]
and cannot handle general-purpose structural graphs. Other approaches, such as GCOPE [136],
insert virtual nodes to serve as domain bridges, yet these do not achieve semantic feature alignment.
MDGPT [123] proposes the use of domain tokens to align multi-domain representations, but it
employs SVD-based alignment that overlooks semantic consistency across domains.

G.2 Graph Foundation Models Fine-tuning with Prompt

Fine-tuning pre-trained graph foundation models is a dominant strategy for adapting general-purpose
representations to downstream applications. Conventional fine-tuning methods typically update either
the full parameter set or selected components of the model to optimize for specific tasks [130, 84, 139,
108, 85, 115, 33, 35, 129, 125]. While such approaches can yield strong task-specific performance,
they are often resource-intensive and prone to overfitting.

To address these limitations, parameter-efficient fine-tuning (PEFT) methods have been proposed.
Instead of retraining the entire model, PEFT techniques update only a small subset of parameters [143,
89, 19, 106] or incorporate lightweight modules [49, 147, 110] that can be trained with significantly
fewer resources. These strategies retain much of the model’s pre-trained knowledge while improving
adaptability and reducing computational overhead. Despite their advantages, PEFT still faces
difficulties in generalizing across domains, where task variability and domain shift may compromise
their effectiveness due to the inability to handle inter-domain discrepancies.

In parallel, prompt-based fine-tuning is a promising alternative. Originating from natural language
processing [55, 141, 140, 11], prompt learning reframes task adaptation as conditioning the model
via learned input tokens or templates, rather than altering model parameters. For graph learning,
this paradigm has been extended through the design of graph prompts, which are structured inputs
or embeddings that guide the behavior of pre-trained models toward downstream objectives [82,
145,77, 132]. Prompt tuning enables efficient task adaptation with minimal parameter updates, thus
mitigating overfitting and supporting better generalization, especially in few-shot settings.

Building upon this foundation, a variety of prompt learning methods for graphs have been proposed.
These include GPPT [82], All in One [83], GraphPrompt [58], Self-Pro [18], SGL-PT [145], GPF-
Plus [14], PRODIGY [31], MDGPT [123], HGPROMPT [118], and ProG [149], among others.
These models introduce learnable prompts into architectures, allowing them to emphasize salient
topological patterns or semantic features relevant to specific tasks, which has shown promise in
improving cross-task transferability and enhancing model robustness on structurally complex graphs.
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Nevertheless, current graph prompt methods often exhibit limited scalability in multi-domain settings.
Many of them are tailored to single-domain tasks or require manual domain-specific prompt designs,
restricting their flexibility when faced with diverse or evolving graph distributions. Moreover, the
field still lacks a formal understanding of prompt learning in the context of graph structures, in which
most methods are empirically driven, without theoretical guarantees or generalization analysis.

G.3 GFM Pre-training with Transferable Patterns

Graph Foundation Models aim to capture structural patterns generalizable across diverse domains
and tasks [69, 142, 83, 7, 148, 97, 96]. A core challenge is defining transferable subgraph patterns
for pre-training since graphs lack obvious “tokens” like words or patches.

One line of work addresses this by identifying common substructures (motifs, computation trees, efc.)
as a graph vocabulary that can be learned and reused [142, 146, 47, 138, 144, 97, 117]. For example,
Wang et al. [98] propose GFT, which treats each node’s computation tree (the tree unrolled from one
node’s message-passing neighborhood) as a token. By vector-quantizing these computation trees
into a discrete vocabulary, GFT’s pre-training encourages the model to represent graphs in terms
of recurring structural patterns. This approach improved cross-domain generalization and reduced
negative knowledge transfer in experiments, illustrating that encoding graphs via transferable pattern
“tokens” can serve as a promising pre-training strategy.

Another perspective directly learns frequent subgraph motifs during pre-training [135, 4, 133, 107].
Zhang et al. [133] introduce a motif-driven contrastive framework MICRO-Graph that automatically
mines significant subgraph patterns from large graphs. MICRO-Graph clusters similar subgraphs
into motif slots and trains a GNN via graph-to-subgraph contrastive learning. By pulling together
representations of graphs sharing a motif and pushing apart those without, the GNN learns motif-
aware embeddings. This motif-based pre-training yielded improved transfer to downstream tasks like
molecular property prediction, as motifs (e.g., functional groups in molecules) carry semantic patterns
that generalize across graphs. Similarly, MGSSL [135] incorporates a motif generation objective: a
GNN is trained to reconstruct masked substructures and generate likely motif segments within graphs.
By capturing the “building blocks” of graphs, MGSSL’s multi-level pre-training (at both atom and
motif levels) significantly boosted downstream molecular classification performance.

Beyond motifs, researchers have explored universal structural pattern learning for cross-task trans-
fer [43, 142, 148, 134]. For instance, Yin et al. [113] present 7-GNN, which is pre-trained on
synthetic graphs with known explanatory subgraphs. m-GNN uses a dedicated structural pattern learn-
ing module to extract diverse, universal subgraph patterns that occur across graph types, which are
then integrated as a comprehensive graph representation. The pre-trained 7-GNN can be fine-tuned
on real datasets, where it not only improves accuracy but also generalizes its interpretability to new
tasks. Notably, a single 7-GNN pre-trained on graph-level tasks achieved state-of-the-art explanation
quality even on node classification tasks, indicating that the “universal structural patterns” it learned
are transferable across task formats.

Early self-supervised graph pre-training methods (e.g., context prediction or graph-level contrastive
learning) also implicitly encourage the learning of generalizable structure [26]. However, these often
rely on dataset-specific augmentations or predictive tasks. In contrast, the recent trend is to explicitly
encode structural commonalities, whether via a subgraph vocabulary [98], motif discovery [133], or
synthetic pattern pre-training [113], to build graph foundation models with stronger out-of-distribution
robustness. These approaches collectively demonstrate that transferable graph patterns (from small
motifs up to rooted computation trees) form a powerful basis for general-purpose graph learning.

G.4 GFM Fine-tuning with Generative Augmentations

After pre-training, adapting graph models to specific downstream tasks can be further enhanced by
generative data augmentation techniques [30, 137, 7, 84, 115, 86, 111]. Rather than only tuning on
the limited observed graph data, recent works use graph generators to synthesize additional training
examples or to adjust the model to the target domain’s underlying graph distribution. Such generative
augmentations go beyond traditional edge or node perturbations by creating new realistic graph
structures, often in a context-aware manner.
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One prominent approach is to leverage graphons, which are continuous graph generation functions [2,
68,72, 12,71, 84]. Han et al. [21] propose G-Mixup, which adapts Mixup to graphs by interpolating
between the underlying graphons of different classes. By augmenting with inter-class hybrid graphs,
G-Mixup substantially improved GNN generalization and robustness against noisy labels. The use of
a generative graph model is key: it produces realistic graphs that capture smooth transitions between
structural patterns of different classes, something unattainable by random edge swaps.

While G-Mixup creates new input graphs, other work focuses on generative fine-tuning objectives to
better fit a pre-trained model to the target graph data [48, 84, 9, 53]. A recent example is G-Tuning by
Sun et al. [84], which addresses the issue of structural mismatch between pre-training and downstream
graphs. They identify that a pre-trained GNN might overfit to patterns from its pre-training graphs
and struggle to capture a new graph’s structure if the generative processes differ. G-Tuning tackles
this by explicitly preserving the “generative patterns” of the downstream graph during fine-tuning. It
shows that treating fine-tuning as fitting a generative graph model helps retain broad generalization
ability while adapting to new structures.

Another category of generative augmentation focuses on subgraph generation and replacement [3,
131, 41, 101, 24, 22]. These methods generate new sub-components of graphs to enrich training
data or to regularize model explanations. For instance, Liu et al. [57] introduce an environment
replacement as part of a graph rationalization framework. By training the GNN on both original
and these augmented examples, the model learns to identify the subgraph’s influence independent
of a specific context. Such context-aware subgraph augmentations improve model robustness and
interpretability, as the GNN sees multiple generated environments for the same substructure. The
success in molecular property prediction tasks demonstrates that generatively augmenting graph
contexts can help the model generalize the learned subgraph patterns beyond the limited surroundings.

More broadly, mixture-of-experts (MoE) have been applied to handle diverse generative regimes [27,
94,59, 99, 20, 123]. Rather than a single generator, multiple generative “experts” can be trained, each
specializing in a certain structural pattern or data distribution. Wu et al. [99] develop GraphMETRO,
an MoE-based GNN that implicitly performs augmentation by routing each graph through an expert
tuned to its distributional subdomain. Each expert produces a representation focusing on a particular
structural shift, and a gating network combines their outputs. This idea could be extended by having
each expert generate a slight variant of the input and then ensembling the predictions.

In summary, generative augmentations for graph fine-tuning go beyond traditional techniques like
edge drops or feature noise by synthesizing structurally meaningful examples or aligning with
target distributions. This provides richer training signals that better capture task-specific graph
patterns. Empirical studies show that approaches such as graphon-based sampling [21], subgraph
replacement [57], and generative alignment [84] consistently improve robustness and generalization.
These trends underscore the growing interplay between graph generation and representation learning,
enabling more adaptable and data-efficient graph foundation models.

H Limitations and Broader Impact

Limitations. While GRAVER demonstrates strong performance, several peripheral aspects remain
to be explored. The vocabulary construction relies on class-aware supervision, which may limit
applicability in unsupervised or open-world scenarios. Extending toward unsupervised or weakly
supervised vocabulary discovery could enhance generality. In addition, the method is mainly evaluated
on classifications, and its effectiveness on more complex reasoning settings, such as link prediction or
anomaly detection, remains unclear. Finally, the reuse and compression of disentangled vocabularies
across tasks have not been thoroughly examined, which may offer further gains in scalability.

Broader Impact. This work contributes to the growing field of GFMs by addressing a core challenge
in robust and efficient few-shot adaptation. The proposed generative vocabulary framework has the
potential to improve the stability and scalability of GFM deployment in real-world applications such
as scientific discovery, bioinformatics, and recommendation systems, where labeled data is often
scarce. By enabling more reliable cross-domain generalization, GRAVER may facilitate broader
access to graph-based intelligence capabilities across under-resourced domains. We do not foresee any
direct negative societal impacts, as the proposed method does not involve human subjects, sensitive
data, or high-risk generative content. Instead, it aims to strengthen the foundation of trustworthy and
generalizable graph learning.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly articulate the main contributions, in-
cluding generative augmentation with transferable vocabularies, graphon-based experts for
structure-feature modeling, and robust fine-tuning via MoE-CoE routing. These claims are
substantiated by theoretical results (e.g., Proposition 1 and Proposition 2) and extensive
experiments (Section 5). The scope and limitations are also reasonably aligned.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper includes a dedicated discussion on limitations in Appendix H. It
acknowledges the dependency on class-aware supervision during vocabulary construction
and generation, which may hinder applicability in unsupervised or open-world settings.
Limitations on large-scale domains with highly dynamic distributions are also implied.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The paper provides theoretical assumptions and formal proofs in Appendix
for key propositions, such as the vocabulary transferability bound (Proposition 1) and the
convergence of generated vocabularies (Proposition 2). Each proof is rigorously derived with
necessary assumptions clearly stated (e.g., Lipschitz continuity, permutation invariance).

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper discloses sufficient experimental details across Sections 5, and
references to Appendix D and Appendix E for more settings. The authors provide a public
anonymous code repository, which further supports reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The authors share an anonymous code repository (https://anonymous.
4open.science/r/GRAVER), which includes code for reproducing key experiment results.
Dataset usage and access instructions are also provided or referenced from prior works.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper thoroughly specifies experimental details in Section 5.1, Appendix D
and Appendix E, including baselines, datasets, pre-training/fine-tuning settings, evaluation
protocols, hyperparameter selection, and the optimization strategies applied, efc.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: All main accuracy results are reported with standard deviation across 20 runs,
and robustness to noise and hyperparameters is analyzed in Figure 4 and Figure 8. The error
bars (std.) and run randomness (few-shot sample selection) is made explicit.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper includes empirical runtime and GPU memory evaluations in Sec-
tion 5.4 and Appendix F, where convergence time and memory usage are compared with
baselines. The compute resource setups are also listed in Appendix E.3.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper complies with the NeurIPS Code of Ethics. It uses publicly available
datasets with proper citation and does not involve human subjects or sensitive data. There is
no evidence of ethical concerns in model design or usage.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
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* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses societal impacts in the broader context of trustworthy
graph foundation models in Appendix H. It highlights positive implications in real-world de-
ployment under domain shift and acknowledges potential negative applications if generative
vocabularies are misused for adversarial structure injection.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not release high-risk models (e.g., LLMs, scraped datasets).
Although it involves generative components, they are constrained and do not pose identifiable
dual-use risks requiring explicit safeguards.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Datasets and baselines are properly cited and used under appropriate licenses

listed in Appendix E.2. The code base will be accompanied by license information once the
paper is accepted for publication.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper introduces GRAVER as a new framework asset, comprising the
disentangled vocabulary banks, graphon-based generative experts, and a MoE-CoE routing
mechanism. It is well-documented and supported by an anonymized code release.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects or crowdsourced tasks are involved.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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16.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No IRB approval is needed as no human subject research was conducted.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: The paper explicitly mentions the use of LLMs (e.g., GPT-4, BERT tokenizer)
for feature alignment and class-aware text enhancement (Section 4.1), which constitutes a
non-standard component of the methodology.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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