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Abstract

We make a connection between multicalibration
and property elicitation and show that (under mild
technical conditions) it is possible to produce a
multicalibrated predictor for a continuous scalar
property I if and only if I is elicitable. On the
negative side, we show that for non-elicitable
continuous properties there exist simple data dis-
tributions on which even the true distributional
predictor is not calibrated. On the positive side,
for elicitable I', we give simple canonical algo-
rithms for the batch and the online adversarial set-
ting, that learn a I'-multicalibrated predictor. This
generalizes past work on multicalibrated means
and quantiles, and in fact strengthens existing on-
line quantile multicalibration results. To further
counter-weigh our negative result, we show that
if a property I'! is not elicitable by itself, but is
elicitable conditionally on another elicitable prop-
erty I'%, then there is a canonical algorithm that
jointly multicalibrates I'' and I'?; this generalizes
past work on mean-moment multicalibration. Fi-
nally, as applications of our theory, we provide
novel algorithmic and impossibility results for fair
(multicalibrated) risk assessment.

1. Introduction

Consider a distribution D over a labeled data domain
Z = X x R of examples with observable features x € X
and labels y € R. A predictor f : X — R is (mean)
calibrated if, informally, it correctly estimates the mean
label value even conditional on its own predictions: i.e.,
E(z,y)~p[y|f(x) = v] = v for all predictions v. Calibra-
tion is a desirable property, but a weak one, since it only
refers to the average value of the label, averaged over all
examples such that f(z) = wv; it might be, for example,
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that there is a structured subset of examples G C X such
that f systematically under-estimates label means for exam-
ples x € G — such a predictor can still be calibrated if it
compensates by over-estimating the mean labels for x ¢ G.

Multicalibration was introduced by Hébert-Johnson et al.
(2018) to strengthen the notion of calibration. A multicali-
brated predictor is parameterized by a collection of groups
G C 2%, and is calibrated not just overall, but also condi-
tional on membership in G for all groups G € G. That s, for
all v, G, we must have: E, ,y.py|f(z) =v,2 € G] = v.

Multicalibration was generalized from means to moments
by Jung et al. (2021). By way of an explicit counterexam-
ple, Jung et al. (2021) showed that the variance (and other
higher moments) cannot be multicalibrated by themselves
but can be multicalibrated jointly with the mean, i.e., as part
of a (mean, moment) pair. Later, Gupta et al. (2022) and
Jung et al. (2023) showed how to obtain a quantile analogue
of multicalibration, which requires that for any target cover-
age level 7 € [0, 1], for any v in the range of a predictor f
and forany G € G: E[1]y < f(2)]|f(z) = v,z € G] = T.

Thus, by now we have efficient batch (Hébert-Johnson
et al., 2018; Jung et al., 2021; 2023) and online (Gupta
et al., 2022; Bastani et al., 2022) multicalibration algo-
rithms for several natural distributional properties (means
and quantiles), an impossibility result for the variance and
higher moments, and a result showing how to multicali-
brate means and moments together despite moments not
being multicalibratable on their own (Jung et al., 2021).
But are these one-off results, or is there a more general
theory of multicalibration for distributional properties —
i.e., arbitrary functionals I' : 7 — R mapping any dis-
tribution P € P to a scalar statistic I'(P)? To study this
question, it is natural to define (cf. Dwork et al. (2022))
that a predictor f is (G,T')-multicalibrated for property
T" if for all groups G € G and values « in f’s range,
it holds that: T'(D|(f(z) = 7,2 € G)) = ~, where
D|(f(z) = v,z € G) is the data distribution conditioned
onthe event {x : f(z) =,z € G}. (When G = {X'}, we
would simply say that f is I'-calibrated.)

Our motivation In developing our theory of property mul-
ticalibration, we are guided by trying to answer several
questions of special significance:
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(1) Which distributional properties of interest are possible
to multicalibrate, and which ones are not?

(2) For those properties that are multicalibratable in the
batch setting, do we always also have a solution in the online
adversarial setting, or is there an online-offline separation?

(3) Both in the batch and in the online setting, can one formu-
late a natural canonical algorithm with simple and generic
performance guarantees, which takes in a description (in
some simple format) of any multicalibratable property of
interest and outputs a multicalibrated predictor for it?

(4) For practically important properties that are not multical-
ibratable per se, are there any reasonably general techniques
for us to achieve some modified notion of multicalibration?
(Cf. the case of the variance, which becomes multicalibrat-
able when paired with the mean as per Jung et al. (2021).)

1.1. Our Results

We give an (almost) complete answer to all these questions
by connecting property multicalibration to the well-studied
theory of property elicitation.

The modern formulation of property elicitation theory is
due to Lambert et al. (2008), but it has been extensively
developed in both earlier and later works. In a nutshell,
properties are called elicitable if their value on any data
distribution can always be directly learned as the minimizer
of some loss function over the dataset. For example, means
and quantiles are elicitable as they can be solved for, respec-
tively, via least squares and quantile regression. But, for
instance, variance is not elicitable. An equivalent (subject
to mild assumptions) notion is that of identifiable properties:
an identification function (typically a first-order condition
on the property’s “loss function”) tells us if we over- or
under-estimated the property value, in expectation over the
dataset. For example, an expected identification function for
a mean predictor f,, is simply E¢, ,y[fm(2) — ], and an
expected identification function for a 7-quantile predictor
Jris Prz [y < fr(x)] — 7, the average overcoverage of
fr- We give the following collection of results.

A Feasibility Criterion: I'-Multicalibration Is Possible
If and Only If I Is Elicitable. We provide a very general
if-and-only-if characterization that categorizes various dis-
tributional properties of interest as possible or not possible
to (multi)calibrate. We show (under mild assumptions) that
a property I is sensible for calibration (see Definition 3.2) if
and only if I is elicitable, and if and only if I is identifiable.
See Theorem 3.7 in Section 3. A crucial tool we use is a
central result of Steinwart et al. (2014): (under mild condi-
tions) a property I is elicitable <= itis identifiable <=
its level sets are convex. Our key insight, which allows us to
invoke this result, is a tight relationship between sensibility
for I'-calibration and the convexity of the level sets of I".

Canonical Batch and Online Algorithms. We identify
two “canonical” I"-multicalibration algorithms for bounded
elicitable properties I' — the batch Algorithm 1 and the
online adversarial Algorithm 5 — and prove convergence
guarantees for them. See Sections 4 and F, respectively. Our
batch Algorithm 1 naturally extends the known methods for
means and quantiles (Hébert-Johnson et al., 2018; Jung et al.,
2023). Our online Algorithm 5 generalizes and improves
existing online algorithms for means and quantiles (Gupta
et al., 2022; Bastani et al., 2022; Lee et al., 2022).

Joint Multicalibration for Conditionally Elicitable Prop-
erties. We show that if a property I'? is elicitable, and I'!
is conditionally elicitable given I'° (meaning, informally,
that conditional on knowing the exact value of I, there is a
regression procedure to learn I'!), then (under technical con-
ditions) the pair ('Y, T'!) is jointly multicalibratable using a
canonical Algorithm 2. This generalizes (mean, moment)
multicalibration of Jung et al. (2021). See Section 5.

Positive and Negative Results on Fair Risk Assessment.
Previously, nothing was known about multicalibrating any
of the large collection of risk measures beyond quantiles and
variances. In Section 6, we begin to fill this gap by applying
our theory to derive results about a host of risk measures of
central significance in financial risk assessment. We show
a general negative result that the large family of distortion
risk measures are not multicalibratable, except for means
and quantiles (and two other technical quantile variants). On
the positive side, we establish that so-called Bayes risks are
multicalibratable jointly with the elicitable property whose
risk they measure. This is exemplified by Conditional Value
at Risk (CVaR), also known as Expected Shortfall (ES) — a
risk assessment measure of central theoretical and practical
significance — which, as we show, is not multicalibratable
on its own but is multicalibratable jointly with quantiles.

We discuss further related work in Appendix A.

2. Preliminaries

We study prediction problems over labeled datapoints in
Z = X x ), where X is a space of feature vectors and ) C
R is a space of labels. We study both batch (offline) and
sequential (online) prediction problems. The online setting
will be discussed in Appendix F, and we defer sequential
prediction definitions and preliminaries to that section.

In the batch (offline) setting, there is a distribution D € AZ
over labeled examples (x,y) € Z. Such a distribution
induces a distribution X over features and Y over labels.
Keeping D implicit, we let Y, := (Y[{X = z}) be the
conditional label distribution given a feature vector x € X.
Similarly, for any subset G C X, we write Yo := (Y|{z €
GY) for the conditional label distribution given x € G. A
predictor or model is a real-valued mapping f : X — R.



The Statistical Scope of Multicalibration

2.1. Distributional Properties

A one-dimensional (distributional) property is a functional
I' : P = R, where P is some space of probability distribu-
tions. We write Range- C R to denote the range of I'. For
our algorithmic I'-multicalibration results in this paper, we
will assume (without further mention) that the property I is
bounded, and w.l.0.g. rescale I' so that Range. C [0, 1].

Examples of properties include the mean, the median, a
T-quantile, and the variance of a distribution (for further
examples see Section 6). What all of these notions have in
common is that each of them puts a single real number in
correspondence with a given distribution.

Formally Defining P In this paper, the basic assumption
we place on any distribution space P is that P is a convex
subset of some vector space, so that taking convex combina-
tions over distributions in P is a well-defined operation.

If all distributions P € P are defined over the label space ),
we can impose extra structure on P in one of two ways, de-
pending on whether ) is a finite set or not. If | V| = d < oo,
all P € P can be viewed as elements of the d-dimensional
simplex A(d) C R?, so we view P as a subset of A(d)
equipped with the Euclidean norm. If ) is infinite, we as-
sume that P C Wy, where Wry is a Banach space (i.e. a
complete normed vector space; see Diestel & Uhl (1977)
for an introduction to Banach spaces) of probability distri-
butions over ) with almost everywhere bounded densities,
equipped with the TV norm || - ||1y. In particular, Wry is a
metric space where the distance between any Py, P, € P is
the rotal variation distance || Py — Ps||1v.

An assumption we will often place on a property I is con-
tinuity: that is, I' cannot take drastically different values
on very similar distributions. Formally, a continuous prop-
erty is a functional I' : P — R that is continuous relative
to the metric topology on P and the standard topology on
R. (A great many properties, including means, variances,
quantiles, entropies, etc. are indeed continuous.)

Batch Property Prediction In our batch setting, we con-
sider datasets over X x ), and are interested in training
predictors fp : X — R for various properties I' of the con-
ditional label distributions Y, € A). Informally, a good
predictor fr would satisfy fr(z) ~ I'(Y;) for every x € X.

Since we study properties I' : P — R of distributions over
the dataset’s label space )/, we restrict attention to those
dataset distributions D € A(X x )) whose induced label
distributions Y, belong to P for all x € X, so that the
property I is at least well-defined on the label distributions
Y, of all x € X. We formalize this as follows.

Definition 2.1 (P-Compatible Dataset Distribution). Given
a family of distributions P C A)), we call a dataset distribu-

tion D € A(X x)) P-compatible if Y, € Pforallz € X:
i.e. the induced label distribution given any x belongs to P.

2.2. Property Elicitation and Identification

We are now ready to formally define three related concepts
that are the subject of study in the property elicitation liter-
ature. These concepts are: elicitability, identifiability, and
level set convexity (CxLS) of distributional properties.

Elicitability Simply put, a property defined on a family
of distributions P is called elicitable if its value on any dis-
tribution P € P can be obtained by minimizing some loss
function in expectation over samples from P — or, said in
the language of statistical learning, by solving a regression
problem. As is customary in the elicitation literature, we
refer to such loss functions as scoring functions: mathemati-
cally, a scoring function is just a function S : R x Y — R.

Definition 2.2 (Strictly Consistent Scoring Function). Fix a
space of probability distributions P. A scoring function S :
R x Y — Ris strictly P-consistent for property I' : P — R
if: T(P) = argmin, . B, p[S(7,y)] for all P € P. We
also say that S elicits I

For brevity, we denote: S(v,P) = E,.p[S(7y,y)]. Sis
called P-order sensitive for T if for P € P and 71,72 € R,
71 = T(P)| < |y2 = [(P)| implies S(y1, P) < S(72, P).

Definition 2.3 (Elicitable Property). Fix a space of proba-
bility distributions P. A property I' : P — R is said to be
elicitable if it has a strictly PP-consistent scoring function.

As a basic example of the above definitions, the scoring
function defined as S(v,y) = (v — y)? elicits distributional
means; thus, means are an elicitable property.

Convexity of Level Sets (CxLS) A simple but deep nec-
essary condition for elicitability due to Osband (1985) is
that elicitable properties must have convex level sets (also
referred to as CxLS). This will be key to our characterization
of sensibility for calibration via elicitability.

Fact 1 (Osband (1985)). Let P be a convex space of proba-
bility distributions, and I' : P — R be an elicitable property.
Then for all v € Ranger, the level set {P € P : I'(P) =~}
is convex: that is, for any Py, P» with I'(Py) = T'(P) = 7,
it holds that '(AP; + (1 — A\)P2) =~ forall A € [0,1].

Identifiability A concept related to the above two is iden-
tifiability (Osband, 1985; Gneiting, 2011). It requires that a
property have a so-called identification, or id, function:

Definition 2.4 (Identification Function). A function V' :

RxY — Ris a P-identification (or id) function for property

I' P —Riffor P eP, EP[V(’y,y)] =0&TI(P)=~.
g~
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For brevity, we denote: V (v, P) = E,p[V(7,y)]. Anid
function V for I' is oriented if V (v, P) > 0 < ~v > I'(P).

In other words, identifiability makes it possible to compute
the value of a property by setting to zero its expected id func-
tion over the distribution. For oriented identification func-
tions, we further have that over- (resp. under-)estimating the
property value leads to positive (resp. negative) expected
identification function values.

Definition 2.5 (Identifiable Property). Property I' : P — R
is identifiable if there is a P-identification function for I'.

For some intuition on how this relates to elicitability, note
that if I" has a differentiable convex scoring function, then
its derivative (in the first argument) is an id function for I'.

Connecting Elicitability, Identifiability and CxLS Un-
der mild assumptions, elicitability, identifiability, and CxLS
are in fact equivalent for continuous properties I', as shown
by Steinwart et al. (2014). While Fact 1 shows, under no
assumptions other than P being convex, that CxLS is a
necessary condition for elicitability, the characterization
of Steinwart et al. (2014) demonstrates that it is also suffi-
cient, subject to some further assumptions. Formally, this
characterization holds for P defined in one of two ways:

Definition 2.6. Let P be the subspace of the Banach space
Wy containing all probability distributions whose densities
are upper-bounded almost everywhere. Let P~ be the
subspace of P containing all distributions P € Py whose
densities are lower-bounded everywhere by some ep > 0.

Theorem 2.7 (Steinwart et al. (2014)). Consider a space of
probability distributions P € {Py, P>o}. LetT : P - R
be any continuous, strictly locally non-constant' property.
Then the following statements are equivalent:

1. T is elicitable.

2. T has a bounded non-negative order-sensitive scoring
function S.

3. T is identifiable and has a bounded, oriented identifi-
cation function V.

4. T has convex level sets (CxLS): for any ~ in the range
of T, {P € P:T(P) =~} is convex.

2.3. (Multi)calibration for Property Predictors

We now give general definitions of calibration and multi-
calibration for (batch) predictors of any property I', extend-
ing the notions of mean and quantile calibration of Hébert-
Johnson et al. (2018) and Jung et al. (2023). A variant of

IStrictly locally non-constant’ is a (weak) requirement that
for every P in the interior of P with I'(P) = ~, and any e-
neighborhood U, of P in the metric topology on P, there are
distributions P’, P € U, such that T'(P") < v < T'(P').

our definitions first appeared in Dwork et al. (2022) under
the name calibration consistency under mixtures.

Fix any dataset over Z = X x )/, given by its data distribu-
tion D € AZ. Suppose that, given any features x € X', we
want to predict the value of property I" on Y, the label distri-
bution conditional on z. For this, we procure a I'-predictor
[+ & — R. We will call this predictor I'-calibrated if for
all v € Range , the conditional label distribution given the
prediction f(x) = 7 indeed has property value .

Definition 2.8 (Calibrated Predictor for Property I'). A I'-
predictor f : X — R is I'-calibrated on dataset distribution
D € A(X x ) if for every v € Range,: I'(Yy ) = 7,
where Yy o = Y(.7(2)=+) is the conditional label distribu-
tion induced by D conditional on f(x) = ~.

Now, we extend this definition to that of multicalibration,
which offers calibration guarantees for arbitrary collections
of subsets (‘groups’) of the feature space X.

Definition 2.9 ((G, I')-Multicalibrated I'-Predictor). Fix a
collection of groups G C 2. A I'-predictor f : X — R is
(G, T)-multicalibrated on dataset distribution D € A(X x
Y) if for every v € Range; and G € G: I'(Yy,.6) = 7,
where Yy, ¢ = Yi4.7(2)=v,zcc} 15 the conditional label
distribution induced by D given f(z) = yand z € G. In
other words, a (G, I')-multicalibrated predictor f satisfies
that, conditional on both the prediction being f(x) = ~
and on x being a member of group G, the conditional label
distribution indeed has property value ~.

We will later need to work with a definition of approximate
multicalibration for predictors with finite range. We adopt
an /2-notion of calibration error, generalizing approximate
quantile multicalibration as defined in Jung et al. (2023).

Definition 2.10 (a-Approximately (G, I')-Multicalibrated
I'-Predictor). Fix a distribution D € AZ and a collec-
tion of groups G C 2%. For each G € G, let u(G) =
Pr(,y~p[r € G] be the probability mass on group G. A
finite-range predictor f : X — Range, is a-approximately
(G, T)-multicalibrated on D if for all G € G:

> P @) =ale €G- TVpae)) < o

z,y)~D
'yeRangef

Note that 0-approximate (G, I")-multicalibration is equiva-
lent to the (exact) Definition 2.9 of (G, I")-multicalibration.

3. Sensibility for Calibration and Elicitability

We are now ready to make a connection between property
elicitation and (multi)calibration. First we define the notion
of a property I' being sensible for calibration.

Definition 3.1 (True Distributional Predictor for a Property).
Fix a distributional property I' : P — R and a P-compatible

wG)
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dataset distribution D. The true distributional predictor f{
for T on D is defined as fP(z) = T'(Y,,) forx € X —i.e.
the predictor that for every x € X’ gives the correct value of
property I' on the conditional label distribution given z.

Definition 3.2 (Property Sensible for Calibration). Fix a
property I' : P — R, and a collection D of P-compatible
dataset distributions. We say that I' is sensible for cali-
bration over D if the true distributional predictor f{ is
I"-calibrated on D for all D € D.

A key motivation for multicalibration (elaborated on in
Dwork et al. (2021)) is that we want to produce a predictor
[ that is indistinguishable from f£ with respect to a class
of calibration tests parameterized by G—which only makes
sense if I is sensible for calibration. In general, for proper-
ties that are not sensible for calibration, there need not exist
calibrated predictors at all (even beyond fIP ).

Jung et al. (2021) observed that (in our terminology) vari-
ance is not sensible for calibration. We now significantly
generalize and tighten this observation into a characteri-
zation saying that (under mild assumptions) a property is
sensible for calibration if and only if it is elicitable (or,
equivalently, is identifiable/has convex level sets).

We begin by showing that if a property I' : P — R does
not have convex level sets on P, then it is not sensible for
calibration over any family of P-compatible datasets that
includes all possible datasets supported on two points in X
whose respective label distributions belong to P.

Definition 3.3 (2-Point Dataset Distribution). A dataset
distribution D over feature-label pairs (X,Y) € A x Vs
called 2-point if there exist two feature vectors x1 # o €
X such that Prp[X & {z1,22}] = 0and Prp[X = z;1] #
0,Prp[X = xs] # 0 — i.e., exactly two feature vectors
have nonzero probability of occurring under distribution D.

Theorem 3.4 (No CxLS = Not Sensible for Calibration).
Fix a property I' : P — R with P convex, and any family D
of P-compatible dataset distributions containing all the P-
compatible 2-point dataset distributions. Then, if T violates
CxLS on P, it is not sensible for calibration over D.

Proof. Suppose T" violates CxLS on P. Then, {P € P :
I'(P) = ~} is nonconvex for some v € Ranger.. Thus, there
exist distributions Y71,Y> € P such that I'(Y;) = T'(Y3) =
vbut T(AY7 + (1 — \)Y2) # ~ for some A € [0, 1]. Now
construct a 2-point dataset distribution D € D as follows:
have it supported on any two feature vectors x; # x5 € X,
and set Yy, = Y1, Y,, = Yo, and Pr[X = 23] = A =
1 — Pr[X = x5]. Then, its true distributional predictor
is not I'-calibrated, as I'(Y;p ) # 7. O

To prove the converse, we impose a weak and natural regu-
larity assumption on the dataset distribution D: we require

that the mapping from features x to the corresponding Y,
induced by D be just well-behaved enough that the label dis-
tributions Y over any G C X are well-defined as mixtures
over the individual label distributions Y,, for z € G.

In the case of |Y| < oo, the well-behaved nature of the
mapping x — Y, can be formalized by requiring it to be
Lebesgue measurable. In the case when || = oo, the space
Wry that each Y, belongs to is a Banach space — and
in this setting, the notions of Lebesgue measurability and
integrability (which are only defined in finite-dimensional
Euclidean spaces) are replaced by the analogous concepts
of Bochner measurability and integrability (see e.g. Diestel
& Uhl (1977) for formal definitions). Thus, when || = oo,
we assume the map z — Y. is Bochner measurable.

Definition 3.5 (P-Regular Dataset Distribution). Fix fea-
ture space &, label space ), and a family of probability
distributions P over ). Consider a P-compatible dataset
distribution D over X x ). Let{p : X — P be defined by
¢p(x) =Y, ie. &p is the mapping  — Y, from feature
vectors to their label distributions induced by D. Then, D
is called P-regular if any of the following is true:

1. X is finite;

2. Y is finite (|| < oo) and £p is Lebesgue measurable
when P is viewed as a subset of RV

3. X, Y are infinite and £p is Bochner measurable when
‘P is viewed as a subset of Wry.

For P-regular datasets D, we now show that for any contin-
uous property I' that has CxLS on P, the true distributional
predictor f£ is I-calibrated. (The proof is in Appendix B.)

Theorem 3.6 (CxLS = Sensible for Calibration). Con-
sider a continuous property I' : P — R, and any family D
of ‘P-regular dataset distributions. Then, if I has convex
level sets on P, it is sensible for calibration over D.

Together, Theorems 3.4 and 3.6 show under mild conditions
that for continuous properties, sensibility for calibration is
equivalent to having convex level sets. To finally link sen-
sibility for calibration to elicitability and identifiability, we
can now invoke the above stated Theorem 2.7 of Steinwart
et al. (2014), with its extra assumptions on P (see Defini-
tion 2.6) and I" (the nowhere-locally-constant assumption,
see Footnote 1), to obtain our final characterization result:

Theorem 3.7 (Sensibility for Calibration < Elicitability
<= Identifiability <= CxLS). LetT': P — R be a con-
tinuous strictly locally non-constant property on a convex
space of distributions P € {Py, P>o}. Let D be a family
of P-regular dataset distributions over Z = X X ), that
includes all the P-compatible 2-point dataset distributions.

Then T is sensible for calibration over D <= T is elic-
itable <= is identifiable <= has convex level sets.
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Proof. Our Theorems 3.4 and 3.6 establish that I is sensible
for calibration if and only if it has convex level sets on P,
which by Theorem 2.7 (Steinwart et al., 2014) is equivalent
to I being elicitable, and to I being identifiable. O

4. Batch Multicalibration

In this section we give a generic batch I'-multicalibration
algorithm for elicitable properties I'. It generalizes (and
is similar to) past multicalibration algorithms designed for
specific properties, like means (Hébert-Johnson et al., 2018;
Gopalan et al., 2022a) and quantiles (Jung et al., 2023).
These algorithms differ in their specifics; we most closely
mirror the multicalibration algorithm of Jung et al. (2023).

We henceforth focus on continuous, strictly locally non-
constant, bounded properties I, with Range. = [0, 1]. Our
canonical batch Algorithm 1, described below, will produce
finite-range multicalibrated I'-predictors f: Namely, for any
integer m > 1, denoting [1/m] := {ﬁ, mi—&-l’ T b
Algorithm 1 finds an O(%)—approximately multicalibrated
I-predictor f with Range, = [1/m].

Any elicitable I', under the just stated assumptions, has a
strictly consistent scoring function and an id function (by
Theorem 2.7). We will now need a further assumption:
Assumption 4.1. Assume I' : P — Range has an iden-
tification function V' such that V(-,Y") is strictly increas-
ing and L-Lipschitz for each label distribution ¥ € P:
V(7,Y) = V(y,Y)| < Lly —+/[ forall ,".

This assumption is arguably mild. Let S be an antiderivative
of V, so that V(v,y) = %:;’y). Then, V being strictly in-
creasing is equivalent to .S being a convex strictly consistent
scoring function for I'. Such a convexity assumption is quite
natural in the context of optimization; furthermore, Finoc-
chiaro & Frongillo (2018) show that for elicitable properties
over finite label spaces || < oo, this is without loss of gen-
erality. The extra Lipschitz assumption is what will allow

us to quantify our algorithm’s convergence rate.

To state Algorithm 1, it is convenient for us to re-
parameterize our Definition 2.10 of I'-multicalibration in
terms of an id function V' for I'. (By properties of V, as this
updated notion of calibration error goes to 0, so will the one
in Definition 2.10.) Below, let Y(Gm be the label distribu-
tion conditional on the event {z € X : f(z) =,z € G}.

Definition 4.2 (Approximate (G, V')-Multicalibration). Fix
groups G, a distribution D, and an id function V for a
property I'. A finite-range D-predictor f : X — [0, 1]
is a-approximately (G, V')-multicalibrated if for all G € G:
!

2
_ . < 5——=-
Srlf@=ale € GLVnYien) = 5rzg
yE€Range veX

Algorithm 1 is quite natural. While it can, it finds an inter-

section @); of a group G € G and a level set of the current

predictor f, such that f’s prediction on Q) is too far from

the truth (as measured by the magnitude of the expected id
function value over ;) — and fixes the situation by shifting
f’s value on Q; to the best grid point y € [1/m].

Algorithm 1 BatchMulticalibration(I', G, m, f, L)

Initialize t = 1 and f; = f.

Let o = 4m£, and let V' : Ranger x ) — R be an
L-Lipschitz id function for I' satisfying Assumption 4.1.
while f; not a-approximately (G, V')-multicalibrated do

Let Q; = {z : fi(x) = v,x € G}, where

(7, G) € argmax  Pr[f;(x)=y" zeG'|(V ", Y(,YH’G/)))Q.

1~ 1 xT
(v"ehelLIxg

Let: 7/ = argmin_ ¢ 1 [V (7", Yo, )|
Update: fi1(z) := 1z & Q] fo(z)+1[z € Q]
forallz € X,and ¢t < ¢ + 1.

end while

Output f;.

Theorem 4.3 (Guarantees of Algorithm 1). Fix data distri-
bution D € AZ and groups G C 2. Fix an elicitable prop-
erty I' with its scoring function S and id function V = %
satisfying Assumption 4.1, so that V (-, Yq) is L-Lipschitz
on all label distributions Yq (for Q C X) induced by D.

Set discretization m > 1. If Algorithm 1 is initialized with

predictor f1 : X — R with score E(, ,)~p[S(f1(x),y)] =

Cinit» and Copy = Bz )~ p[S(fE (), y)] is the score of the
true distributional predictor fI’? , then Algorithm I produces
a %—approximately (G, V')-multicalibrated T-predictor f

2
after at most (Ciniy — Copr) "~ updates.

The proof of Theorem 4.3 is given in Appendix C, and is sim-

ilar to the analyses of several existing multicalibration algo-
rithms (Hébert-Johnson et al., 2018; Jung et al., 2023; Deng
etal., 2023). We show that the expected score Ep[S] (where
V= %) decreases at every step of Algorithm 1, making
it a potential function for the algorithm. Convergence rates
follow by lower-bounding the per-iteration decrease in E[S].
This naturally generalizes, to arbitrary elicitable properties,
the existing analyses of mean (Hébert-Johnson et al., 2018)
and quantile multicalibration (Jung et al., 2023), which
respectively use squared loss (consistent for means) and
pinball loss (consistent for quantiles) as potential functions.

We have described Algorithm 1 as able to directly query the
expected identification function V' on the true data distribu-
tion D. In practice, we would instead run it on the empirical
distribution over an i.i.d. sample D ~ D™ of n points from
D. Appendix D gives finite sample guarantees for this case.
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5. Joint Multicalibration

Now we take a step towards understanding two interrelated
issues: (1) how to multicalibrate vector-valued properties,
and (2) how to appropriately extend the notion of multicali-
bration to some practically important scalar properties that
have non-convex level sets and are thus neither elicitable nor
sensible for calibration by our Theorem 3.4 (e.g. variance).

Specifically, we study the important case of two-
dimensional properties I' = (I'°, T'!), where T'” is elicitable
whereas I'! is not elicitable per se, but is elicitable condi-
tional on any fixed value of I'’. We give an algorithm that
can produce jointly multicalibrated estimators for such I'.

Definition 5.1 (Conditional Elicitability). We say that a
property I't : P — R is elicitable conditionally on a prop-
erty IV : P — R, if the restriction of I'! to each level set
of TV (i.e. to each distribution family P,o = {P € P :
IO(P) =~} for v € Ranger.) is elicitable.

For the elicitable component I'?, we denote its scoring and
identification functions by S°, V. For property I'! that is
elicitable conditionally on I'Y, for each v° € Rangeo we
denote by V,Yl0 : Ranger: X ) — R afunction that identifies
I'! on every distribution P such that I'°(P) = +°, and by
Sio : Rangepr: x Y — R a score that is strictly consistent
for I'! on every distribution P such that T?(P) = ~°.

We assume that the elicitable I'° satisfies Assumption 4.1,
with V0(4°, y) strictly increasing and L°-Lipschitz in ~°.
We will also need the opposite (similarly mild) assumption:
Assumption 5.2. V°(.,Y) is L%-anti-Lipschitz at T'°(Y)
forallY € P: |3 —TO(Y)| < LY VO (4°,Y)] for all 4°.

The situation with I'! is more complex: it has different
id functions V1, for different level sets of T'9, instead of
a single function for all P € P. In general, nothing pre-
vents these functions V0 from being completely unrelated
to each other for different values of 4° (and even undefined
on each other’s level sets). However, for most properties of
interest we can expect V (7', P) to vary continuously in
~9 and be well-defined even for distributions P’ for which
I'%(P’) # ~°. To reflect this, and enable our joint multi-
calibration algorithm’s guarantees, we make the following
(mildly stronger) assumption:

Assumption 5.3. Assume for all P € P that Vs (v, P) is
defined and is L.-Lipschitz as a function of 4°: that is, for
any v, 79, 91 (Ve (V) P) = Vb (4!, P)| < Lelyg — 7).

Further, we assume that the conditional identification func-
tions V, for " on T’s level sets {I'" = 7"} retain their
“shape”, i.e. remain strictly increasing and Lipschitz, even
for distributions from other level sets of T'0. While this is a
nontrivial assumption to make, in Section 6 we confirm that
it holds e.g. when (I', T'!) is a so-called Bayes pair. This

will let us establish Bayes pairs, an important and general
class of properties (Embrechts et al., 2021), as a major use
case for our theory of joint multicalibration.

Assumption 5.4. For all> v° € Ranger., assume Vil P)
is L'-Lipschitz and strictly increasing for all P € P.

We now define the central notion of jointly multicalibrated
predictors for properties I' = (I'%, T'!) : P — R2. Analo-
gously to Definitions 2.10, 4.2, we define this concept in two
versions: one that is parameterized by the property I itself,
and another one that involves its id functions (V°, V). As
in Section 4, the latter version serves to simplify notation
in our algorithm analysis (and as this notion of multicali-
bration error goes to 0, so does the one parameterized by
(T9T1)). We will use some shorthands (for i = 0,1):
nr(1G A7) = Pro[fi() = vz € G, f1i(x) =
Y = and (G, v") = Pryz € G, fi(z) = ~']. Also, we
let Yig o) 1= (YI{ar € G, f(a) = (1°,7)}).

Definition 5.5 (Approximate Joint Multicalibration). Fix
distribution D € AZ and group family G. Given a prop-
erty I' = (I'°, T'!), a finite-range predictor f = (f°, f1) :
X — R?is (a, al)-approximately (G, T°, T'Y)-jointly mul-
ticalibrated if for all G € G, 7% € Range o, ~te Range 1

0
S G AN (PO (Vig 0 41)? € ey
'yOERangefo

Y w(GA) (T Vg < e

7! E€Range ;1

Similarly, given id functions V%, {V_ }0 crange,., » predictor
F=0f° Y is (a°, al)-approximately (G, VO, V'1)-jointly
multicalibrated if for GG, 7% € Rangefo ,yle Rangef1 :

Z qu(,.yO|G’,yl) . (VO(fYO,Y'(G’,YU’,Yl)))g

7% €ERange 0

0
< _a’
= nr(GAt)?

ey

Oél

1 1 2
Z 1y (7116:2°) (VFO(Y(G,VO,WU) (7> ¥iaem)) < (6"

"/1 ERangefl

@)

The Canonical Joint Multicalibration Algorithm:
We now introduce JointMulticalibration (Algo-
rithm 2), a canonical algorithm for learning a jointly mul-
ticalibrated predictor f = (f°, f!) for (I'°,T1). Al-
gorithm 2 significantly generalizes the (mean, moment)-
multicalibration algorithm of Jung et al. (2021), leading to
some key differences in the analysis. We defer the discus-
sion of these differences, as well as the proof of its conver-
gence guarantees in Theorem 5.6, to Appendix E.1, and give
only a brief overview of the algorithmic ideas below.

*In fact, we only need this to (much less restrictively) hold for

7% € [1], as Algorithm 2 gives predictors ranging in [-1] x [1].

m
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Algorithm 2 JointMulticalibration((I'°, T'%), G, m, (f°, 1))

Let V% and {Vo},0¢[1/m] be id functions for T and T'!
satisfying Assumptions 4.1, 5.2, 5.3, 5.4.

Initialize t = 1 and f; = (f°, f1).

while 3(1°,71,G) € [L] x [L] x G s.t. Eg([ft(x) =

(’70,71)’1' € G} (VO(’YOaYv(’yO,'yl,G)))Z > %0 do
Let G) + {GN{z€X: fl(z)=1'}: GegG,y'€[L]}

Update f7, ; «+BatchMulticalibration"' (V% G, m, f7, a°)

for /° € [1/m] do
Let G {Gn{z € X : f2,, ()=} : G € G}

0 0
Let £} +BatchMulticalibration(VJ,, G om, fLat)

end for )
1
Update ftl-s-l(m) ?%:/ ]l][ft()+1 (x):’yo}ftfl (x),VoeX
Yoe(l/m
Update t < ¢ + 1.
end while

Output f, = (f7, f1).

Theorem 5.6 (Guarantees of Algorithm 2). Consider
any property I = (T°,T'Y), with T'° elicitable and T!
elicitable conditionally on T°, whose id functions satisfy
Assumptions 4.1, 5.2, 5.3, 5.4. Fix any group family
G C 2% and discretization m > 1. Set o' = Al(fnﬁ
8((L°LYLe)*+(L1)?)

1\2
and o' % Let ol = pon .
Then, JointMulticalibration (Algorithm 2)

will output an (a°,al)-approximately (G,V°,V1)-

jointly multicalibrated T-predictor f = (f°, f1),
via at most % updates to f. Here,
BY = SUPy yel0,1] SO(% y) — inf’y,ye[o,l] 50(% Y)

for S° an antiderivative of V°(7°,y) wrt. °, and B* :=

tax (SUP%ye[O,l] Sio (v, ) — infw,ye[o,l] Sio (% y))

YOE/m]
for each S’io an antiderivative of leo (vL,y) wrt. 4L

To train a two-dimensional predictor, we employ a two-stage
structure whereby we alternately multicalibrate f© on the
current level sets of f', and f! on the current level sets of
f 0 until the desired level of joint multicalibration error is
reached (in the sense of Equations 1, 2 of Definition 5.5).

As in Section 4, our predictor is discretized: Range;o =
Range;, = [--]. Both f° and f! are updated via calls to a
subroutine Bat chMulticalibration, which is very
similar to BatchMulticalibration (Algorithm 1)
but has a stricter stopping rule to meet the extra demands of
Jjoint multicalibration, and accepts id functions V" rather than
properties I' to simplify notation. We defer the pseudocode
and the analysis for BatchMulticalibration’ to Al-
gorithm 3 and Lemma E.1 in Appendix E.

Throughout the execution of Algorithm 2, the subroutine is
invoked on auxiliary group families consisting of pairwise
intersections of groups in G with the level sets of f°, f1.

Due to updates to f° and f!, these auxiliary groups are
always in drift across these invocations, and careful book-
keeping is needed to verify that this does not prevent overall
convergence. A key fact we prove towards this is that across
all invocations on V° throughout Algorithm 2, the subrou-
tine will perform boundedly many updates on f°, implying
that also f! will be re-calibrated at most that many times.

6. Applications

By combining our theory with known results from the elic-
itation literature in an essentially blackbox way, we can
obtain several novel positive and negative results shedding
light on an important question: when is it possible to pro-
duce (multi)calibrated predictors for various risk measures?
We now summarize our results informally, and relegate the
corresponding formal statements to Appendix G.

Joint Multicalibration of Bayes Pairs An elicitable
property I' by definition minimizes some scoring func-
tion S. Thus, we can view S as a loss which yields
an accurate I'-predictor when E[S] is minimized over a
dataset. For instance, if I' is the mean, we would mini-
mize E;,)~p[S(7, y)] for S(v,y) = (v — y)* — which
is just the familiar Lo regression. As another example, 7-
quantiles are elicited by optimizing the expected pinball
loss S (v,y) := (1 —7)y+ max{y — ~, 0}; this procedure
is known as quantile regression.

In loss minimization settings, one may care not about the
minimizer per se, but rather about the loss value it in-
duces, effectively asking: how large is the expected (strictly
consistent) loss S at the true property value of T, i.e.
min, B¢, ,y~p[S(7,y)]? This object is known as the Bayes
risk T'B of T with respect to S, and the two-dimensional
property I'BY := (', T'B) is a Bayes pair with respect to S.

Definition 6.1 (Bayes Risk, Bayes Pair). Fix an elicitable
I' : P — R and a strictly consistent I"-scoring function S.
The property I'? : P — R given by 'Z(P) := S(T'(P), P)
for P € P is the Bayes risk of ', and the property I'BF :=
(T, T'B) is the Bayes pair with respect to S.

For instance, (mean, variance) is a Bayes pair with respect
to the squared loss. Another important Bayes pair, (quantile,
CVaR), will be discussed shortly. As it turns out, Bayes
risks are often not elicitable per se (Embrechts et al., 2021).
However, any Bayes risk I'Z is evidently elicitable condi-
tionally on its underlying property I': knowing the value of
I reveals the value of I'Z. Thus, Bayes pairs are amenable
to our joint multicalibration techniques:

Theorem 6.2 (Informal). Under mild assumptions, all
Bayes pairs TP .= (I', T'P) with respect to Lipschitz losses
S are jointly multicalibratable using Algorithm 2.
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CVvaR Multicalibration Conditional Value at Risk
(CVaR), known also as Expected Shortfall (ES), is a tail
risk measure of central significance in the literature. Pro-
posed by Artzner et al. (1999) and Rockafellar & Uryasev
(2000), 7-CVaR (for any 7 € [0, 1]) measures the mean of
the top (1 —7)-fraction of a random variable’s largest values,
defined (with ¢, (P) denoting the 7-quantile of P) as:

CVaR, (P) := Ey_p[Y|Y > ¢,(P)].

Given its ability to capture tail risk beyond the quantile,
as well as many appealing features such as its coherence
(see Artzner et al. (1999)), the CVaR has gained widespread
prominence in areas ranging from finance to robust optimiza-
tion. Its real-world significance is underscored by its recent
introduction into international banking regulations, known
as the Basel Accords, as a replacement for quantiles (called
Value-at-Risk (VaR) in finance) for the purposes of market
risk capital calculations (Embrechts et al., 2014). Thus, it
is very important to ask if the CVaR is sensible for cali-
bration — as this would let us train multicalibrated CVaR
predictors using our canonical batch and online methods,
complementing recent algorithmic quantile multicalibration
results of Bastani et al. (2022) and Jung et al. (2023).

The answer to this question turns out to be nuanced. We
show that while CVaR ; is not sensible for calibration for any
7 € [0,1] (eliminating the possibility of directly training
multicalibrated predictors for it), it can be multicalibrated
Jjointly with the corresponding quantile ¢,.

Theorem 6.3 (Informal). For T € [0, 1], 7-CVaR is not sen-
sible for calibration. However, T-CVaR is multicalibratable
jointly with the 7-quantile, by instantiating Algorithm 2.

For the negative part of this theorem, we simply invoke
our Theorem 3.4 with a well-known result of (Gneiting,
2011) that CVaR violates CxLS. For the positive part, we
invoke our joint multicalibration Theorem 6.2 by using the
known fact that (¢, CVaR,) is a Bayes pair relative to the
(rescaled) T-pinball loss (see e.g. Frongillo & Kash (2021)).

An Impossibility Result for Distortion Risk Measures
Distortion risk measures (Wang et al., 1997) are a large the-
oretically and practically important class of risk measures.
Its representatives include means, quantiles, CVaR, spectral
risk measures, and numerous other important risk measures;
see e.g. Kou & Peng (2016) or Gzyl & Mayoral (2008).
Definition 6.4 (Distortion Risk Measure). Given a distor-
tion function h : [0,1] — [0,1] (i.e., h is nondecreasing
and satisfies h(0) = 0 and h(1) = 1), the corresponding
distortion risk measure T : P — R is given by:?

0 00
r'"(P) ::/ (h(l—Fp(x))—l)der/O h(1—Fp(z)) dx

— 00

3We assume the integrals exist for all P € P.

for P € P, where Fp is the CDF of P.

For instance, the choice h(x) = = for x € [0, 1] leads to T'*
being the distribution mean. Letting h.(x) = 1]z > 1 — 7]
leads to I'"~ being the T-quantile.

As Wang & Ziegel (2015) and Kou & Peng (2016) showed,
means and quantiles are essentially* the only distortion risks
with convex level sets on finite-support distributions. Paired
with our Theorem 3.4 (no CxXLS — not sensible for
calibration), this yields a sweeping negative result:

Theorem 6.5 (Informal). No distortion risk measures, other
than (essentially) means and quantiles, are sensible for
calibration on any dataset family D which allows for finite-
support label distributions.

Thus, we learn that there will not be another multicalibration
algorithm for distortion risks: the existing mean and quantile
multicalibration methods are (essentially) the only ones.
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A. Additional Related Work

The main conceptual contribution of our paper is to connect the literature on multicalibration with the literature on property
elicitation, both of which have a number of related threads.

Multicalibration (Mean) multicalibration in the batch setting was introduced by Hébert-Johnson et al. (2018), and has
subsequently been generalized in a number of ways. As already discussed, Jung et al. (2021) study mean conditioned
moment multicalibration in the batch setting, Gupta et al. (2022) study mean, quantile, and mean conditioned moment
multicalibration in the sequential setting, and Jung et al. (2023) study quantile multicalibration in the batch setting. These
generalizations can be seen as asking for calibration with respect to different distributional properties — i.e. they are
generalizations of the type that we characterize in our paper. Dwork et al. (2021) study outcome indistinguishability,
generalizing batch multi-calibration in a binary-label setting to allow for distinguishers that can evaluate the expectations of
arbitrary predicates of triples (z, f(z),y), and consider strengthenings in which the distinguisher gets further access to f
— e.g. by being able to query it in arbitrary points, or by having access to its code. In particular, they show that without
additional access to f, outcome indistinguishability can be reduced to (mean) multicalibration. Note that many distributional
properties (e.g. variances, quantiles, etc) only become interesting when the label space is not binary, but rather consists of
more than two labels or is real valued.

The most closely related works study abstract generalizations of multi-calibration. Dwork et al. (2022) study a generalization
of outcome indistinguishability to real valued labels, and along the way consider batch multicalibration with respect to
linearizing statistics. In our language, these are distributional properties I' that behave linearly over mixture distributions —
informally that for any two distributions D+, Dy and any « € [0, 1], I'(aD1 + (1 — a)D3) = oI'(D1) + (1 — a)T'(D2).
We adopt one of their definitions of multicalibration with respect to general distributional properties. All linearizing
statistics have convex level sets (and so are elicitable), but not all elicitable properties are linear in this sense — for example,
quantiles do not linearize. So our characterization of multicalibration implies that it is possible to multicalibrate with
respect to a broader class of properties than are studied by Dwork et al. (2022). Lee et al. (2022) study a general online
learning problem that they call “Online Minimax Multiobjective Optimization”, and derive algorithms for multicalibration
along with a number of other applications in this framework. We make use of this framework to derive our sequential
multicalibration bounds, using an identification function that arises from the connection we make to property elicitation.
Recent work of Deng et al. (2023) studies a one-dimensional generalization of multicalibration that asks for the condition
that E[e(f(x), x)s(f(x),y)] = 0 for abstract functions ¢ and s, and derives sufficient (but not necessary) conditions under
which this can be achieved in the batch setting. The algorithms we derive for batch multicalibration are similar to theirs,
where an identification function takes the place of their s function, and a scoring function takes the place of their potential
function; they do not consider sequential or multi-dimensional problems. Relative to this line of work, our result is the first
to provide a characterization of when property multicalibration can be obtained, and to provide unifying results for both
batch and sequential multicalibration.

There are also generalizations in orthogonal directions. Gopalan et al. (2022b) define “low degree multicalibration”, which
is a hierarchy of properties of predictors that are still trying to predict means, but relax the conditioning event that f(z) = v.
At the bottom of the hierarchy is multi-accuracy (Hébert-Johnson et al., 2018; Kim et al., 2019) which does not condition on
f(z) at all. Multicalibration lies at the top of the hierarchy; in between are conditions that depend on f(z) only smoothly,
through a degree k polynomial. Gopalan et al. (2022b) show that intermediate levels of this hierarchy have some of the
desirable properties of multicalibration and can be easier to obtain. Several works (Kim et al., 2019; Gopalan et al., 2022a;
Kim et al., 2022; Globus-Harris et al., 2023) study generalizations of mean multicalibration in which “groups” representing
subsets of the data domain are relaxed to arbitrary real valued functions and give a number of applications. In this setting,
Globus-Harris et al. (2023) provide a characterization of when mean multicalibration implies Bayes optimality. See Roth
(2022) for an introductory exposition of much of this work.

Property elicitation Brier (1950), Good (1992), and Savage (1971) study proper scoring rules — which are contracts for
paying an expert as a function of their prediction and of the realized outcome, with the property that they maximally reward
the expert (in expectation) for truthfully reporting their estimate of the probability of the outcome event. Since scoring
rules directly elicit probabilities, they could in principle be used to elicit an entire probability distribution by eliciting the
probability of every event in its support, but this is generally infeasible. Instead, Lambert et al. (2008) introduce the problem
of property elicitation, whose goal is to design contracts that incentivize experts to truthfully report some property of a
large or infinite support distribution — like its mean, variance, median, etc. Informally a property is elicitable if there
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exists some function of a report and an outcome that in expectation over the outcome is minimized at the property value.
There is now a large literature on property elicitation; we make use of several key results. Osband (1985) and Gneiting
(2011) define the notion of an identification function for a property, which like a scoring rule is a function of a report and
an outcome; an identification function takes value 0 in expectation over the outcome if the report is equal to the property
value. Steinwart et al. (2014) prove a central characterization theorem (subject to mild technical conditions) — a continuous
property is elicitable if and only if it has an identification function if and only if it has convex level sets. The characterization
of Steinwart et al. (2014) holds generally for continuous outcome spaces. When the outcome space is finite, Finocchiaro &
Frongillo (2018) show that (subject to technical conditions), elicitable properties can be elicited with convex scoring rules.

B. Proof of Theorem 3.6

Theorem 3.6 (CxLS = Sensible for Calibration). Consider a continuous property I' : P — R, and any family D of
‘P-regular dataset distributions. Then, if I has convex level sets on P, it is sensible for calibration over D.

Proof. Suppose that I' has convex level sets on P. We now establish that for every dataset distribution D € D, the true
distributional predictor f£ is calibrated: namely, that for all ¥ € Range P < Ranger, we have I‘(YfD ) = ~. For the
remainder of the proof, fix any dataset distribution D € D (which is P- regular by assumption) and any value v € Range P

Let LSp(y) = {P € P : T'(P) = 7} be the y-level set of property I' — which is convex by our assumption on I". Further,
let Q. :={x € X : Y, € LSp()} be the feature space region consisting of all points z € X whose label distributions have
property value . Let X, be the conditional probability measure on ()~ induced by the dataset distribution D.

Proving that I'(Yyp ) = - is equivalent to establishing that Y;p . € LSr(7). The conditional distribution Y;p . is a
mixture distribution over the individual label distributions Y, for z € @), so we can write the following formal expression:

Yip, chIEX7 [Val := Q. Y, dXs .

If X is finite: In this case, YfIQ7,Y is just a convex combination of the constituent distributions Y, for x € Q:

b= Y X (x)-Y,

TEQ~

The convexity of the level set LSy (~y) then implies that indeed YfFDW € LSr(7), since Yflp),y is a convex combination, over
x € @, of distributions Y, € LSr (7).

If Y is finite: In this case, Yflp7,y = E;~x, [Yz] is naturally given by a Lebesgue integral of the random variable Y, over

the simplex A(d) C R<. By our assumption that the dataset is 7P-regular, we have that Y, is a bounded (e.g. in the £, norm)
and Lebesgue measurable random variable. Consequently, Y7 is in fact Lebesgue integrable, so the expectation E,~ x_ [Yz]
is well-defined and evaluates to some point u € R<. It remains to show that u € LSp (7).

For this, introduce the indicator function 1y, () : A(d) — {0} U {400}, defined to be 0 for Y, € LSr(v), and oo
otherwise. As the set LSy () is convex, its indicator function 1, (- is convex. Therefore, we can apply Jensen’s inequality
to Iy g (y) to conclude that:

]lLSr(W)(m = Lisp(y) (EE{ [Yx]) < ENF;( [lLsr(v)(Yx)} =0,

implying that 15, () (u) = 0. By definition of 115, (), this demonstrates that u € LSr(), as desired.

X, ) infinite: In this case, we define Yféaﬂ = Eyux, [Y] as the Bochner integral of the Bochner measurable map
&¢p. (Recall that £p is defined in Definition 3.5, and see Diestel & Uhl (1977) for formal definitions and properties of
Bochner measurability and integrability.) By a standard Bochner integrability criterion (see Theorem 2 on p. 45 of Diestel
& Uhl (1977)), this integral indeed exists and evaluates to a point in the ambient space Wy, as it is easy to check that
Eq~x, [||Yz]|Tv] < oo (indeed, the TV norm of any probability distribution is 1 so E,x_ [||Yz|ltv] = 1 < 00). Again, we
want to show that Yo | = Eqx, [Yz] € LS (7). For this, we use the following result, which can be interpreted as a mean
value theorem for Bochner integrals:
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Fact 2 (Corollary 8 on p. 48 of Diestel & Uhl (1977)). Let (€, A, 1) be a finite measure space, E a Banach space, and
f: Q — F aBochner u-integrable map. For G C E, let €o(G) be the closure of the convex hull of G. Then, forany A € A
with p(A) > 0, the Bochner integral of f over A belongs to the closure of the convex hull of the image of A under f:

1 _
m/AfdM €co(f(A)).

To instantiate this fact, we let: (1) Q := X, together with the probability measure induced by the dataset over X’; (2) the
Banach space £/ := Wry; (3) the Bochner integrable mapping f := £p; and (4) the measurable event A := @), C &X.

Note that f(A) = f(Q~) € LSp(y) (with this inclusion being strict whenever there is some label distribution P € LSp(7)
that is not induced by the dataset distribution D conditional on any = € X), so we have that co(f(A)) C co(LSr(y)).
Observe that LSy () is convex by assumption, and it is also closed in the standard metric topology on Wry since it is the
preimage under the continuous mapping I" of the closed singleton {~} € Ranger.. Thus, LSp(7) is a closed convex set so
co(LSr(y)) = LSr(7). As aresult, we in fact see that co(f(A4)) C LSr(y).

Since X, is the conditional distribution induced by D over = € (), we can see that ﬁ / afdp =Eex, [Ya] = Yfl_L‘),,Y.
Together with our observation that co(f(A)) € LSr(), this lets us conclude by Fact 2 that Yyp . € LSr(7), as desired. [J

C. Convergence Analysis for Batch Multicalibration (Proof of Theorem 4.3)

Our convergence analysis of Algorithm 1 will utilize the following natural potential function:

Definition C.1. The potential for Algorithm 1 at round ¢ is:

P, := E = E Y,
v= B ISU@).0) = E[S(i(z). Vo))
where f; : X — R is the property predictor at the beginning of iteration ¢ of the algorithm and S is a strictly consistent
scoring function for property I' satisfying Assumption 4.1.

First, we prove the following helper Lemma that bounds the change in S — the potential function of Algorithm 1 — in the
scenario where an incorrect prediction +y for the property value I'(Y") is corrected on a label distribution Y. We will later use
this fact to bound the progress of the algorithm after every update to the predictor f for I'.

Lemma C.2. Consider any property I : P — R. Suppose S : Ranger x Y — R and V : Ranger x Y — R with
V(v,y) = %}”y) are a strictly consistent scoring function and the corresponding identification function for I that satisfy
Assumption 4.1. Then for any v € Ranger. and any label distribution Y € P, letting Ly be the Lipschitz constant of V (-, Y),
it holds that:
V(. Y))
2Ly

<S(7,Y) = SIT(Y),Y) < V(v Y)(y-I(Y)) - (V(;L}:))Q

Proof. We will prove this result with the help of the following claim.

Claim 1. For any L-Lipschitz increasing function h defined on any interval [a, b], it holds that:

_ a 2 b _ a 2
h(a)(b—a)+w g/ h(t)dt < h(b)(b— a) — w

Proof. Under these constraints on h, the largest value of the integral f; h(t)dt would be obtained if h(t) first increased
from h(a) to h(b) for t € [a,t'], where t’ € [a, b] is defined by (¢’ — a)L = h(b) — h(a), at the fastest rate possible (that is,
at the rate L), and stayed constant at the value h(b) for ¢ € [, b]. The integral of this piecewise linear function on [a, D]
gives the upper bound.

Conversely, the smallest value of the integral fab h(t)dt would be obtained if h(t) first stayed constant at the value h(a)
for ¢ € [a, '], where ¢’ is defined so that (b — ¢')L = h(b) — h(a), and then increased from h(a) to h(b) at the fastest rate
possible (that is, at the rate L) for ¢ € [¢/, b]. Integrating this function on [a, b] gives the claimed lower bound. O
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As V is a derivative of S, by the fundamental theorem of calculus we get: S(v,Y) — S(I fr ) V(t,Y)dt.

First assume v > T'(Y'). By Assumption 4.1, V' continuously increases from I'(Y) to ~, and has Lipschitz constant Ly .
Then, by Claim 1, and using that V/(I'(Y"), Y) = 0, we obtain

VO V» [ (V5. Y)?
BT ) V(EY)dt < V(y, Y)(y = T(Y)) = 57—

Now assume v < I'(Y). Then, we have:
Y ry)
S(v,Y)=S(I(Y),Y) = / V(t,Y)dt = 7/ V(t,Y)dt.
n(Y) ¥

By Assumption 4.1, V' continuously increases from + to I'(Y'), and has Lipschitz constant Ly. By Claim 1, we have:
- 2 Yy _
V@), Y)T(Y) —7)+ (V(F(Y)é’gyv(%Y)) < _fv( )V(t,Y)dt < V(YD) —7) — (V(F(Y),QY) V(v,Y))

Ly ?
which from V/(I'(Y),Y") = 0 simplifies to: YGX0% < — ("™ v vydr < vy, ¥)(y — T(¥)) — Y% Thus, we
have shown our bound for both cases v > T'(Y) and v < T'(Y). O

Now, we are ready to prove Theorem 4.3, which gives the convergence rate for Algorithm 1. We restate the theorem here for
convenience.

Theorem 4.3 (Guarantees of Algorithm 1). Fix data dtstrtbutton D € AZ and groups G C 2%. Fix an elicitable property

T" with its scoring function S and id function V. = sansfymg Assumption 4.1, so that V (-, Yq) is L-Lipschitz on all
label distributions Y¢ (for Q C X) induced by D. Set discretization m > 1. If Algorithm 1 is initialized with predictor
fi + & = Rwith score B, ) p[S(f1(2),y)] = Ciinr and Copr = E(uy)~pS(fE(2),y)] is the score of the true

distributional predlctor fr , then Algorithm I produces a i approxlmately (G, V)-multicalibrated I'-predictor f after at
most (szt C()pt) 3 updates.

Proof. Suppose the algorithm has not halted at round ¢. Thus, f; does not yet satisfy a-approximate (G, V')-multicalibration,
so by the pigeonhole principle there is a pair (G,v) € G x [1/m] such that on the set Q; := {x € X : & € g, f:(z) = v}:

a/m

V(v,Yo)| >4 e—t———.
V(7. Yg,)| Prox[r € Ol

3

Now, letting 7" = argmin. . ¢y /) [V (7", Yg, )|, the algorithm will update f; — fi41 via the rule:

frri(@) =1z & Q] - fr(x) + L[z € Q4] -+

From the definition of the potential function values ®, and ®,,, we have

Qi1 = Pr [96 € Qt] [S(ftﬂ(f) 2)|T € Q4] + Pl" [fc ¢ Qt] [S(ft+1( ), Y|z & Q4]
= PY [JU € Qt] [S(ft+1( ), YY)l € Qi) + PT [fU ¢ Qt] [5( Je(x),Ya)|x & Q4]

0+ Prlreq) ( S (2 >—S<ft<x>,n>|xe@4)

zeX

=P, + Pr [ze@:]| E | S(, )UCEQt])

aceX
_(I)t+ PI‘ [mth] (S( /7YQt) S(’Y,YQJ)
Here Step 2 follows because f;(x) = fi41(z) for all z outside )¢, and Step 5 uses the fact that f; and f;, 1 are both constant
on Q) to rewrite expected scores of f;, f;11 over x ~ X simply as the scores of the predictor values v, ' with respect to

the mixture distribution Yy, of labels over the region Q).
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From here, we have:

Pr1 =& = Prlov e ((5(% Yo,) = S(C(Ye,),Ya,) = (S(7. Yo,) = ST'(Ya,), YQf»)
/ 2 2
gﬁ&weQAOWYJ@XV*FOQD*(Vwﬁém *adgﬁw))
gﬁ&ue@KVWAbMM—FO@D—(wigan)—2gn
< Biecan(vir e -00)) -5

’ [0
<V, Ye)( —T(Ye,)) - T

<Ly -T(Yg,)|- | -T(Yg,)| -
L «

m?  2Lm’
The equality follows by introducing an added and subtracted term S(I'(Yy, ), Yg,). The 1st inequality applies the upper
and lower bound of Lemma C.2 to the two score differences. The 2nd inequality follows by the a-miscalibration condition

of Equation 3. The 3rd inequality drops the nonpositive term — Pr,.x[z € Qt]w. The 4th inequality drops
the factor Pr,.x[r € @] < 1. The 5th inequality holds since by the Lipschitzness of V, we have |V (v, Yg,)| =
V(,Yo,) — V(' (Yg,), Yo.)| < LIy — I'(Yg,)|. The 6th inequality holds because 7' must be at most - away from the
true property value I'(Yy, ) on Q;: the algorithm cannot select a farther grid point v, as that would result in a greater value
of [V (7", Yq,)|, by the structure of the m-discretization and the monotonic increase of |V (-, Yy, )| in both directions away
from I'(Yyp, ).

_*
2Lm

. 2 . . .
Now setting o = %, we get ;1 — Py < # — 5T = 7#. Telescoping this over the rounds ¢t = 1,..., T, where T' is

the total number of iterations before convergence, we obtain:
L
O — Py < —T—2.
m

By assumption ®; = Cipii and @7 > Cop, s0 we have T% <@ — @7 < Cipic — Copi, and thus

m2

T < (Cinit - Copt)fa

concluding the proof. O

D. Finite Sample Guarantees for Batch Multicalibration

We have described Algorithm 1 as if it has direct access to the underlying distribution D (since it computes expectations of
the identification function V' on the underlying distribution). In general we do not have access to D directly, and instead
have access only to a sample D~ D"ofn points sampled i.i.d. from D. In practice, we would run the algorithm on the
empirical distribution over the n points in D, and its guarantees would carry over to the underlying distribution D from
which these points were sampled. Jung et al. (2023) proved this for the special case of quantiles, but in fact their proof uses
nothing other than the conditions in Assumption 4.1. We state the more general version of the theorem here (implicit in Jung
et al. (2023)) and briefly sketch the argument. We note that this argument is to establish that Algorithm 1 generalizes when
used as an empirical risk minimization algorithm. An alternative way to obtain similar generalization bounds would be to
follow the strategy of Hébert-Johnson et al. (2018) and use techniques from adaptive data analysis to implement a statistical
query oracle, and to then modify the algorithm so as to compute the quantities V' (y, Q) only through this oracle.

Theorem D.1 (Implicit in Jung et al. (2023)). Fix a distribution D € AZ and a property I" together with a bounded
identification function V. Suppose Algorithm 1 is run using the empirical distribution D ~ D™ overn i.i.d. samples drawn
from D. Then if Algorithm I halts after T" rounds and returns a model fr, with probability 1 — § over the randomness of the
data distribution, T satisfies a-approximate (G, V)-multicalibration with respect to D for:

a:ﬁf+O(¢mﬂ®+TmmﬂﬂMHJMMU®+Tmmﬂmv.

n n
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The proof has a simple structure. Since V' is bounded, expectations of V' over D (i.e. the quantities of the form V (v, Y5 +)
that appear in the definition of approximate (G, V')-multicalibration) concentrate around their expectations with high
probability when evaluated on the empirical distribution D. Thus, if the model fr was fixed, we would get that its (G, V)-
multicalibration error is similar in-sample and out-of-sample by union-bounding over each G € G and y € Range, = [1/m].
Of course the model f output by the algorithm is not fixed before Dis sampled, so to establish the claim, it is also necessary
that we union-bound over all models f7 that might be output. But we can do this; since Algorithm 1 produces models with
range restricted to [1/m], then for any ¢ € [T], we can easily see for any fixed model f; that at most |G|m? models f;1
could possibly result at the next step — at most one for every choice of G € G, v € [1/m], and v € [1/m)] at iteration ¢ of
Algorithm 1. Thus, fixing any initial model f; = f, the number of models f7 that might be output after the final step 7" of
the algorithm is bounded by (|G|m?)T. Theorem D.1 then follows by union-bounding over all such models.

Theorem D.1 upper bounds the generalization error of Algorithm 1 in terms of the number of rounds 7" before it halts. Thus,
when paired with an upper bound on 7, it gives a worst-case bound on generalization error. Theorem 4.3 upper bounds the

round complexity by 7" < O (mTQ> , but there is a catch: L here is the Lipschitz constant for expectations of V' taken over
the true underlying distribution D, and this will generally not be preserved over the empirical distribution D. Nevertheless,
Jung et al. (2023) show that the same convergence bound holds when run on D (up to constants) — by arguing that each
round of the algorithm run on D decreases the potential function as measured on D (where the Lipschitz assumption has

been made). This is because the algorithm decides on its update each round by measuring quantities of the form V' (v, @)
which are expectations of a bounded function V', and so concentrate around their true values.

Theorem D.2 (Implicit in Jung et al. (2023)). Fix a distribution D € AZ (which induces a set of conditional label
distributions Yq for each Q C X) and a property I' together with an identification function V. Assume that I" and V
together with the set of label distributions P = {Yq : Q C X'} together satisfy Assumption 4.1 with Lipschitz constant L.
Suppose Algorithm 1 is run using the empirical distribution on a dataset D ~ D" consisting of n i.i.d. samples from D.

Then for any § > 0, if:
o (™ L™, (16ImY m?
ne M\ e L "\t )12)

with probability 1 — § over the randomness of D, Algorithm 1 halts after at most T = O (%2) many steps.

Together with Theorem D.1, this establishes a worst-case generalization bound for batch property multicalibration that is
polynomial in all of the parameters of the problem and in the assumed Lipschitz constant L of the property’s identification
function V.

E. Joint Multicalibration Guarantees

We begin by formally defining the subroutine Bat chMulticalibration" as the following Algorithm 3:

Algorithm 3 BatchMulticalibration” (V, G, m, f, a)
Initialize t = 1 and f, = f.
while 3(v, G) € [1/m] x G such that Procx[fi(z) =v,2 € G] (V (7, Y(%G)))z > a/m do
Let Q; = {z: fi(z) = v,z € G}

Let:
7' = argmin [V(+",Yg,)|
v €[1/m]
Update: f;11(z) := 1z &€ Q4] - fr(z) + L[z € Q¢] -~ forallz € X,and t + t + 1.
end while
Output f;.

We here state the guarantees enjoyed by Algorithm 3. This statement is stronger than that of the guarantees for the similar
Algorithm 1, in two ways: (1) the notion of achieved multicalibration error at convergence (Equation 4) is stronger than
that of Algorithm 1; and (2) we show that even with the input group family G not fixed beforehand (and thus potentially
changing over time), Algorithm 3 will never perform more than a certain number of updates to the predictor f, and if it does
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perform that many updates then it will be approximately calibrated conditional on a/l measurable subsets of X’ (rather than
just the ones it explicitly performed updates on).

Lemma E.1. Ser o = %. BatchMulticalibrationV (Algorithm 3), when run on a function V that is monotonically
increasing and L-Lipschitz in its first argument, outputs a [1/m]-discretized predictor f that satisfies:
2«
Pr[f(x) =72 € Gl (V(1Yine) < = forally € [1/m],G 6. o)

Moreover, Algorithm 3 terminates in at most BTWZ iterations, where B = sup., (011 S(7,y) —inf, yej0.1) S(v,y) for S an
antiderivative of V', and if it runs for that long, the resulting predictor will satisfy (4) for all (measurable) regions G C X.

Proof. Denote by S an antiderivative of V', and define, similar to the proof of Theorem 4.3, the potential value at iteration ¢
of Algorithm 3 as:

= EIS(f().0) = B [S((@). Yl

Suppose that at round ¢, the algorithm finds a violation of its whi le loop condition for some G € G and v € [1/m]. Let
Qi ={x e X 2 €, f(x) =~} Viathe same calculations as in the proof of Theorem 4.3, we have that

Vi Yoy
2L

Yo )y
2L

(Vi Yo Py
2L ’

it — @ < Prlee Q(V(Y. Yo )l =) -
< Prlee (VO Yol =¥l -
< Prlee (Ll -l -

where we denote by +y; the unique point such that V' (v;, Yo, ) = 0 (it is the analog of I'(Y(,, ) in the proof of Theorem 4.3).
This argument is still valid as it rests on Lemma C.2, which requires properties of V' and S that are still satisfied here.

Now, just as in the aforementioned proof, we have by the monotonicity of V' (-, Y(,) that since the algorithm chooses
v = argmin. e/ V(7 Yo, )|, it must be that |y" — 47| < -, and so we obtain

L 1 )
Dpp1 — P < E EZEI;([Z € Qu]|V (7, Yq,)I"

Since the condition of the while loop demands that Pr,x[x € Q] |V (v, YQt)|2 > a/m, we get

L o
) - < — — ——,
bl "= m2  2Lm

4L?

AL” _TL
m m2

Setting o = , we then have &, — ¢, < —#, and thus, by telescoping, &7 — &9 < . Since by definition
B =sup, ,cpo,1) S(7:y) —inf, yeo,1 S(7, ), we also have &7 — @ > — B, and therefore " < BTmZ, providing an upper

bound on the number of iterations of the algorithm.
Importantly, in this argument we never referenced the actual definition of Q; (i.e. that Q; = {xr € X : z € G, f(x) =~})

— we only used that it satisfies the while loop condition, i.e. Proox[z € Q/]|V(7,Yo,)|* = a/m. Therefore, the

upper bound BTmQ on the total number of iterations in fact holds for any arbitrary sequence of regions @1, @3, . ..
where each (); C X is measurable with respect to the marginal data distribution over X. As a result, we know

2, . . . . .

that if BatchMulticalibration" does run for at least BTm iterations, then as soon as it finishes iteration
2 . . . . ., . . .

t = BTm, there will not exist any measurable () C X violating condition (4). Thus, no matter which group family

G BatchMulticalibration isrun on (and even if the group family were to change arbitrarily during the execution),
it will never update the predictor f more than BT’”Q times, concluding the proof. O
E.1. Convergence Analysis for the Joint Multicalibration Algorithm 2

Now we are ready to prove our convergence guarantee for the canonical Joint Multicalibration Algorithm 2. As
mentioned in Section 5, Algorithm 2 significantly generalizes the (mean, moment)-multicalibration algorithm of Jung et al.
(2021), leading to some key differences in the analysis.
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Notably, in our terminology, in their specific case the re-calibration of f! given f° can be cast as a single mean multicalibra-
tion subroutine using what they call a “pseudo-label” technique. At our level of generality, this does not work anymore as
we are forced to work with different id functions V_J, for I'" on each level set { f® = 7°}. This is why our inner for loop
iterates over the level sets of 0, re-calibrating f! using m separate invocations of the subroutine (fortunately, these can
actually be run in parallel, since f°’s level sets are disjoint). Even with this construction in hand, our potential function
argument from Section 4 does not easily port over: each level set { f° = 7%} can overlap with multiple level sets of T',
so the true property I'! will generally not admit a single scoring function on { f® = 4%} that could be used as a potential.
This is where our assumptions on the behavior of V,Yl0 with respect to 7" crucially enable us to show that, subject to f°
being sufficiently multicalibrated, using the proxy id VA}U on the level set { fO = ~°} will not cause the multicalibration
subroutines for I'! to fail to converge.

Theorem 5.6 (Guarantees of Algorithm 2). Consider any property I' = (%, T'!), with T'° elicitable and T elicitable
conditionally on T, whose id functions satisfy Assumptions 4.1, 5.2, 5.3, 5.4. Fix any group family G C 2% and discretization

0,2 1,2 070 2 1,2
m > 1. Set a° AL gnd o' = (L) . Leta — 8(LL,L ) L) ). Then, JointMulticalibration

(Algorithm 2) will outpu;nan (a®, al)- approxlmately (G, VO Vl) ]omtly multicalibrated U-predictor f = (f°, f1), via at

most % updates to f. Here, B := SUP., ye(0,1] S(v,y) —inf, yepo,1) S°(7, ) for SO an antiderivative of V°(~°,y)

wrt. v°, and B! = »Yorél[?;(m} (SUpy,ye[o,u Siu (v, y) —infy yep0.) S}/O (v, y)) for each Sio an antiderivative owalo (v4y)
wrt. v

B ® jterations if we set

Proof. Runtime: First, observe that the while loop in Algorithm 2 will stop after at most

ab = % Indeed, all invocations of BatchMulticalibration" on f° with the 1dent1ﬁcat10n function V° can be
pieced together into a single process that first multicalibrates f© with respect to G, then takes the resulting predictor and mul-
ticalibrates it with respect to G5, and so on until the stopping condition of the while loopin JointMulticalibration
is met. This is equivalent to a single run of Bat chMulticalibration where the group family is externally updated
from time to time: g‘f — gg — .= g? — .... But by Lemma E.1, this process cannot perform a total of more than

0,,2 . . . . . . .
B 70— updates on the predictor f 0. Since the predictor f° is updated at least once in each iteration of the while loop of

JointMulticalibration, this also bounds the number of iterations of the while loop.

Now, for each iteration of the while loop, we have m calls to Bat chMulticalibrationV as applied to all iden-

tification functions V1 for v € [1/m]. Again by Lemma E.1, each of them takes at most 2 updates to converge.
This follows directly from Assumption 5.4, which states that V.o (-, P) is L!'-Lipschitz and monotonlcally increasing for
all P € P (not just for P such that FO(P) = 70). Naively, running the subroutine m times, once for each level set of
f&_l, would amount to a total of m - BILTQ = B;"s iterations. But in fact, all these m invocations can be viewed as a
single invocation of Bat chMulticalibration" that updates the predictor f* for I'! using an identification function
V! defined as V, on each level set { ftoJr1 = ~%} (which is well defined since these level sets partition the domain X).

Therefore, there will be only at most B m across all these m invocations of BatchMulticalibrationV.
. . . . . 0, 2 1,2 0Opl, 4
Taking the above observations together, Algorithm 2 will therefore terminate after at most £ To— B I = B LJUB 17— updates

to £V and to f!, as claimed.

Multicalibration Guarantees: Now, we show that the predictors f2, f+ output at termination satisfy the conditions of

Definition 5.5 of approximate joint multicalibration.

By the stopping condition of the while loop, at termination we have for all v°, 4!, G that Pg{ [fr(z) = (Y°,41),z €
€

G] (VO(+°, Y(,YOW17g)))2 <%, 1mp1y1ng after dividing by Pryecx [z € G, f1(z) = '] that

a®/m
= Prlz € G, fr(z) =]

Pr [f2(x) = 1% € G, fh(x) =7'] (V°(1°, Yigo 1)) <

1
P forall G € G,7" € Range, .

&)
For every G € G and 7! € Range Lo summing this inequality over all at most m values v° € Range o We obtain that:
0

Pr [£0(z) — ~0 L) =~ (VOO Y )2 < @
Z zNI,;([ T(x) Y |x € G:fT('r) Y ] (V (7 y L(G0,y ))) = PrzeX[x €aq, f%(x) — ’YI}’

~0 €Range ;0
T

18



The Statistical Scope of Multicalibration

so the predictor f satisfies its joint multicalibration condition (1) of Definition 5.5.

Now we show that the predictor f1 for I'! satisfies its joint multicalibration condition (2). By construction, for each
0 0
A0 € [1/m] the function fL is equal to f;" in the region {z € X : f%(z) = 4°}. Since f;7 is output by the
0
corresponding call to BatchMulticalibration", by Lemma E.1 this guarantees for each G’ € G;7 = {G N{z €

¢

X : fO(x) =~°} : G € G} and for each 4! € [1/m] that Pl;([f%(x) =~lz €@ (leo (71,}17170/))) <« ", implying
2 1

that Procx[fr(z) = (v°,41), 7 € G] ( o (7, Y(q0, 41, G))) < 2 forall G € G.

Therefore, we have for all 70, v, G the bound

al/m

Vlo 1’Y 0 1 < . 6
| (7 Yo, ’G))| - \/Prxex[fT(l") =(",71),z € G ©

Vi

, the absolute value of the true identification
(Y50

But observe that we instead want to bound

) ("' Yig 0 0m))
function on this set. This is where we can make use of Assumption 5.3, which gives us L.-Lipschitzness of V,Ylo (,)asa

function of °, as well as Assumption 5.2, which gives us L2-anti-Lipschitzness of V°(?, -) as a function of 7°: we obtain
that

Vo (v o) Y@l S Voogy O Yiaom) = Vi (r Yoo y.00) 1 + Vo (7 Yigo0,0)l
< LCW — I (Y(Gﬁﬂﬁl)) |+ |Vv1° (fVlvy(voﬂl’G)N
< LeLg VO (4%, Yig 0 a0)| + V0 (V) Yo 41.6)]

a%/m al/m

Prlfr(@) = (00,0 €G] A Prlfr(@) = (00,90, € G’

< LI}

where the fourth step is by substituting in Inequalities 5 and 6.

From here, for all v°, !, G we have the bound

. (L Loxﬁ—l-\ﬁ)/\ﬁ
Vvl—\o(y(cnronl))(,y YG7 28 ‘ \/PI‘ fT ),Z € G]’

and after squaring both sides of the inequality, we obtain:

2
(L.LOVaP + Val)? /m
(Vrlomm »“““Gﬂ"””)) - Prlfr(@) = (%) €G]

forall 7%, +!, G.

Now multiplying both sides by Pg{ [f4(z) =~z € G, f2(x) = ~°] and noting that
TE

(LLOVAD +VaT)? < 2((LeL9)%a” + ) = 2((LLY)? - 4(L°)? 4+ 4(L")2) fm = 8((L°LOL.)? + (L')?)/m = o,

we get:
2
Pr [fr(z) = 'z € G, f2(x) =~°] | V2 (Y Yigroqn) | < a/m for all 1%, 4%, G.
sexT T ) A AL - Pl;([f%(x):'yo,xEG] T
T

For every G € G and 7° € Range £ summing this inequality over all at most m values v' € Range 1. We obtain that:

2 1
P Lip) = ~1 0 1 1y < o
) Z :EGI?‘([fT('T) v “IEG?fT('r) ] VFO(Y(G 0, 1))(7 ) (G,Vofyl)) = PI‘ [fr%(l’) :’YO,CUGG],
v eRangef% TeEX
so the predictor f4 satisfies its joint multicalibration condition (2) of Definition 5.5, thus concluding the proof. O
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F. Sequential Multicalibration

We now turn to the sequential adversarial setting, in which there is no underlying distribution, and our goal will be to
obtain approximate (G, V')-multicalibration (Definition 4.2) on the empirical distribution defined by the transcript 7 of an
interaction between the Learner and an Adversary. This generalizes sequential multicalibration for means and quantiles
studied by Gupta et al. (2022) to arbitrary elicitable properties. In fact, even for quantiles, we give a strengthening of the
result of Gupta et al. (2022) — they give an ¢, variant of calibration that makes use of “bucketing” in its conditioning event
— we give a bound on the same ¢5-notion of calibration we use for batch calibration, without any bucketing. Garg et al.
(2023) similarly obtain this guarantee for sequential mean multicalibration.

F.1. Setup and Preliminaries
F.1.1. THE SEQUENTIAL LEARNING SETTING

In the sequential setting, a Learner interacts with an Adversary in rounds ¢ = 1 to T as follows:

1. The Adversary chooses a feature vector x; € X and a distribution Y; € AY (possibly subject to some restrictions), and
reveals x; to the Learner.

2. The Learner makes a prediction p; € R.

3. The Adversary samples y; ~ Y; and reveals y; to the Learner.

The record of the interaction accumulates in a transcript 7 = { (x4, ps, ¥¢) }+_;. For any s < T and transcript 7, the prefix
of the transcript 7<° is defined as 7<° = {(x, ps, y¢) };_;. We write II<* for the domain of all transcripts of length < s.
A Learner is a collection of mappings (for each round ¢t < T') £; : II<* x X — AR, and an Adversary is a collection of
mappings A; : [I<t — X x AY, specifying their behavior given their observations thus far.

Now we can introduce our strong, ¢, definition of online multicalibration that we will then show how to achieve.
Definition F.1 (Online Multicalibration). Fix a transcript 7 = {(z¢, ps, y¢)}1_;. Let n(m, G) = |{t : 7, € G}| denote the
number of rounds containing a member of group G in 7, and n(w,vy, G) = |{t : z; € G,p: = ~}| denote the number of
rounds containing a group G in which the prediction p; was 7.

Fix 7, a collection of groups G, a property I', and an identification function V' for I'. We say that the transcript 7 is
a-approximately (G, V')-multicalibrated if for all G € G:
2
G % T
Zn(m% ) Z (v, yt) <

n(, G) n(my,G) | = “alm Gy

t:pe="y,T+E G
Remark F.2. Observe that this is exactly the definition of approximate multicalibration we gave in Definition 4.2, in which
the empirical distribution over 7 replaces the distribution D.

We can simplify the notion of multicalibration somewhat by canceling terms:
Observation 1. Fix a transcript 7, a collection of groups G, a property I', and an identification function V' for I'. For each
group G € G define the quantity:

2

KQ(G, 7'(') = Z m Z V(’Yayt)

tipr=",2:€G
Then 7 is a-approximately (G, V')-multicalibrated if Ko(G,7) < oT for all groups G € G.

In the online setting, our goal will be to control the growth of K5 (G, ) as the transcript is generated, for each G € G. The
following Lemma will be key:

Lemma F.3. Fix a partial transcript 1<% = {(24,ps,y:)}iZi and a one-round continuation (x4, ps,ys). Write 7<% =
7<% o (xs,ps, Ys) for the transcript extended by one round. Define:

R(,]T<83Ga7) = Z V(Py’ yt)

t<s:pr=r,2:€G
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Then for every G € G, if vy & G, we have:
Ky (G, w=%) — Kyo(G,w<%) = 0.
If xs € G and ps = v, we have:

1

K. S K Sy < -
H(Gm) G S s 5 )

2V (7,ys)R(m<*,G,7) + V(7,4s)?) -

Proof. If xs € G, then Ko(G,7=%) = Ko(G,7<%) by definition and we are done. Otherwise, if z; € G we can calculate:

KQ(G,’]TSS) — KQ(G,’/T<S)

2 2
1 1
= Vv,ye) | +V(nys) | — —F—=—~ V(v )
n(r<s,y,G) +1 t<s:p§,m€G n(r=*,7,G) t<s:p§,xt€G
2 2
1 1
—— Vvy) | +V(vys) | — e V(7. yt)
n<7r<57,7aG) t<s:pf;,$¢€G n(7T<s,’}/,G) t<s:pf;,w:€G
1
—— (2V y Is R <S7G7 Vv » Ys 2 .
e ey (2V (7, ys) R(m 1)+ V(r,5)°)
This concludes the proof. O

F.1.2. KEY TOOL: ONLINE MINIMAX MULTIOBJECTIVE OPTIMIZATION

For our online algorithm below, we will use the Multiobjective Optimization framework introduced by Lee et al. (2022).

Definition F.4 (Online Minimax Multiobjective Optimization Setting). A Learner plays against an Adversary over rounds
t € [T):={1,...,T}. Over these rounds, the Learner accumulates a d-dimensional loss vector (d > 1), where each round’s
loss vector lies in [—C, C]? for some C' > 0. At each round ¢, the Learner and the Adversary interact as follows:

1. Before round ¢, the Adversary selects and reveals to the Learner an environment comprising:

(a) The Learner’s and Adversary’s respective convex compact action sets X'*, ¥ embedded into a finite-dimensional
Euclidean space;

(b) A continuous vector valued loss function £(-,-) : X* x Y* — [—C, C]%, with each £5(-,-) : X' x Y* — [-C, C]
(for j € [d]) convex in the 1st and concave in the 2nd argument.

2. The Learner selects some z¢ € X*.
3. The Adversary observes the Learner’s selection x?, and responds with some 3¢ € V¢,

4. The Learner suffers (and observes) the loss vector ¢*(zt, y").

The Learner’s objective is to minimize the value of the maximum dimension of the accumulated loss vector after 7'
rounds—in other words, to minimize: max;e(a) > e p) &5 (2", y*).

A key quantity in the analysis of the Learner’s performance in the online minimax multi-objective optimization setting is the
Adversary-Moves-First value of the stage games at each round ¢ of the interaction — i.e. how well the Learner could do if
(counter-factually) she knew the Adversary’s action ahead of time.

Definition E.5 (Adversary-Moves-First (AMF) Value at Round ¢). The Adversary-Moves-First value of the game defined by
the environment (X', Yt, ¢*) at round ¢ is:

t . toot ot
wYy = sup min | max/?;(x )
A ytegt zte Xt (je[d] J( Y )
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We can measure the performance of the Learner by comparing it to a benchmark defined by the Adversary moves first values
of the games defined at each round.

Definition F.6 (Adversary-Moves-First (AMF) Regret). On transcript ¢ = {(X'%, V%, %), 2% y*}! _,, we define the Learner’s
Adversary Moves First (AMF) Regret for the j" dimension at time ¢ to be:

t t

Ri(n') == ij(xs,ys) - ng
s=1 s=1

The overall AMF Regret is then defined as follows: R'(7*) = max;¢q RS-

Lee et al. (2022) show that in any online minimax multiobjective optimization setting, the following Algorithm 4 obtains
diminishing AMF regret.

Algorithm 4 General Algorithm for the Learner that Achieves Sublinear AMF Regret

for roundst =1,...,7 do
Learn adversarially chosen X', )¢, and loss function £¢(, -).

exp (n 0] 65(a%,y%))
2 ie(a ©XP (77 S £, yS))

Play z! € argmin max Z X; éﬁ(w,y)
reXt YEY? p=y)

Let X; =

for j € [d].

Observe the Adversary’s selection of y* € V.
end for

Theorem F.7 (AMF Regret Guarantee of Algorithm 4 (Lee et al., 2022)). For any T' > Ind, Algorithm 4 with learning rate
n= \/% obtains, against any Adversary, AMF regret bounded by: RT < 4C\/T1nd.

F.2. Canonical Algorithm for Sequential Multicalibration

In the rest of this section, we show how for any bounded and continuous elicitable property I with a Lipschitz identification
function V, and for any finite group structure G, the problem of obtaining diminishing (G, V')-multicalibration error in
the sequential adversarial setting can be cast as an instance of online minimax multiobjective optimization, and so can be
solved with an appropriate instantiation of Algorithm 4 with multicalibration error bounds following from an appropriate
instantiation of Theorem F.7.

Assumptions Throughout this section, we fix a continuous elicitable property I" with a bounded range, which we w.l.0.g.
rescale such that Range. = [0, 1]; and we also fix an identification function V" for I'. Moreover, we will assume that the
label space Y = [0, 1].

In our current online setting, we need to make two continuity assumptions on the identification function V' in relation to the
Adversary’s play. Our first assumption is a weaker version of the batch Assumption 4.1. Namely, we will assume that the
Adversary’s chosen distributions Y; in every round ¢ are such that V' (-, Y;) is Lipschitz in the Learner’s prediction, but we
do not assume anything about the magnitude of the individual Lipschitz constants in each round: only that they exist, and
that their average value over all rounds is bounded by some L.

Assumption F.8 (Average Lipschitzness of V' in the Learner’s Action). Assume that at each round ¢, the Adversary’s label
distribution Y; is such that the identification function V' for property I" is L;-Lipschitz for some L; < oo:

V(v Y:) = V(Y,Y)| < Li|y —4'| forall~,~'.

‘We make no assumption about the individual Lipschitz constants L;, but assume that their average value is bounded by L:

1 T
TZLt <L
t=1
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Our second continuity assumption on V' requires that, holding the Learner’s play fixed, V' should be appropriately piecewise
uniformly continuous in the Adversary’s choice of label. Intuitively, this assumption’s main function will be to ensure that
the Adversary’s action space is compact and finite-dimensional (thus satisfying the technical requirements of the online
minimax multiobjective framework on the Adversary’s action space), up to an arbitrarily small error.

Assumption F.9 (Either the Adversary Plays Finite-Support Distributions, or V' Is Piecewise Uniformly Continuous in the
Adversary’s Action). We assume that either the Adversary’s distributions Y; are finite-support in all rounds ¢, or otherwise
the following condition on V' must hold:

Fix any integer discretization parameter m > 1 for the Learner’s play. Then, we assume that fixing any v € [1/m], the
function V' (7, ) : ) — R is piecewise uniformly continuous in the Adversary’s action, in the sense that there exist finitely
many points 0 = §; < dy < ... < dpr+1 = 1 such that the function V' (, -) is uniformly continuous on each subinterval
((Si, 5i+1) foralli=1... M.

We now introduce our canonical algorithm, and prove its guarantees subject to Assumptions F.8 and F.9.

Algorithm 5 OnlineMulticalibration(G, V, m)

Initialize an empty transcript 7=0.
forroundst =1,...,T do
Observe the Adversary’s chosen feature vector x;.
Define the loss function ¢* : [1/m] x G — R!9! such that for each G € G:

1 2
th(’Yta yt) = Z ]]-[xt € Garyt = 7] ! m (2‘/(7; yt)R(ﬂ-<t7 G7’Y) + V(’Y? yt) ) )

v€E1/m]
where:
R(x<',G.y) = > V(...
s<t:ps=7,rs€G
exp (77 PORLA(S ys))
Let Xk forG € gG.

- t—1 S S S
Saegexp (13001 0 (0%, y))
Let P' € argmin max Z E [xg-la(py)].

peaf/m] Y LGP
Sample p; ~ P! and make prediction p;.
Observe the Adversary’s selection of ;.
Update the transcript 7<f = 7511 o (2, pg, ).
end for

Theorem F.10 (Algorithmic Guarantees for Sequential Multicalibration). Fix any finite collection of groups G and any
bounded elicitable property T with Ranger- = [0, 1] and with a bounded identification function V satisfying |V (v,y)| < C
for all ~,y. Suppose that the Adversary chooses a sequence of distributions that together with V satisfy Assumption F.8
with Lipschitz constant L, and Assumption F.9. Then for any m > 0, and any T > max{ln |G|, 3m}, there is a randomized
algorithm for the Learner (Algorithm 5) that chooses amongst m discrete predictions at every round and that (together
with the Adversary) induces a transcript distribution after T' rounds that produces a transcript satisfying a-approximate
(G, V)-multicalibration for:

2mC?In [L
S 20L+ m n’Vm-‘ +1202 1H|g|

Blo] <=, T T

3

Taking m = © (\/T) this gives:

2
Eja] < O \/max{lnTT,ln|Q|}
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Proof. We embed our learning problem into the online minimax optimization setting so that we can apply Theorem F.7.
First, what are the Learner’s and the Adversary’s strategy spaces? We now define them, and show that both of these are
convex, compact and finite dimensional sets as required.

At each round we let the Learner’s strategy space be A[1/m], the simplex of probability distributions over predictions ~;
discretized at the granularity of 1/m. This clearly is a convex, compact, and finite-dimensional space.

For the Adversary’s strategy space, we would have wanted it to be the set of all probability distributions over ), but that
would not be compact or finite-dimensional; so instead we assume that in each round ¢, the Adversary’s strategy space is
the (convex, compact and finite-dimensional) set of all distributions over )) = [0, 1] supported on at most some (arbitrary
and unspecified) finite number N; of points in [0, 1]. (To be clear, our algorithm below does not need to know Ny, nor
will it be included in the performance bounds for it.) Recalling Assumption F.9, we easily see that this is without loss
of generality, up to an arbitrarily small error term ¢ > 0. Indeed, for any distribution Y; € A}, this assumption lets us
find, for any € > 0, a finite-support distribution Y, (supported over sufficiently many points) such that for any v € [1/m)],
| Eyov,[V(v:9)] —E, 5, [V (7,9)]| <e. (Which would have its support consist of the points é; from the assumption, plus
sufficiently many discretization points inside each interval (d;, d;41).)

Next, we need to define the loss function ¢* used at each round. We take the dimension of the loss function to be d = |G| —
with a coordinate devoted to each group G € G. Suppose at round ¢, the Adversary has chosen feature vector z; (which,
recall, is shown to the Learner before she must make a prediction). Then we define the loss vector ¢t as follows. For each

Geg:

. . . . 2
¢ _ 1. 1 il <t q. X -
éG(AIgt’n)’;"'Alg,ytNYt ZEZ} [1 |:$Ct S G,’yt - m:| n (7r<t7 #7G) <2V (mayt> R (7T 7G7 m) +V (mvyt> >] )

[m

where Alg, € A[1/m)] is the distribution over predictions chosen by the Learner, and Y; is the label distribution chosen by
the Adversary. By linearity of expectation, this loss function is linear in the actions of both players, and so in particular is
convex-concave as required. By the boundedness of V, the definition of R, and the fact that 1 [:Et € G,y = i] =1 for
exactly one value of 4, this loss function takes values in [~C", C'] as required, for C’ < 3C2.

Next, we need to upper-bound the Adversary-Moves-First value of the game at round ¢:
i

wd =sup min  max E E 1|z € Gyyp = —
Y, Alg,€A[X] GEG vi~Alg, yi~Y: m

2V (5 ) R(n<", G, ) + V(sp i)

n(m<t A Q)

’m?

1€[m]

To bound w}*, consider what the Learner should do if the Adversary goes first, revealing the true label distribution Y;. The
Learner then knows the true property value v;° = T'(Y;), so if she could play v; = 7, this would ensure that V' (v, Y;) = 0,
implying that

A (VO w)? C?
wi = < .
n(r<t, v, G) ~ n(r<t, 9, G)

The Learner cannot generally play 7, (since it may not be a multiple of 1/m and hence not in her strategy space), but she
can select the discrete point v € [1/m] that is closest to ~; (in particular, this vy, will satisfy |y; — v¢| < --). With this
action, the Learner will achieve 0 loss in all coordinates corresponding to groups G such that z; € G (since for each of these
coordinates, the indicator 1[z; € G,y = #] = 0 for all ). Thus, it remains to consider the coordinates corresponding to

groups G such that z; € G. Let i be such that v, = i/m. Then, the indicator 1[x; € G,y = %n] = 1, so the loss value in
this coordinate can be bounded as:

1 i i i 2
S ) 7 (i <t g = -
n(77<t,#,G) ( V(m’yt)R(7T 7G’m) +V(m’yt> )

where we used that E,,, .y, [V (77, v:)] = 0, that |y, — 77| < X, and that V (-, Y;) is L;-Lipschitz by Assumption F.8.

= m’

2CL, C?
<

E ,
m 71(7r<t,£,G)7

yr~Ye

This latter expression thus serves as an upper bound on the AMF value w;*. With this bound in hand, we can now apply
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Theorem F.7 to conclude that Algorithm 4 obtains the following AMF regret bound:

1
max

T

1

— E 7(21/ ,y) R (7<%, G, V (v, 2)
cec T ;%Mug“ywyt {n(ﬂ<t’%7G) (Ve Ye) (7T ’Yt) +V (7, yt)

T
1 2CL, Cc? 5 [In|g|
12 —_—
GegT;( m +n(7r<t,'yt,G))+ ¢ T

IN

=

I

"
\

2CL 1 Cc? In |G|
< = s 12C?
- m +Iélg§T;n(7r<t,%,G) +
n(7r< ,V,G)
2CL c? In |G|
= == - = | + 120?22
el ol U DIEDY RO
vE[l/m]  t=1
[T/m]
2CL  C? In|g|
< =4 = 1202 ——
- m T fz::l t + T
20L  2mC*In[L 1
S c + m n [m—‘ 1202 n |g| ,
m T T
where the second inequality uses our Lipschitz Assumption F.8, the equality uses that n(7<, L G) = n( L G)+1
on any round ¢ in which 2, € G and ; = %, and the second-to-last inequality uses that Z’yé[l Jm] n(r<T,v,G)=T.
By Lemma F.3, this implies that for all groups G € G, their miscalibration error is bounded as:
T 2 T
2CL  2mC?In L] In |G|
EIK — E K <t\ _ K <t < m 12 2
oG] = Y[R (6r) Ko (6r°)] < X+ 2] oy [
which completes the proof. O

G. Formal Statements of Results in Section 6
G.1. Joint Multicalibration of Bayes Risks

Consider any Bayes pair (I, ['Z) with respect to a strictly consistent scoring function S(v, ). As in Section 5, we assume
that Range. C [0, 1] and Ranger.s C [0, 1]. To show that Bayes pairs are jointly multicalibratable, we will need to set up
several assumptions on the scoring and identification functions associated with (I', T'Z), in order to ensure the satisfaction of
Assumptions 4.1, 5.2, 5.3, and 5.4 that the generic joint multicalibration result of Section 5 relies on.

To satisfy Assumption 4.1, we assume that the property I' has an identification function V' that is strictly increasing and
L-Lipschitz in its first argument. To satisfy Assumption 5.2, we additionally assume that V'(-, P) is L,-anti-Lipschitz for
Pcp.

Now note that for all v € Ranger., the Bayes risk I'? by definition satisfies T'Z(P) = S(v, P) on the level set {P € P :
['(P) = 7} of T. As aresult, the identification function for the Bayes risk I'? on the level set {P € P : I'(P) = 7} can be
simply taken to be:

V'yB(’vay) = ’yB - 5(773/)

for all v2,y € [0, 1]. Taking the expectation over any P € P, we can thus write the expected conditional identification
function of I'? conditioned on I' = ~y as V.2 (v2, P) := 4% — S(v, P).

To satisfy Assumption 5.3, we need to enforce the Lipschitzness of V,YB be Lipschitz with respect to its subscript . To do so,
we assume that the scoring function S for the Bayes pair (I', '?) is Lg-Lipschitz in its first argument. For any v” and any
P, this lets us write [V, (v7, P) — V., (v", P)| = |S(y/, P) — S(v, P)| < Ls|y —+/|, implying that V.? is Ls-Lipschitz
in 7.
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Finally, we verify Assumption 5.4 of Section 5. Note that the identification function VWB (-, P) for the Bayes risk I'? is
well-defined for every € [0, 1] and P € P, even when I'(P) # ~. Furthermore, V.2 (v2, P) is linear in v7 with slope 1.
Thus, VVB (-, P) is strictly increasing and, in fact, 1-Lipschitz for v € [0, 1] and P € P, as desired.

With all requisite assumptions on the scoring and identification functions for I" and I'? satisfied, we can now invoke
Theorem 5.6 to obtain the following joint multicalibration guarantees for Bayes pairs:

Theorem G.1 (Bayes Pairs Are Jointly Multicalibratable). Consider any Bayes pair (I',T'B) with respect to a strictly
consistent scoring function S. Let V be an identification function for I'. Assume that: (1) The scoring function S is
Lg-Lipschitz in its first argument; (2) V is strictly increasing, L-Lipschitz and L, -anti-Lipschitz in its first argument.

. . . . 2
Pick a discretization factor m > 1. Set a® = £~ gnd ot =

= 2= 4 Letal = £((LL,Ls)?* +1). Givenany G C 2%,
instantiate JointMulticalibration (Algorithm 2) using the id function V for T, and the id function collection VB
for T'B, such that Vfg(vB7 P):=~B — S(v, P) forall v,v% €[0,1], P € P.

Then, Algorithm 2 will output an (g 3 ((LL.Ls)? + 1)) -approximately (G, V,VB)-jointly multicalibrated predictor

m ’m

f=(f° fY) for (U, TB), in at most O (%) updates’ to the joint predictor f.

G.2. Joint (Quantile, CVaR) Multicalibration

By itself, the CVaR is not sensible for calibration. Using our Theorem 3.4, this follows automatically from a well-known
negative result of Gneiting (2011), who showed that CVaR; is not elicitable as it has nonconvex level sets for various simple
distribution families P.

Fact 3 (CVaR, has nonconvex level sets (Gneiting, 2011)). For any 7 € [0, 1], CVaR, has nonconvex level sets relative to
any class P of distributions over some interval I C R that includes the finite-support distributions, or the finite mixtures of
compact-support distributions with well-defined PDF.

On the positive side, as an easy corollary of Theorem G.1, we obtain our next result that the pair (quantile, CVaR) can be
jointly multicalibrated. To be able to apply Theorem G.1, it suffices to identify a strictly consistent scoring function S, for
which the pair (7-quantile, CVaR ;) for any 7 € [0, 1] is a Bayes pair, and then obtain the Lipschitz constant for .S, as well
as the Lipschitz and anti-Lipschitz constants for a strictly increasing identification function V.. for the T-quantile.

And indeed, it is well-known (see e.g. Example 1 in Embrechts et al. (2021)) that (7-quantile, CVaR ;) is a Bayes pair for a
scoring function S, that is the rescaled (by a factor of ﬁ) pinball loss:

Fact 4 ((T-quantile, CVaR) is a Bayes pair). Fix any 7 € [0,1] and let " := ¢, be a 7-quantile, and I'® := CVaR, be
the 7-CVaR. Then (I',I'B) is a Bayes pair with respect to the strictly I'-consistent scoring function S, defined, for all
v,y € [0,1], as:

S-(v,y) =+ (Y =)+

1—71

where we have denoted (u) = max{u,0}.

To bound the Lipschitz constant of S, note that its derivative in the first argument is %;”’) =1y <~v]— Z1Jy > 1]

1-7
asf(v*,y*)‘ — max{1, =

Thus S has Lipschitz constant Ls, < sup,. . 5y B g

Now we need to settle on a strictly increasing (in the first argument) identification function V, for the 7-quantile g,
and investigate its Lipschitz properties. Specifically, let us use the standard quantile id function defined as V. (y, P) :=
Pry.ply <~] — 7 forall v and all P € P. Evidently, V.(-, P) is just the CDF of P shifted by 7. Thus, by assuming that
all distributions in P have a strictly increasing CDF, we ensure that V. is strictly increasing in .

To conveniently quantify the Lipschitzness of V., assume that it is differentiable in ~: this is equivalent to all P € P
having a well-defined PDF pdf p, which will then be the derivative of V. (-, P): namely, %ﬁ = pdfp (7). Therefore,
enforcing a Lipschitz and an anti-Lipschitz constant on V; simply translates to assuming an upper and a lower bound on

m*

>Specifically, Algorithm 2 will perform at most R~ R™ 7 updates on the predictor f, where we have denoted R~ =

sup S — inf S and R™ = % max su B_g 2_  inf B_g 2.
p S(v,vy) (7, y) 3 p (v VY v v,y

~,y€[0,1] 7:y€(0,1] YE[/m] \ 4B yelo,1] vB,y€l0,1]
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the PDF of the distributions in the underlying family P. Indeed, if we now assume that for all P € P, the PDF satisfies
0 < M; <pdfp(y) < My < coforally € [0, 1], this gives us that V.. is Ms-Lipschitz and M;-anti-Lipschitz.

Plugging the above Lipschitz and anti-Lipschitz bounds on S- and V. into Theorem G.1, we thus obtain the following joint

(quantile, CVaR) multicalibration result:

Theorem G.2 (Joint Multicalibration of (7-quantile, CVaR;)). Fix any constants 0 < My < My, and take any family P of

probability distributions over [0, 1] such that each P € P has a strictly increasing CDF and a well-defined density function

pdfp satisfying My < pdfp(y) < M, forall y € [0, 1].

Fix any target coverage level T € [0, 1], and any group structure G C 2% on the dataset. Pick a discretization m > 1. Set
2

a¥ = % and o' = L. Let ol = B ((MyMymax{1,7/(1—7)})*+1).

Then, by appropriately instantiating JointMulticalibration (Algorithm 2), we can compute a

AMZ 8 ?
( z - ((Ml M5 max {1, 1; }) + 1)) — approximately jointly G-multicalibrated predictor
m 'm -7

f=(f° f1) for the pair (T-quantile, CVaR.), after at most O (%) updates to the joint predictor f.

G.3. Most Distortion Risk Measures Are Not Sensible for Calibration

We begin by formally stating the result of Kou & Peng (2016) and Wang & Ziegel (2015) that we will use. It shows that out
of all distortion risk measures, the only ones that have convex level sets across the family of all finite-support distributions
are: (1) means, (2) quantiles, and (3) two other risk measures which are quantile variants; here are the corresponding
definitions.

Definition G.3. Consider any family P of probability distributions. For any distribution P € P, let its CDF (which need
not be strictly increasing or continuous) be denoted F'p. We define the following distributional properties over P:

1. Forany 7 € [0, 1], the 7-quantile is defined by:

¢-(P)=inf{y: Fp(y) > 7} for P €P.

2. Forany 7 € [0,1] and ¢ € [0, 1], define the property:
@t (P):=c-inf{y: Fp(y) > 7} + (1 —c)-inf{y : Fp(y) > 7} forP e P.
3. Forany 7 € [0, 1] and ¢ € [0, 1], define the property:
67 o(P) :=c-inf{y: Fp(y) > 0} + (1 —¢) -inf{y : Fp(y) =1} for P eP.
Observe that (1) qic is just a convex combination of the 0% quantile and the 100% quantile of the distribution; and (2) q;c

in fact is (for all ¢ € [0, 1]) the 7-quantile subject to the CDF Fp being strictly increasing.

Kou & Peng (2016) showed that distribution means, together with the three (parametric) properties listed in Definition G.3,
are the only distortion risk measures with convex level sets. The proof of this result was then simplified and refined by Wang
& Ziegel (2015), who showed that it holds even over the family of distributions supported on at most 3 points.

Theorem G.4 (On Distortion Risk Measures with Convex Level Sets (Kou & Peng, 2016; Wang & Ziegel, 2015)). Let
‘P; be the set of all probability distributions supported on at most 3 real-valued points. Let Py be the set of all bounded
distributions over the reals with a well-defined PDF. Let P be any family of distributions over the reals such that either
P 2 Pj’, or P 2 Pbd-

Consider any distortion risk measure I' : P — R. Then, I" violates the convex level sets assumption on P, unless it is one of
the following distributional properties:

1. The distributional mean;
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2. A T-quantile q,, for some T € [0, 1];
3. The property q;c, for some T, ¢ € [0, 1];
4. The property qic, for some T, ¢ € [0,1].
Now, our Theorem 3.4 lets us immediately conclude that for any P as in Theorem G.4, no distortion risk measure — other

than means, quantiles, or the two parametric properties q;C or qg,c — is sensible for calibration over any 7P-compatible
family of dataset distributions D that includes all the P-compatible 2-point dataset distributions. To formally restate this:

Theorem G.5 (Sensibility for Calibration for Distortion Risk Measures). Let P; be the set of all probability distributions
supported on at most 3 real-valued points. Let Py, be the set of all bounded distributions over the reals with a well-defined
PDF. Let P be any convex space of distributions over the reals such that either P O Pz, or P 2O Phpq.

Consider any distortion risk measure I' : P — R, and any family D of P-compatible dataset distributions that includes all
the P-compatible 2-point dataset distributions.

Then T is not sensible for calibration over D, unless I is one of the following distributional properties:

1. The distributional mean;
2. A T-quantile q,, for some T € [0, 1];
3. The property q;c, for some T,c € [0, 1];

4. The property q2 ., for some 7, c € [0, 1].
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