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Abstract

Key Point Analysis (KPA) is originally for sum-001
marizing arguments, where short sentences con-002
taining salient viewpoints are extracted as key003
points (KPs) and quantified for their prevalence004
as salience scores. Recently, KPA was applied005
to summarize reviews, but the study still relies006
on sentence-based KP extraction and match-007
ing, which leads to two issues: sentence-based008
extraction can result in KPs of overlapping009
opinions on the same aspects, and sentence-010
based matching of KP to review comment can011
be inaccurate, resulting in inaccurate salience012
scores. To address the above issues, in this pa-013
per, we propose Aspect-based Key Point Anal-014
ysis (ABKPA), a novel framework for quanti-015
tative review summarization. Leveraging the016
readily available aspect-based sentiment anal-017
ysis (ABSA) resources of reviews to automati-018
cally annotate silver labels for matching aspect-019
sentiment pairs, we propose a contrastive learn-020
ing model to effectively match KPs to reviews021
and quantify KPs at the aspect level. Espe-022
cially, the framework ensures extracting KP of023
distinct aspects and opinions, leading to more024
accurate opinion quantification. Experiments025
on five business categories of the popular Yelp026
review dataset show that ABKPA outperforms027
state-of-the-art baselines. Source code and data028
are available at: https://anonymous.4open.029
science/r/ABKPA-A233030

1 Introduction031

Summarization of user reviews on the online mar-032

ketplace has become essential both for businesses033

to improve their product and service qualities and034

for customers to make purchasing decisions. Al-035

though the star ratings aggregated from customer036

reviews are widely used to measure quality of ser-037

vice for business entities (McGlohon et al., 2010;038

Tay et al., 2020), they can not explain specific de-039

tails to achieve business intelligence and informed040

decisions. Early studies on review summarization041

focus on textual summaries that only represent 042

the major opinions in reviews (Dash et al., 2019; 043

Shandilya et al., 2018) but ignore the minority opin- 044

ions and fail to quantify the opinion prevalence. 045

Recently, the quantitative view was introduced 046

to review summarization under the novel frame- 047

work named Key Point Analysis (KPA) (Bar-Haim 048

et al., 2020a,b, 2021). KPA studies were initially 049

extractive and developed for argument summa- 050

rization (Bar-Haim et al., 2020a,b), and are then 051

adapted for business reviews (Bar-Haim et al., 052

2021). KPA consists of two subtasks, namely Key 053

Point extraction, which extracts salient sentences 054

as KPs, and Key Point Matching, which quantifies 055

the prevalence of KPs as the number of matching 056

comments in reviews 1. More recent KPA studies 057

used abstractive summarization models to generate 058

salient KPs (Kapadnis et al., 2021; Li et al., 2023a). 059

Whether extractive or abstractive approaches, 060

existing KPA studies still perform KP extraction 061

and matching at the sentence level, which has two 062

major issues. First, the extracted KPs (i.e., short 063

sentences) can contain redundant opinions on the 064

same aspect. Subsequently, with both comments 065

and KPs containing multiple opinions, sentence- 066

based matching of KPs to comment then becomes 067

ineffective and results in inaccurate quantification 068

for KP prevalence. 069

To address the two above issues, we propose 070

Aspect-based Key Point Analysis (ABKPA), a 071

novel KPA framework for quantitative review 072

summarization. ABKPA comprises two key 073

components: Aspect-based KP extraction and 074

Aspect-based KP Matching. First, leveraging 075

the fine-grained aspect-based sentiment analysis 076

(ABSA) (Pontiki et al., 2016; Wan et al., 2020; 077

Zhang et al., 2021; Miao et al., 2020), ABKPA 078

extracts KPs containing the opinion for a single 079

aspect, free of redundancy. Next, leveraging ABSA 080

1A comment is a senence in reviews

1

https://anonymous.4open.science/r/ABKPA-A233
https://anonymous.4open.science/r/ABKPA-A233
https://anonymous.4open.science/r/ABKPA-A233


Table 1: An example showing the summary output of ABKPA and sentence-based KPA (Bar-Haim et al., 2021).
Given (a) The input comments, we exemplify and compare the output of (b) sentence-based KPA and (c) ABKPA. In
(b) and (c), the columns “Matched comments” and “Quantity" illustrate matching KPs to comments and quantifying
KPs in the summary.

(a) The input comments. Each box represents a review containing several comments

Review Comments (review sentences)

1 1.1: The service is great and the staff is friendly and engaging.
1.2: The food is excellent but the portion is quite small and quite expensive.

2 2.1: The food has great taste but very small portion and the service is slow.

3 3.1: The service was good and the food was delicious.
3.2: Staff is friendly and attentive.

4 4.1: Food was excellent and delicious.
4.2: Service and staff are excellent.

. . . . . .

(b) Sentence-based KPs and their salience score (Bar-Haim
et al., 2021, 2020a) output. Note that a commment can only
be matched with one KP on of highest confidence.

Key points Matched
Comments

Salience
score

KP1: Service and staff are ex-
cellent.

1.1 1

KP2: Service was prompt and
friendly. (redundant)

3.1 1

. . . . . . . . .
KP3: Small and overpriced
portion.

1.2 1

KP4: Small food portion and
slow service. (redundant)

2.1 1

. . . . . . . . .

(c) ABKPA KPs and their salience score. ABKPA ensures retriev-
ing single-aspect key points with better opinion quantification
specific to every comment’s aspect

Key points Matched
Comments

Salience
score

KP1: Food was excellent and de-
licious.

1.2; 2.1; 3.1 3

KP2: Service was prompt and
friendly.

1.1; 3.1 2

KP3: Staff is friendly and atten-
tive.

1.1 1

. . . . . . . . .
KP4: Small and overpriced por-
tion.

1.2; 2.1 2

KP5: Service was poor and slow 2.1 1
. . . . . . . . .

predictions for automatic annotation of silver labels081

for matching aspect-sentiment pairs, we design a082

contrastive learning model for better representation083

of opinions in KPs and comments, which leads to084

more accurate salience scores for quantifying KPs.085

Table 1 presents a comparison between ABKPA086

and sentence-based KPA (Bar-Haim et al., 2020a,087

2021). As an example, consider the long comment088

“2.1: The food has great taste but very small portion089

and the service is slow.”. In Table 1b, sentence-090

based KPA, applying the supervised matching091

model at the sentence level, can only match this092

comment to one KP “KP4: Small food portion and093

slow service”, missing the “great taste” opinion on094

the “food” aspect of the comment. On the other095

hand, ABKPA, leveraging fine-grained ABSA to096

perform KPA at the aspect level, can identify and097

match every opinion expressed on the “food" and098

“service" aspects of the comment to single-aspect099

KPs, “KP1”, “KP4” and “KP5” correctly, as shown100

in Table 1c. Nevertheless, with both comments101

and KPs containing opinions on multiple aspects,102

sentence-based KPA also becomes ineffective and103

results in inaccurate KP prevalence. For instance,104

in Table 1b, sentence-based KPA falsely map com-105

ment “1.1” and “3.1” with two overlapping KPs: 106

“KP1” and “KP2”, while both contain duplicate 107

opinions on the same “service” aspect. 108

Our main contributions are: (1) We pro- 109

pose Aspect-based Key Point Analysis (ABKPA), 110

a novel summarization framework for reviews. 111

ABKPA addresses the KPA shortcomings in 112

sentence-based KP extraction and matching, which 113

extract KPs with overlapping opinions and falsely 114

match KPs to long review comments containing 115

multiple opinions. (2) Core to ABKPA is the use 116

of a fine-grained ABSA model to extract aspect- 117

focused KPs without redundancy. (3) Importantly, 118

using fine-grained ABSA tagging to automati- 119

cally generate and annotate silver labels for aspect- 120

sentiment matching examples, we employed con- 121

trastive learning and devised an aspect-based KP 122

Matching model for more accurate KP quantifica- 123

tion on reviews. 124

2 Related Work 125

Based on the form of summaries, review summa- 126

rization studies can be broadly grouped into three 127

classes: aspect-based structured summarization, 128

textual summarization, and key point analysis. 129
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2.1 Aspect-based Structured Summarization130

Early studies in the Data Mining community ap-131

plied aspect-based sentiment analysis (ABSA) to132

extract, aggregate, and quantify opinions in reviews133

in the form of noun phrases (e.g., food, price, ser-134

vice) and positive and negative sentiment of the re-135

viewed entity (Hu and Liu, 2004; Ding et al., 2008;136

Popescu and Etzioni, 2007; Blair-Goldensohn et al.,137

2008; Titov and McDonald, 2008). While these138

studies give basic quantification for reviews in139

terms of aspects and their sentiment, they lack tex-140

tual explanation for the opinion details.141

2.2 Textual Summarization142

Document summarization is an important topic in143

the Natural Language Processing community, aim-144

ing to produce concise textual summaries capturing145

the salient information in source documents. While146

extractive review summarization approaches use147

surface features to rank and extract salient opinions148

for summarization (Mihalcea and Tarau, 2004; An-149

gelidis and Lapata, 2018; Zhao and Chaturvedi,150

2020), abstractive techniques use sequence-to-151

sequence models (Chu and Liu, 2019; Suhara et al.,152

2020; Bražinskas et al., 2020b,a; Zhang et al., 2020)153

to generate review-like summaries containing only154

the most prevalent opinions. Recently, prompted155

opinion summarization leveraging Large Language156

Models (LLMs) was applied to generate fluent and157

concise review summaries (Bhaskar et al., 2023).158

Still none of the existing studies focus on present-159

ing and quantifying the diverse opinions in reviews.160

2.3 Key Point Analysis161

Originally developed to summarize arguments (Bar-162

Haim et al., 2020a,b), KPA was later applied to163

summarize and quantify the prevalence of opin-164

ions in reviews (Bar-Haim et al., 2021). Existing165

work on KPA for reviews has two major shortcom-166

ings. First, extraction of KPs relies on supervised167

models to identify short sentences with high ar-168

gument quality as KPs, and such sentence-based169

extraction makes KPs often contain multiple and170

redundant opinions. Secondly, due to supervised171

training for the comment-KP matching model, de-172

spite containing multiple opinions, each comment173

is often mistakenly matched to a KP, leading to174

inaccurate quantification for KPs.175

More recent research aims to generate high-level176

abstractive summaries for KPA. One class of stud-177

ies (Cattan et al., 2023) is focused on structuring the178

KPs from extractive KPA as a hierarchy. Another 179

class of studies is focused on abstractive summa- 180

rization for KP generation (Kapadnis et al., 2021; 181

Li et al., 2023b); an abstractive summarization 182

model is employed to generate KPs either from 183

each argument (Kapadnis et al., 2021), or by sum- 184

marizing a cluster of arguments grouped by a com- 185

mon theme (Li et al., 2023b). None of the recent 186

studies focus on the core issues of KP redundancy 187

KPs and inaccurate quantification for KPs. 188

3 Aspect-based Key Point Analysis 189

As discussed earlier, there are two core issues in the 190

current KPA studies, namely redundant KPs and 191

inaccurate quantification for KPs. To address these 192

two issues, we propose the ABKPA framework for 193

aspect-based key point analysis of reviews. Fig- 194

ure 1 illustrates the training and inference stages of 195

our ABKPA framework. ABKPA mainly leverages 196

aspect-based sentiment analysis (ABSA; (Pontiki 197

et al., 2016; Wan et al., 2020; Zhang et al., 2021) for 198

Aspect-based KP Extraction of KPs with distinct 199

aspects (Section 3.1) and aspect-based KP Match- 200

ing (Section 3.2) for more effective comment-KP 201

matching through contrastive learning for more 202

effective fine-grained opinion representations. No- 203

tably, to bootstrap contrastive learning, we employ 204

ABSA to automatically annotate aspect-sentiment 205

pairs with silver labels for matching (Section 3.3). 206

3.1 Aspect-based KP Extraction 207

We address the issue of redundant opinions in KPs 208

from short comments through aspect-based KP ex- 209

traction, leveraging fine-grained BSA models. Ex- 210

isting studies on ABSA (Pontiki et al., 2016; Wan 211

et al., 2020; Zhang et al., 2021) produce predic- 212

tion labels for elements such as aspects and senti- 213

ment (positive or negative). We employ the four 214

elements from the (a, c, o, s) quadruple prediction 215

of ABSA (Zhang et al., 2021), namely (a)spect 216

term, (c)ategory for the aspect, (o)pinion term and 217

(s)entiment, to achieve KP extraction. 218

Figure 2 illustrates the ABSA predictions, where 219

(a) is the aspect (e.g., food, service) of the entity 220

under review, on which users express their opinion 221

(o), while (c) generalizes (a) into categories (e.g., 222

FOOD_QUALITY, SERVICE ), and (s) indicates 223

the sentiment for (o), that is +ve, or -ve. 224

To achieve aspect-based KP extraction, we start 225

with collecting high-quality KP candidates using 226

the argument quality ranking model from (Bar- 227
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Training

Reviews ABSA Tagging
Automatic Matching 
for Aspect-Sentiment 
Pairs (Silver Labels)

Single-aspect 
comments Contrastive 

Learning

Matching and non-matching 
aspect-sentiment pairs

Inference Aspect-based KP 
Matching model

Reviews

Aspect-based KPs

Aspect-based KP 
Matching

Best KP on every 
aspect of the comment

Aspect-based 
KP Extraction

ABSA Tagging

ABSA annotation
on every aspect of comments

ABSA annotation 
of comments

Figure 1: The training and inference phases of the ABKPA framework

+

The service was extremely good and the food was delicious.

SERVICE +FOOD_QUALITY

(a) (a, c, o, s) elements of the comment: “The ser-
vice was extremely good and the food was de-
licious.”. The comment contains two opinions
(service, SERV ICE, extremely good,+ve) and
(food, FOOD_QUALITY, delicious,+ve), and therefore
is not selected as a KP.

-

Service was poor and slow.

SERVICE

(b) (a, c, o, s) elements of the comment: “Service was
poor and slow.”. The comment contains only one opinion
(service, SERV ICE, poor and slow,−ve), and therefore is
selected as a KP.

Figure 2: Elements of the quadruple prediction
(a, c, o, s) of ABSA for two example comments taken
from Table 1. The examples also illustrate that aspect-
based KP selection only selects KPs for single aspects.

Haim et al., 2021), before performing ABSA pre-228

diction to retrieve the opinion phrases of all KP229

candidates. Then, we select only KPs having a sin-230

gle aspect and opinion, and sort KPs by descending231

order of their quality. Finally, we traverse the candi-232

dates from the list, targeting overlapping KPs with233

identical (a, o, s) triplet, and remove those with234

higher length yet lower quality from the list.235

3.2 Aspect-based KP Matching Using236

Contrastive Learning237

We devise an aspect-based KP matching model238

for ABKPA, which directly scores the similarity239

of a single opinion of a comment for a KP. As il-240

lustrated in Figure 3, aspect-based KP matching241

employs contrastive learning to transform the origi-242

nal semantic embedding of a comment or KP into a243

new space where the position of positive matching244

pairs - with signals indicated by the (a, o, s) triplet245

Sentence
Encoder

c1

c2

c3

k1

k2

+ c1

+

c3

c2+

k1

+

k2

+

Default embedding space

+

T(c2)

T(k2)

+

T(c1)+

+

T(c3)

T(k1)
+

Learned embedding space

Figure 3: An example of the opinion embedding space
transformation through contrastive learning. In this ex-
ample, each node represents the opinion on a particular
aspect of a comment (c) or key point (k), and is colored
by their sentiments. The positive pairs (e.g., k1 and
c2), whose (a, o, s) triplet of the opinions share a great
similarity, are pulled closer to each other while negative
pairs are pushed apart.

of an opinion in comments and KPs - are closer 246

than negative pairs, and vice versa. 247

We utilize the siamese neural network architec- 248

ture, which was proven efficient for encoding sen- 249

tences (Reimers and Gurevych, 2019), for train- 250

ing the aspect-based KP matching model. For- 251

mally, considering a single opinion from a com- 252

ment (c) and key point (k), we create the train- 253

ing input as {T (c), T (k), label}, where T (c) or 254

T (k) uses a special token <SEP> to concatenate 255

tokens of the (a, o, s) triplet of an opinion from 256

c or k, and label is the label for matching aspect- 257

sentiment pairs, where 0 indicate a non-matching 258

(negative) pair and 1 indicates a matching pair 259

(positive). An example of T (c) or T (k), taken 260

as the opinion of a comment from Table 1, is 261

“friendly and attentive staff <SEP> positive”. We 262

then use a pre-trained language model to encode 263

tokens in T (c) and T (k) of the pair. Then, we pass 264

their embeddings through a siamese neural net- 265

work, which is a mean-pooling layer to aggregate 266

the token embeddings of each input into sentence 267

embeddings. We compute the contrastive loss of 268
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sentence embeddings of each training input as:269

L = −y · log(ŷ) + (1− y) · log(1− ŷ) (1)270

where ŷ is the cosine similarity of the embeddings,271

and y reflects whether a pair matches (1) or not (0).272

Using contrastive loss (Equation 1), the network is273

trained to encode the input sequences to make pos-274

itive and negative examples more distinguishable275

in the new embedding space. During inference,276

sequences of single opinions from the comment-277

KP pairs are input into the network, and the cosine278

similarity is used to compute their matching score.279

Because our new aspect-based KP matching280

model utilizes the aspect-sentiment predictions, it281

also allows matching opinions for multiple aspects282

to multiple key points for the same aspect, which is283

more accurate than matching at the sentence level284

in existing KPA studies (Bar-Haim et al., 2020b,285

2021). During inference, given a comment and286

a set of aspect-based KPs, we first calculate the287

matching scores of opinions inside comments with288

all KPs as the cosine similarity for their aspect-289

sentiment-based opinion representation space. We290

then match every opinion to its best-matching KP.291

As discussed earlier, to achieve effective con-292

trastive learning for the aspect-based KP matching293

model, comment-KP pairs annotated with positive294

(matching) and negative (non-matching) labels are295

needed for training the model. We next present our296

approach to leveraging ABSA predictions to au-297

tomatically construct such training examples with298

silver labels for matching.299

3.3 Automatic Annotation of Silver Labels for300

Matching Aspect-Sentiment Pairs301

The positive (matching) and negative (non-302

matching) aspect-sentiment pairs are crucial to303

train the opinion embedding space of KPs and com-304

ments for our aspect-based KP Matching model.305

We employ the ABSA predictions to automati-306

cally annotate aspect-sentiment pairs with posi-307

tive (matching) or negative (non-matching) labels.308

These labels are silver labels (Amplayo et al., 2021)309

as they are derived from ABSA automatic predic-310

tions and may not be fully correct. Nevertheless,311

our experiments show that a reasonably large num-312

ber of examples with silver labels (in our case 600-313

2000 examples) are sufficient to train an effective314

model.315

We next explain the details for annotating match-316

ing aspect-sentiment pairs based on ABSA pre-317

dictions for sentences. Given ABSA prediction318

triplet (a, c, s) – (a)spect term and its (c)ategory, 319

and (s)entiment – for a pair of sentences, we give 320

the positive label to a pair of sentences if they have 321

the same sentiment, aspect category, and the co- 322

sine similarity for their aspect terms are above a 323

threshold (determined empirically). Specifically, 324

c(c) = c(k), cos(ea(c), ea(k)) ≥ θ, s(c) = s(k) 325

where c and k are the pair of sentences, c(c) and 326

c(k) are the aspect categories from c and k, ea(c) 327

and ea(k) are the word embeddings of aspect terms 328

from c and k, s(c) and s(k) are the sentiments from 329

c and k, respectively, and θ ∈ (0, 1] is a threshold 330

for deciding the homogeneity of the pair’s aspect 331

terms. We compute the cosine similarity for the 332

pair’s aspect terms as: 333

cos(ea(c), ea(k)) =
ea(c)

T
ea(k)

||ea(c)||2 ||ea(k)||2
(2) 334

Note that the above approach to generating match- 335

ing aspect-sentiment pairs implies that only sen- 336

tences containing single aspects are used to con- 337

struct training examples. We label the remaining 338

pairs disqualified by the above matching criteria 339

as negative pairs whose opinions have dissimilar 340

aspects and/or sentiments. 341

4 Experiments 342

4.1 Experiment Setup 343

We compared the KP matching performance of 344

ABKPA against the following state-of-the-art mod- 345

els: 346

RKPA: The latest sentence-based KP Matching 347

model for reviews (Bar-Haim et al., 2021). The 348

supervised KP matching model was trained using 349

ArgKP, a KP Matching dataset for arguments (Bar- 350

Haim et al., 2020a). 351

RKPA+: An enhanced version of RKPA (Bar- 352

Haim et al., 2021), where RKPA is fine-tuned us- 353

ing our aspect-sentiment matching examples with 354

silver labels for training the KP matching model. 355

We use this baseline to evaluate the effectiveness 356

of silver-annotated training examples. 357

SMatch: A model based on the first-ranked KP 358

matching model for arguments from the KPA-2021 359

shared task (Friedman et al., 2021). We further 360

fine-tuned it using our aspect-sentiment matching 361

examples with silver labels for training the KP 362
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matching model. Note that SMatch employs con-363

trastive learning to model the cosine similarity of364

comments and KPs based on the embedding of365

their whole sentences. We use SMatch to evaluate366

the effectiveness of contrastive learning in ABKPA,367

utilize aspect-sentiment annotations to specifically368

measure the cosine similarity of opinions in the369

comment-KP pairs.370

Note that conventionally, RKPA, RKPA+, and371

SMatch can only match a comment to one best-372

matching KP, which makes them always fail to373

match a comment of multiple opinions with mul-374

tiple KPs. For fair comparison, we adjust these375

models to match each comment with top n highest-376

scored KPs, where n is the number of opinion as-377

pects in the comment.378

ABKPA, together with the baseline models, were379

all fine-tuned on a RoBERTa-large model (Liu380

et al., 2019), using the Huggingface transformers381

framework. For hyperparameters for all baseline382

models, we used the optimal setting reported in383

previous studies for their best performance. We384

first pretrained all models with the Masked LM385

(MLM) task (Liu et al., 2019) to adapt it to re-386

views. The pretraining was performed for 2 epochs,387

a learning rate of 1e-5, following the procedure de-388

scribed by Bar-Haim et al. (2021). For ABKPA and389

SMatch, based on the setting of Alshomary et al.390

(2021), we fine-tuned the siamese network of the391

model for 10 epochs, with a batch size of 16, and a392

maximum input length of 128 , leaving all other pa-393

rameters to their defaults. For RKPA and RKPA+,394

we fine-tuned the KP Matching model for 9 epochs,395

with a learning rate of 5e-6, as suggested by (Bar-396

Haim et al., 2021) , keeping all other settings at397

their default values. We trained all models using398

an NVIDIA GeForce RTX 3080Ti GPU. We imple-399

mented the model Snippext (Miao et al., 2020) to400

obtain ABSA predictions on review comments. For401

annotation of silver labels for matching sentence402

pairs, we employ Spacy (Honnibal et al., 2020)403

to compute the cosine similarity for their aspect404

terms.405

4.2 Data406

Our experiments used the popular Yelp Open407

Dataset 2, consistent with the latest KPA work (Bar-408

Haim et al., 2021), but we extended to reviews409

for five business categories: Arts & Entertainment410

(25k reviews), Automotive (41k reviews), Beauty411

2https://www.yelp.com/dataset

Table 2: Annotations for test data in five dataset
(i.e, business categories): Arts (& Entertainment),
Auto(motive), Beauty (& Spas), Hotels, Restaurants.

Dataset # pairs # +ve pairs # KPs
Arts 1536 69 32
Auto 877 93 18

Beauty 1093 77 22
Hotels 1680 72 35

Restaurants 1613 108 33

& Spas (72k reviews), Hotels (8.6K reviews), and 412

Restaurants (680k reviews). 413

Each dataset, corresponding to a specific busi- 414

ness category, was divided into ’training’ and ’test’ 415

subsets. Reviews from the first and second top 30 416

most-commented business entities were sampled 417

for training and test, respectively. In this way we 418

ensure that there are not overlapping business en- 419

tities between the training and test data. For both 420

training and test subsets, we extract aspect-based 421

KP candidates, constrained to 3-6 tokens, first fol- 422

lowing Bar-Haim et al. (2021) to compute the qual- 423

ity score of comments using the argument quality 424

model (Toledo et al., 2019), with the minimum 425

quality score 0.42. 426

In the test subsets, for annotating the match- 427

ing ground truth in test data (for evaluation), we 428

used the Amazon Mechanical Turk 3 (MTurk) as 429

the crowdsourcing platform for manual annotation, 430

based on the guideline of Bar-Haim et al. (2020a) 431

and Bar-Haim et al. (2021). We collected labels 432

from 8 annotators for each matching pair. To en- 433

sure annotation quality, we only selected answers 434

from annotators with high agreement with others, 435

where minimum κ score is 0.05. Details for the 436

annotation scheme and quality control to ensure 437

high-quality annotation are in Appendix A. 438

Table 2 summarises the statistics of the test data 439

and their annotations for each of the five business 440

categories. Overall, the test dataset has 6799 la- 441

belled (comment, KP) pairs, of which 419 pairs are 442

positive. 443

4.3 Results 444

We fine-tuned all models on the training subset 445

and evaluated them on the test subsets for different 446

business categories, except for RKPA, which was 447

fine-tuned on ArgKP following the implementation 448

of Bar-Haim et al. (2021); each category can be 449

seen as a dataset. Our evaluation used the metric 450

Average Precision (AP), the same as in the KPA- 451

3https://www.mturk.com/
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Table 3: AP score of KP Matching models. The best result of each experiment is in bold.

Dataset
All comments Multiple-opinion comments

ABKPA SMatch comm-
Match

RKPA ABKPA SMatch comm-
Match

RKPA

Arts 0.99 0.98 0.94 0.79 0.99 0.88 0.83 0.90
Auto 0.77 0.75 0.43 0.54 0.80 0.70 0.42 0.71

Beauty 0.98 0.97 0.84 0.62 0.94 0.88 0.81 0.62
Hotels 0.99 0.98 0.98 0.81 0.93 0.89 0.93 0.81

Restaurants 0.87 0.85 0.73 0.50 0.83 0.75 0.73 0.56
Average 0.92 0.91 0.78 0.65 0.90 0.82 0.74 0.72

Table 4: Model generalizability evaluation results. AP score in out-of-category experiment of KP Matching models,
where data for one category is used for testing and models are trained on data for the rest categories. Note that no
results for RKPA as it is trained on non-Yelp review data. The best result of each experiment is in bold. Result
difference from the within-category experiment (Table 3) is shown in brackets, while (—-) indicates nil difference.

Dataset All comments Multiple-opinion comments
ABKPA SMatch RKPA+ ABKPA SMatch RKPA+

Arts 0.98 (-.01) 0.95 (-.03) 0.90 (-.04) 0.99 (—-) 0.80 (-.08) 0.83 (—-)
Auto 0.76 (-.01) 0.51 (-.24) 0.40 (-.03) 0.64 (-.12) 0.64 (-.08) 0.41 (-.01)

Beauty 0.94 (-.04) 0.97 (—-) 0.60 (-.24) 0.77 (-.17) 0.84 (-.04) 0.54 (-.27)
Hotels 0.98 (-.01) 0.96 (-.02) 0.92 (-.06) 0.92 (-.01) 0.81 (-.07) 0.89 (-.04)

Restaurants 0.87 (—-) 0.84 (-.01) 0.66 (-.07) 0.75 (-.08) 0.61 (-.14) 0.69 (-.04)
Average 0.91 (-.01) 0.85 (-.06) 0.70 (-.09) 0.81 (-.08) 0.74 (-.08) 0.67 (-.04)

2021 shared task (Friedman et al., 2021) 4. First,452

for all models, we extract the top 50% predicted453

matching pairs for each dataset by the order of454

their confidence (matching) score. Then, given the455

ground truth data, Average Precision (Turpin and456

Scholer, 2006) (AP), is calculated per dataset to457

evaluate the model matching performance. During458

evaluation, models are tested on two data configura-459

tions: “all comments” and “multiple-opinion com-460

ments”, which explicitly aim to test the model’s461

ability to handle comments with multiple opinions.462

Table 3 presents the AP score for all models463

under “all comments” or “multiple-opinion com-464

ments” configurations. Overall, ABKPA shows465

the best performance, significantly outpacing other466

models (paired t-test, p << 0.05), with an aver-467

age AP score of 0.92 and 0.90. Conversely, RKPA468

shows the lowest performance in three out of five469

datasets, mainly because it was fine-tuned with ar-470

gument data and applied to reviews. RKPA+, shar-471

ing RKPA architecture but was fine-tuned using our472

silver-annotated reviews, displays a higher perfor-473

mance overall. Finally, SMatch and ABKPA, by ap-474

plying contrastive learning for KP Matching on the475

4https://2021.argmining.org/shared_task_ibm

natural content of comments or on the opinion in- 476

formation of comments, respectively, achieve con- 477

sistent improvements on all datasets. While both al- 478

ternatives perform well and apply contrastive learn- 479

ing, ABKPA achieves higher and more consistent 480

performance. This again demonstrates the benefit 481

of integrating ABSA resources into ABKPA’s KP 482

Matching task. 483

In the “multiple-opinion comment” scenario, 484

most models saw a certain performance decrease, 485

mainly due to the long comments of multiple 486

opinions challenging KP Matching. Surprisingly, 487

RKPA shows a slight performance boost, likely 488

benefiting from its extensive training data with 489

longer sentences from the argument domain com- 490

pared to our silver-annotated data. However, 491

ABKPA still maintains its leading position with 492

minimal performance variation. 493

4.4 Out-of-category experiment 494

In this set of experiments, we assess the general- 495

izability of ABKPA and baseline models via out- 496

of-category performance evaluation. Specifically, 497

we test each model’s performance on a dataset with 498

a business category c (e.g., hotels), considering it 499

was trained on all other datasets excluding c. 500

7
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Table 5: AP score of ABKPA and ABKPA¬C on two
test data settings.

Dataset All comments
Multi-opinion

comments
ASK-
PA

ASK-
PA¬C

ASK-
PA

ASK-
PA¬C

Arts 0.99 0.92 0.99 0.89
Auto 0.77 0.58 0.80 0.43

Beauty 0.98 0.85 0.94 0.82
Hotels 0.99 0.95 0.93 0.88

Restaurants 0.87 0.78 0.83 0.72

Table 4 presents the AP Score for all models501

in the out-of-category experiment. Comparing Ta-502

ble 3 and Table 4, the relative ranking of models503

remains similar, with ABKPA showing the best and504

most stable performance. In the "all comments"505

setting, ABKPA shows a very slight decrease in its506

AP Score (0.1 on average, drop varying from 0.01507

to 0.04), while still outperforming other models508

significantly (paired t-test, p < 0.05), with an aver-509

age AP score of 0.91. This shows that ABKPA can510

be generalized to new, unseen business categories.511

In contrast, SMatch and RKPA+ see notable per-512

formance drops – 0 to 0.24 for SMatch and 0.03513

to 0.24 for RKPA+ – when transitioning from in-514

category to out-of-category, indicating their domain515

dependence, a finding aligned with existing stud-516

ies. For multi-opinion comments, ABKPA remains517

the top performer with an AP score of 0.81 (com-518

pared to 0.74 for SMatch and 0.67 for RKPA+),519

while RKPA+ sees the most significant drop – from520

0.04 to 0.27, emphasizing the instability of domain-521

dependent supervised training models.522

4.5 Ablation study523

Our ablation study examines the utility of con-524

trastive learning in KP Matching. The ABKPA¬c525

model, omitting constrastive learning, uses the526

positive and negative examples from our silver-527

annotated data to directly train a matching model.528

Table 5 highlights the performance disparity be-529

tween ABKPA¬c and ABKPA. Without contrastive530

learning, ABKPA¬c exhibits a significant perfor-531

mance decline, highlighting the efficacy of con-532

trastive learning in ABKPA. In the “all comments”533

setting, the average absolute AP score decreases by534

0.10, ranging from 0.04 to 0.19. For ”multi-opinion535

comments”, the performance drop of ABKPA¬c is536

even more pronounced, with the AP score declining537

from 0.90 to 0.75, varying from 0.05 to 0.37. These 538

results demonstrate the importance of contrastive 539

learning for the superb performance of ABKPA. 540

4.6 Case studies 541

We conduct a case study to evaluate KP redundancy 542

on the “Restaurants” dataset, as shown in Table 7 543

(Appendix D). Overall, all baselines encounter re- 544

dundancy (i.e., KPs with overlapping aspects and 545

opinions) in the output. For example, for the base- 546

line model RKPA+, the KP “Customer service is 547

excellent.” contain redundant positive opinion on 548

service with the KP “The service here was excep- 549

tional”. In contrast, ABKPA offers KP matching 550

with distinct, diverse aspects in comments. 551

We conduct another case study to evaluate the 552

correctness of KP prevalence (i.e., salience score) 553

of different models on popular KPs (i.e., KPs with a 554

high number of matching comments in the ground 555

truth annotations). Table 8 (Appendix E) presents 556

the prevalence quantity, or salience score, for KPs 557

by each model for the top three most prevalent KPs 558

from each dataset. Recall that ABKPA has the 559

best matching performance among all models, as 560

shown in Section 4.3. This table further shows that 561

effective KP matching of ABKPA leads to its good 562

performance for quantifying KPs. As can be seen 563

from the table, overall all models show salience 564

scores not very comparable to human annotations, 565

and ABKPA shows the most stable performance 566

compared to other models. ABKPA shows the 567

lowest salience score for Automotive, due to its 568

lowest matching performance for this category (as 569

shown in Tables 3 and 4). 570

5 Conclusions 571

In this paper, we proposed a framework Aspect- 572

Based Key Point Analysis, namely ABKPA, to 573

address the issues of redundant opinions and in- 574

accurate quantification for KPs in existing KPA 575

studies. First, we leverage ABSA to extract KPs 576

of distinct aspects, which significantly reduce 577

KPs containing redundant opinions. Secondly, 578

leveraging ABSA predictions, we automatically 579

annotate matching aspect-sentiment for sentence 580

pairs and achieve contrastive learning for effec- 581

tive fine-grained aspect-based opinion embeddings 582

and aspect-based KP matching, leading to accurate 583

quantification for KPs. 584
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Limitations585

The KP Matching model of ABKPA and other base-586

lines was implemented using a RoBERTa large587

language model. Due to the high number of pa-588

rameters (355M), the model requires high GPU589

resources for pre-training and fine-tuning. With590

limited GPU resource, we restrict the maximum in-591

put length of the baseline models to be 512 tokens.592

Our development, utilization of language model,593

and reported performance assume the framework594

to suitably be implemented for English.595

Ethics Statement596

We have applied ethical research standards in our597

organization for data collection and processing598

throughout our work.599

The Yelp dataset used in our experiments was600

officially released by Yelp, which was published601

by following their ethical standard, after removing602

all personal information. The summaries do not603

contain contents that are harmful to readers.604

We ensured fair compensation for crowd anno-605

tators on Amazon Mechanical Turk. We setup and606

conducted fair payment to workers on their annota-607

tion tasks/assignments according to our organiza-608

tion’s standards, with an estimation of the difficulty609

and expected time required per task based on our610

own experience. Especially, we also made bonus611

rewards to annotators who exerted high-quality an-612

notations in their assignments.613
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A Annotation and Labelling Details of833

Test Data834

To prepare gold-labelled KPs in the test set for eval-835

uation, we relied on human to annotate/select KPs.836

For each test subset, we guide annotators to select837

non-redundant KPs, prioritizing those with high-838

quality scores and fulfilling 4 properties of KPs for839

reviews (Bar-Haim et al., 2021), including valid-840

ity, sentiment, informativeness, and single-aspect841

Similarly, to ensure consistent quality in the test842

subsets, we limit comments to a length of 6-11 to-843

kens. For each token length in this range, we select844

the top 8 highest-quality comments, creating a total845

of 48 comments per category. We constructed the846

test data based on the above filtered comments and847

aspect-based KPs.848

For labelling the matching pairs on the test data849

for evaluation, we mainly annotate data using the850

Amazon Mechanical Turk 5 (MTurk) crowdsource851

5https://www.mturk.com/

platform, based on the guidelines of Bar-Haim et al. 852

(2020a) and Bar-Haim et al. (2021). To ensure an- 853

notation quality, we only select workers with ≥ 854

80% lifetime approval rate and have at least 10 855

annotations approved). For each comment, anno- 856

tators were prompted to select none or multiple 857

relevant key points, where they are not exposed to 858

any ABSA information to ensure fair evaluation 859

of all models and not to favour ABKPA. Note also 860

that each comment was labeled by 8 annotators, 861

and they can freely decide the number of matching 862

key points to a comment. Further, following Bar- 863

Haim et al. (Bar-Haim et al., 2021), we ignore the 864

judgement of annotators whose annotator-κ score 865

< 0.05. This score averages all pair-wise Cohen’s 866

Kappa (Landis and Koch, 1977) for a given annota- 867

tor, for any annotator sharing at least 50 judgments 868

with at least 5 other annotators. Details of the 869

annotation task description and guidelines for the 870

crowd-workers are provided in Appendix B. 871

We consolidate the labels for every matching 872

pair following Bar-Haim et al. (Bar-Haim et al., 873

2020a), where the agreement score for a comment- 874

KP pair – the fraction of annotations as matching 875

– is used to select positive and negative pairs. We 876

decided to label comment-KP pair as (i) positive if 877

the agreement score > 30%, (ii) negative if agree- 878

ment score < 15%; and (iii) otherwise undecided. 879

Note that there are no undecided pairs because the 880

annotation covers the labels for all possible pairs. 881

Note also that the agreement score threshold of 882

30% for labelling positive pairs is different from 883

the 60% threshold used for argument data by Bar- 884

Haim et al. (Bar-Haim et al., 2020a)) and is set 885

empirically. Details of the experiment are provided 886

in Appendix C. 887

B Key Point Matching Annotation 888

Guideline of Test Data 889

We report details of the annotation task description 890

and instruction to the Amazon Mechanical Turk 891

crowd-workers as follows: 892

Task title: Match the review sentence to its rele- 893

vant key point(s) 894

Task description: Workers are required to mark 895

valid key point(s) (short, high-quality, and concise 896

sentences) that represent the content of a sample 897

sentence 898

Instruction: 899

In this task you are presented with a business do- 900

main, a sentence taken from a review of a business 901
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in that domain and a key point.902

Choose multiple key points that represent the903

content (of mentioned aspects) in the given sen-904

tence.905

Note that a sentence might cover opinions on906

multiple aspects of the reviewed entity. Please907

select all relevant KPs that represent all aspects908

mentioned in the sentence.909

C Analysis of Agreement Score for910

Positive Label on Test Data Annotation911

We use an agreement score threshold of 30% for la-912

belling positive pairs for reviews, different than913

the 60% used for argument data by Bar-Haim914

et al. (2020a)). For reviews, because sentences are915

shorter and are more likely to contain overlapping916

opinions than online argument debates, annotators917

tend to select more KPs to match a comment. For918

example, the annotators might match the comment919

“waitress was very polite" to either or both “staff920

is courteous", and “servers are great" key points,921

and have less consistent annotations. Table 6 shows922

the percentage of comments by key point matches923

using different thresholds t for the agreement score924

within 0.1-0.6. In this measurement, a comment925

is matched to a key point if at least t annotators926

agree. Similarly, a comment has no key point if at927

least t annotators match it to ’None’. Otherwise,928

the comment is ’ambiguous’. From Table 6, we929

observe a tradeoff between the number of positive930

comment-KP pairs and the agreement score. As931

soon as the agreement score threshold is above 0.3,932

there are more comments with insufficient confi-933

dence in their annotations while matching with key934

points, resulting in a high proportion of ambiguous935

cases. We, therefore, use 0.3 as the threshold for the936

agreement score. Interestingly, from Table 6, key937

points selected by humans can cover about 90% of938

comments, with 50.83% of the comments mapped939

to more than one key point, showing the quality of940

our annotation for comments with multiple aspects.941

D KP Summary Output942

This section presents details of Table 7, which943

shows the top 5 negative KPs for all models, ranked944

by their prevalence, for the Hotels domain,945

E KP Matching Prevalence Output946

This section presents details of Table 8, which947

shows the performance of different models in our948

case study on the top three important KPs in every 949

dataset. 950
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Table 6: Percentage of comments by key point matches by different agreement score for matching pairs

Agreement score No key point Ambiguous Single KP Multiple KP
0.1 0.42% 0% 2.08% 97.50%
0.2 2.08% 0% 20.83% 77.08%
0.3 5.83% 3.33% 40.00% 50.83%
0.4 6.25% 13.75% 53.75% 26.25%
0.5 6.25% 13.75% 53.75% 26.25%
0.5 2.08% 35.42% 53.75% 8.75%

Table 7: Top 6 positive-sentiment key points ranked by their predicted prevalence on “Restaurants” datasets. While
ABKPA generates distinct KPs on single aspects, baseline models generate KPs with overlapping aspects and
opinions. KPs that overlap with higher-ranked ones (i.e., KPs with higher prevalence) are noted with a
(redundant) postfix

ABKPA SMatch RKPA+ RKPA ABKPA¬C
Staff was courte-
ous and accommo-
dating.

Staff was courte-
ous and accommo-
dating.

Staff was courte-
ous and accommo-
dating.

Employees are
friendly and
attentive.

Staff was courte-
ous and accommo-
dating.

Generous sized
portions.

Prices are fair and
reasonable.

The service here
was exceptional.

The service here
was exceptional.

Fresh food , using
local produce.

Service was
prompt and
friendly.

Fresh food , using
local produce.

Fresh food , using
local produce.

Ambiance is ca-
sual and comfort-
able.

Customer service
is excellent.

Fantastic drink se-
lection.

The service here
was exceptional.

The food is consis-
tently excellent!

Fresh food , using
local produce.

The service here
was exceptional.
(redundant)

Prices are fair and
reasonable.

Generous sized
portions.

Customer service
is excellent.
(redundant)

Really delicious
food , well bal-
anced!

Lots of outdoor
seating.

Delicious and
expertly prepared
food.

Service was
prompt and
friendly.
(redundant)

Prices are fair and
reasonable.

Staff was courte-
ous and accommo-
dating.
(redundant)

Amazing authen-
tic flavor!
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Table 8: Prevalence on important key points (top three most common KPs among the framework) comparing with
the ground truth.

# Key Point ABKPA SMatch comm-
Match

RKPA AS-
KPA¬c

Human

Arts (& Entertainment)
1 Friendly and helpful staff. 10 10 12 10 10 14

2
Seats are adequately comfort-
able.

4 6 4 5 4 4

3 Horrible customer service. 2 3 2 3 3 3
Auto(motive)

1
They have excellent customer
service.

6 7 1 4 10 29

2
The employees here are won-
derful!

3 2 1 12 2 13

3 Very professional staff 4 5 3 2 0 13
Beauty (& Spas)

1
Staff is friendly and accomo-
dating.

14 14 33 6 13 18

2 Customer service- Excellent! 5 5 4 2 7 13

3
Amazing & professional ser-
vice.

3 1 4 24 3 14

Hotels
1 Friendly and helpful staff. 19 15 16 19 16 21
2 Clean and comfortable rooms. 9 10 8 11 12 13

3
The ambiance is wonderfully
peaceful

1 2 3 0 2 1

Restaurants

1
Staff was courteous and acco-
modating.

10 12 10 3 11 19

2
Fresh food, using local pro-
duce.

5 5 7 3 8 5

3
The service here was excep-
tional

2 5 6 6 5 5
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