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Abstract

Local SGD, or Federated Averaging, is one of the most widely used algorithms
for distributed optimization. Although it often outperforms alternatives such as
mini-batch SGD, existing theory has not fully explained this advantage under
realistic assumptions about data heterogeneity. Recent work has suggested that a
second-order heterogeneity assumption may suffice to justify the empirical gains of
local SGD. We confirm this conjecture by establishing new upper and lower bounds
on the convergence of local SGD. These bounds demonstrate how a low second-
order heterogeneity, combined with third-order smoothness, enables local SGD to
interpolate between heterogeneous and homogeneous regimes while maintaining
communication efficiency. Our main technical contribution is a refined analysis of
the consensus error, a central quantity in such results. We validate our theory with
experiments on a distributed linear regression task.

1 The Unreasonable Effectiveness of Local SGD

We study the following distributed optimization problem over M machines:

min | F(z) = — Y Fu(2) ]|, (1)

zERY
me[M]

where F,, :=E, ~p. [f(x;2zn)]is the a stochastic optimization objective on machine m, defined
using a loss function f(-; 2 € Z) and a data distribution D,,, € A(Z). Problem (I)) appears widely
in machine learning—ranging from multi-GPU training in data centers [1] to decentralized training
on millions of edge devices [2,[3]]. Perhaps the simplest, most basic, and most important distributed
setting for solving Problem (1)) is that of intermittent communication (IC) [4]. In this model, illustrated
in Figure |1} M machines optimize the objective across IR rounds of communication, and in each
round, each machine performs K sequential stochastic gradient updates before communicating.

Several variants of stochastic gradient descent (SGD) have been proposed for the IC setting [ 6],
most of which build on Local SGD or Federated Averaging. In Local SGD, each machine performs

*Part of the work was done when the author was a student at Toyota Technological Institute, Chicago (TTIC).
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K local stochastic updates starting from the last synchronized model and then at the communication
round the machines average their models. Specifically, denoting the overall time by 7' = K R, at time
stept € [0,T — 1]E|, machine m € [M] samples z* ~ D,, and performs the update:

xfy g = x =V f(x2") if t+1 mod K #0 ,
1 .
wfyi= o 0 (o —nVFa) i t+1 mod K =0, @
ne[M]

with initialization =" = 0 for all m € [M]. Despite its simplicity, Local SGD consistently
outperforms other first-order methods in practice [7, [8], including mini-batch SGD [9, [10} [11]].
This strong empirical performance has motivated more than a decade of theoretical work aimed at
understanding its advantages [[12} [13} [14} 15,116} [17, (18, [11} 19} 20, 21} 22 23] I8} 124} 25] [26]].

In the homogeneous setting where D,,, = D .
for all m € [M], a sequence of results [16} [11} ‘ ' ‘ ' ’
211,231 27, 23 28] has shown that to explain . ‘ ‘
the benefit of Local SGD, one must impose :

higher-order smoothness assumptions—a la ‘ ' ‘ ' .
t=2K

M machines

quadraticity in linear regression or quasi-self- :
concordance in logistic regression. However, ‘
in the more general and interesting heteroge- K local updates K local updates

neous case, most existing works either fail t=0 t=K

to demonstrate an advantage of Local SGD  Figure 1: Illustration of the intermittent communica-
over mini-batch SGD [17,[19, [18]], or require tion setting.

highly restrictive conditions that prevent any

meaningful data variation across machines (c.f. Assumption [7). Wang et al. [§]] described this
discrepancy between theory and practice as the unreasonable effectiveness of Local SGD.

Recently, Patel et al. [25]] conjectured that combining a second-order heterogeneity condition (c.f.
Assumption[6)) with standard first-order conditions (c.f. Assumptions f]and[5) can account for the
success of Local SGD without requiring overly restrictive assumptions. Concurrently, other works
have shown that these second-order conditions sharply characterize the communication complexity
of various other distributed optimization algorithms [29, (30} 31} 132} 133} 34} 35]]. Motivated by these
observations, we aim to validate the conjecture of Patel et al. [25]] and show that a low second-order
heterogeneity indeed improves the convergence and communication complexity of Local SGD.

Towards this goal, our main contributions are as follows:

I. New Lower Bound Characterizing Second-order Heterogeneity. In Theorem [T] we refine
the lower bound of Patel et al. [25] to accommodate second-order heterogeneity. Specifically, we
show that low second-order heterogeneity reduces the hardness of their lower bound instance. This
refinement suggests that the communication complexity of Local SGD depends primarily on the
second-order heterogeneity constant, rather than the more conservative second-order smoothness
constant (c.f., 7 vs. H in Assumptions[I]and 6).

II. New Upper Bounds without Restrictive Assumptions. In Theorems [2]and[3] we establish upper
bounds that align with the qualitative predictions of our lower bound: Local SGD converges faster
as second-order heterogeneity decreases. These bounds also incorporate the effects of first-order
heterogeneity (Assumptions @ and [3)), allowing us to interpolate smoothly between heterogeneous
and homogeneous regimes. Our key technical contribution is a new, sharper analysis of the consensus
error—a central quantity in distributed optimization—which enables us to avoid the restrictive
heterogeneity assumptions used in prior work [20, [25].

I11. Refined Analysis under Third-order Smoothness. We improve our upper bound for quadratic
objectives in Theorems [ and [5] We then extend the analysis to third-order smooth functions in
Theorem [f] requiring control of the fourth moment of the consensus error and careful handling of
four coupled recursions without losing the benefits of local updates.

IV. A Controlled Regression Experiment. We validate our theory on a synthetic linear regression
task in Figure 2 by independently varying first- and second-order heterogeneity and highlighting the
role of second-order heterogeneity in dictating Local SGD’s communication complexity.

*Throughout the paper, for integers i < j € Zso, we will use the notation [i,j] :=
{i,54+1,...,5 — 1,5+ 1}, and when ¢ = 1, we denote it by [j].



Thus, our paper significantly shrinks several gaps in the convergence theory for Local SGD. We
summarize some of our results in Table[I} contextualizing them in existing literature. Our techniques
may also be useful for other areas of distributed optimization where consensus error-like quantities
arise, including communication compression [36, 137, [38]], quantization [39, |40], asynchronous
updates [41, 42]], differential privacy [43]44]], and Byzantine robustness [45] 46].

2 Setting and Preliminaries

In this section, we introduce our notation and assumptions while discussing several related works.

Local SGD Iterates. For analytical purposes, we will define the average Local SGD iterate at time
te0,TIbym =35>, e[n) Tt which may not be computed in practice (when ¢ mod K # 0).
Regularity Assumptions. We assume that the local objectives are convex and smooth.

Assumption 1 (Convexity and Smoothness). For all m € [M], the function F,,(-) is twice differen-
tiable and satisfies pu - Iy < V?F,,(-) < H - 1 for some 0 < u < H. When ;1 > 0, we say F,, is
strongly convex and denote its condition number by k = EL Furthermore, there exists QQ > 0 such

that for all z,y € R?, we have ||V2F,,(z) — Vsz(y)H;S Q- [z — y||2|ﬂ

Recall that a strongly convex function admits a unique minimizer. Also, @) = 0 implies that F,, is
quadratic. We further discuss the role of third-order smoothness in Section 3}

We also assume the stochastic gradients have bounded fourth moments.

Assumption 2 (Bounded Fourth Moment of Stochastic Gradients). For all m € [M] and x € R?,
we have B,.p, [V f(x;2)] = VE,(x), and

Eenp,, [V f(2;2) = VEn(2)]5 | 2] < o* .

m

Using Jensen’s inequality, the above assumption implies the second moment of the stochastic
gradients are also bounded, i.e., E,.p, [||Vf(x;z) — VF,(z) Hg | z] < o%. We only require the
fourth moment bound for Theorem [6] which involves a higher-order moment control of iterates. For
all other results (Theorems [2]to[5)), the second moment bound suffices.

Finally, we assume that each local function’s optima and the global objective are bounded.

Assumption 3 (Bounded Optima). For all m € [M], define the set of optima as S, =
arg mingega Fr(z). Then 3z}, € S}, such that ||z},||, < B. Similarly, define the set of op-
tima for the average objective as S* := arg min,cga F (). Then 3 x* € S* such that ||x*||, < B.

These standard regularity assumptions alone are insufficient to establish the utility of a large number
of local update steps for optimizing Problem (T)) [20] [18] 25]]. To address this, we now introduce
heterogeneity assumptions that control how the data distributions across machines are related.

Heterogeneity Assumptions. The most natural assumption linking the optimization problems across
different machines is that their optima are close. In particular, we assume that at least one pair of
optima from two machines is close relative to their norms.

Assumption 4 (Distance between Clients’ Optima). There exists (, < 2B such that,

su inf X — < .
m;nEF[)M] xk €SE, xhESE ” m n||2 =~ C*

When all machines share a common minimizer, we have (, = 0, and solving Problem @) recovers
this global optimum. However, when machines do not share an optimizer, we must additionally
assume that at least one minimizer of the average objective is approximately optimal for each machine.
Without this condition, some clients may not benefit from collaboration.

Assumption 5 (Distance between Clients’ and the Average Objective’s Optima). There exists
¢x < 2B such that
sup inf llzy, — 2"l < éw -

*

mG[M] x:n,GSm, z*EeS*

*We use a single assumption for convexity and smoothness, but in our results we will denote ;1 = 0 to
emphasize when we are considering general convex (as opposed to strongly convex) functions and when we do
not want to capture third-order smoothness in our upper bounds, we will interpret the assumption with () = oo.



Reference Function Sub-optimality Bound Restrictions

Strongly Convex Setting (1 > 0)

2 H3 :’ Ho2 -
Kolosokova et al. MEE T ;421(;2 + R=0 (%)
[L8]] (Upper bound)
Woodworth et al. HKRTiZQW + MZ;R + f;éj T uflg; _
[20] (Upper Bound)

] 2 2,2
Patel et al. [23] e T HB? + 3wy + e + DA + -
(Upper Bound) Q%0t Q2HACA
WPR2RA WS R

—uKR 2 a? T H¢? H(? H7?o? — 0

gheorde)m(Upper e~ 28 uB°+ IMER + TR? + TR + TR + R=Q
oun Ho?
;,LQKR2

Convex Setting (1 = 0)

2 Hap2/3B4/3 1/3 _2/3 p4/3

Kolosokova et al. % + \/]('ﬁ( =+t Q}{z/:a = 7175 R2€3 -
[L8] (Upper bound)

HB2 B H 2/334/3 H1/3 2/334/3
Woodworth et al. oY ol CRQ/ZS + SR -
[20] (Upper Bound)

HB2 B (TO'B3)1/2 (THCB?))l/Z
Patel et al. [25]] R + \/J(ZKR + K1/ARi/2 + R1/2 + -
(Upper Bound) (Qo2B*)'/3 | (QH2(C?B%)!/3

K1/3R2/3 + R2/3

rB% | HB? 0B : 2 T92/2BY?
Theorem(Lower T+ ®r t 7gep T min {T@*_/ s -
Bound) . oB H/352/3p4/3

mln{m7 K1/3R2/3 }

Table 1: Summary of existing and (a subset of) our convergence guarantees for function-value
suboptimality for convex and strongly convex settings (ignoring poly-logarithmic factors). The red
terms are the ones that determine the communication complexity, as these terms can not be made
arbitrarily small even with a very large K. Notably, there is no relevant lower bound in the strongly
convex setting under the assumptions of our upper bounds, and there are gaps between the upper and
lower bounds in the general convex setting.

Most existing first-order heterogeneity conditions are variants of Assumption[3} The quantity ¢,
captures the notion of approximate simultaneous realizability across clients and has also appeared in
the literature on collaborative PAC learning and incentives for Federated Learning [47, 48,149, 150].

Remark 1 (¢, vs. ¢,). With o > 0, Assumption[3]implies Assumptiondwith . < 2¢,. However,
the reverse is not true in general: there exist problems that satisfy Assumption @] with {, << B,
yet only satisfy Assumption [5|when ¢, ~ B. For this reason, we distinguish between these two
assumptions. See the discussion in Appendix [A]for more context on heterogeneity assumptions.

We also impose the following second-order heterogeneity assumption, which bounds how different
the Hessians can be across machines.

Assumption 6 (Bounded Second-order Heterogeneity). There exists T < 2H such that,

sup  sup ||V2Fm(x) - Van(:c)H2 <T.
m,ne[M] zeR?

Note that the above assumption can always be satisfied by using 7 = 2H and Assumption|[l} 7
corresponds to the second-order smoothness of the function F,,(-) — F,,(-) for any pair of machines
m,n € [M]. This observation will enable us to replace H with 7 in several places.



Several recent works have established that Assumption [6] plays a central role in determining the
communication complexity of distributed optimization. A prominent line of research has focused on
distributed proximal-point methods. Early results in the quadratic setting showed that when 7 = 0,
these methods can achieve extreme communication efficiency, requiring only a constant number of
communication rounds [51]]. More recent works extended these guarantees to the general case with
7 > 032,133,134, 135]). In the context of Local SGD, Patel et al. [[31] showed that a variance-reduced
variant achieves similar communication efficiency in the non-convex setting when 7 = 0, and that
the optimal communication complexity scales linearly with 7 when the number of local updates
K is large. Later, Patel et al. [25] studied Local SGD in the convex setting and showed that it
can also be extremely communication-efficient, providing convergence guarantees in terms of 7.
However, their analysis relied on the restrictive heterogeneity Assumption ﬂ They also conjectured
that Assumptions [ to[6] together are both necessary and sufficient to establish the communication
efficiency and dominance of Local SGD over baselines like mini-batch SGD for convex problems.
However, convergence guarantees under broader conditions—such as non-quadratic objectives—as
well as lower bounds that decay gracefully with 7, have remained open.

Remark 2 ((, and 7 vs. ¢,). In some settings, the parameter ¢, in Assumption [5|can be bounded
using ¢, and 7 from Assumptions[dand[6] For example, if each F},, is a strongly convex quadratic
function with Hessian A,,, and unique minimizer z},, then the global optimum satisfies

1
* —1 *
me[M]
where A := ﬁ Zme[ M] A, Using this, we can derive [25] (see proof in Appendix :
TCs

a7, = 2"y < llar, — 2"l + 127 — 27|, < G + l vm € [M] ,
where z* := 1> 3" x% . Hence, we can set ¢, = (,(1+ 7/p). For general non-quadratic problems,
however, it may not be possible to eliminate the dependence on ¢,.

3 A New General Convex Lower Bound with Second-order Heterogeneity

Our first result is the following convergence lower bound for general convex functions, explicitly
capturing second-order heterogeneity 7 along with first-order heterogeneity ¢,.

Theorem 1. There exists a quadratic problem instance satisfying Assumptions|I|to6](with 1 = 0)
such that for any choice of step-size 1, Local SGD initialized at xo = 0 outputs a model x i p with:

B2 HB?2 oB , oB HY/352/3B4/3
R + KR + %MKR—&—mm{ KR KU3R2/3 }

2/3 p4/3
. 9 TOY "B
-‘rmln{Tgb*,W})

We prove this theorem in Appendix [C| When ¢, is small and K is large, the lower bound is dominated
by the term ﬁ, which suggests that the communication complexity of Local SGD should scale as

2 . . .
%—a rate that mirrors known results in the non-convex setting [30} 31]].

E[F(zxr)] — F(z*) = Q(

Comparison to Existing Lower Bounds. The strongest existing lower bound for Local SGD under
the first-order heterogeneity assumption ¢, is due to Patel et al. [25]. However, their result does not
incorporate second-order heterogeneity as in Assumption[6] As the authors note, their hard instance
degenerates when 7 = 0 because the smoothness constant H also vanishes, making the instance
trivial. To address this, we extend the construction of Patel et al. [25] by introducing an additional
dimension, which decouples the effects of 7 and H on the convergence behavior of Local SGD.
This modification ensures that our lower bound reduces to the bound of Glasgow et al. [23] when
7 = 0—a bound that is known to be tight in the homogeneous setting.

“Patel et al. [25] also showed that Local SGD converges rapidly to its fixed point and exhibits no fixed-point
discrepancy for quadratics when 7 = 0, yielding extreme communication efficiency (see Appendix @



Potential Future Improvements. We note that our lower bound does not depend on (,, and ¢,
alone captures the hardness of first-order heterogeneity. This is because for our hard instance (, = ¢y,
which is why we choose to state the result in terms of ¢,, which is usually bigger than (, (see
Remarks [T and [2). Deriving a lower bound that can decouple the dependence on (, and ¢,, i.e.,
decouple the proximity of machines’ optima and “fixed-point discrepancy”, remains an open question.
Also, we suspect that in the last term of the lower bound, 7 can be replaced by H. Finally, all
quadratic lower bounds for Local SGD [20} 23] 25]] do not use unbounded fourth moments. Thus,
we do not know if under a weaker second-moment variant of Assumption [2|the lower bound can be
improved by using higher moments of the noise to “confuse” the local updates.

In the following section, we will prove new upper bounds that exhibit qualitatively similar behavior
to Theorem|I]in regimes with low data heterogeneity and large K, reinforcing the role of 7, ¢,, and
¢, in governing the performance of Local SGD.

4 Breaking Down the Consensus Error and New Upper Bounds

In this section, we first present our result on convergence in iterates in the strongly convex setting in
Theorem [2] and then on convergence in function values in Theorem[3] Both our results will hold even
when @) = oo in Assumption ] and as such the goal of this section is to highlight the effect of a low
second-order heterogeneity. We will focus here on the key ideas used to derive Theorem [2} the proof
of Theorem [3]is morally similar, and deferred to Appendix

Our analysis proceeds in three stages. We begin by introducing a standard one-step progress result
in Lemmal(I] which quantifies the improvement of Local SGD in terms of the consensus error—a
quantity that measures the deviation between local and global iterates and plays a central role in the
analysis of many distributed optimization algorithms. We then identify the two main issues in the
existing consensus error bounds: (i) they rely on restrictive assumptions [20, 25]]; and (ii) they do
not characterize the effect of second-order heterogeneity. To address both these issues we establish
a new upper bound on the consensus error in Lemma 2] that only depends on Assumptions [ to [6]
Finally, we substitute this bound into the progress lemma and unroll the resulting recursion to obtain
convergence guarantees for both strongly convex and general convex objectives. These results reveal
how the convergence of Local SGD depends on the data heterogeneity parameters 7, (,, and ¢,, and
highlight the algorithm’s communication efficiency in regimes of low data heterogeneity and large K.

Lemma 1 (Canonical One-step Lemma). Assume that the problem instance satisfies Assumptions [I|
and |§] Then, for step-size n < % and all t € [0,T — 1], Local-SGD’s iterates satisfy:

|2 w2] L nH? 1 my2] M0’

B [lev — o] < (1= m) B [l o] + £ %}E (e —a15) + T -

The above lemma is standard in the analysis of Local SGD [15} 16} 11} 20, 21} 23} [25]; we include a
proof in Appendix [H for completeness. The blue term is the consensus error, which vanishes when
all clients communicate at every time step (i.e., in fully synchronous SGD). Early analyses of Local
SGD, such as [20], often controlled this term using the following restrictive assumption:

Assumption 7 (Uniform Bounded First-order Heterogeneity). There exists ( > O such that
sup sup ||V, (x) - VE,(@)]l, < H-C .
m,ne[M] xcR4
Under Assumption [/} Woodworth et al. [20]] showed that the consensus error can be bounded as:

1

/

S B [loe -2 l3] < n?HACK? + 2020° K (14 n(K)) 3)
me[M]
We include a proof of the above statement in Appendix [G] for completeness. Substituti it into

Lemma and unrolling the recursion yields a convergence rateE] However, Assumption [7|is very
restrictive as it requires the gradient functions across clients to be pointwise similar, allowing only

’In Appendix we also state some iterate convergence results under Assumptionthat we could not find in
a clean form in the existing literature.



limited heterogeneity—essentially in the linear terms. Such mild variation can typically be resolved
with constant initial communication rounds (see Appendix [A). Notably, Wang et al. [§]] criticized
the uniform consensus error bound in (3)), arguing that contrary to practice it implies an overly
conservative step-size = O(1/K) to prevent consensus error from diverging as K — co.

The following result relaxes the need for Assumption [/| by providing a new upper bound on the
consensus error that depends on (,, 7, and the expected iterate error at the most recent communication
round—a quantity that decreases over time.

Lemma 2 (A Coupled Recursion for Consensus Error). Assume that the problem instance satisfies

Assumptionsto Then, for step-size n < % and all t € [0, T), Local-SGD’s iterates satisfy:

1 2312 K202

= 2 Eflle—ap 3] < 2?H2KG + T2 4 20 K (14 In(K))
me[M]

(= 6(0)2(1 = )2 ) (B [ [las) - o*3] +02)
where §(t) :=t — (t mod K) is the most recent communication round prior to or at time t.

We prove this result in Appendix [H} Unlike the earlier bound in (3)), our upper bound improves
with lower second-order heterogeneity. In the limit 7 — 0, it effectively replaces ¢ with (. in (),
and can therefore be significantly smaller. While our bound does require setting = O(1/K) to
prevent blow-up as iK' — oo, we provide an alternative bound in Appendix that avoids this and
addresses the concerns raised by Wang et al. [§]]. That said, as we explain in Appendix [H.3] the
regime ) = O(1/K) is ultimately the most relevant for our analysis, making Lemma 2] more useful.
Finally, we note that similar fine-grained upper bounds on consensus error have also appeared in the
literature on decentralized optimization [S2} 53} 154]]

Combining the coupled recursions in Lemmas|[I]|and [2]leads to the following convergence guarantee:
Theorem 2 (Informal, Iterate Error). Assume a problem instance satisfies Assumptions I|to [6](with
Q =o00)and R = Q (%) Then, for a suitable n, and xy = 0 Local SGD outputs xkr S.t.:

2 27172 12 4 2 2,2 2 2 2
a2l A [ _uER o o T°H*¢ H*C H*t%0 Heo
E{HxKR*fE ”2]0(6 B +M2MKR+ M4R2* ,u4R; ,UGKR?’ M4KR2

For the complete theorem statement, the precise step-size choice, and the derivation of the bound, see
Appendix [L.T] As a baseline, we can compare the above rate to the convergence rate of mini-batch
SGD in the intermittent communication setting (see e.g., [20]),

E H MB-SGD _ *H? —0(e 5B+ o
TR ||, = e EMEKR
It is well known that the convergence rate for mini-batch SGD above is tight and can not improve
with lower data heterogeneity [20} 25]]. Patel et al. [25] proved that local SGD can not beat mini-
batch SGD under just Assumptions [ and [5] leaving open the question of what happens when we
additionally have Assumption[6] Theorem [Zanswers this question, showing that with a small 7, Local
SGD can converge much faster than mini-batch SGD. Notably, when K — oo, the communication
complexity of Local SGD for target accuracy € and large K satisfies:

2
RL-56D(¢) = O (HT + THo, n H C*> '
w e /e
The above communication complexity decreases with data heterogeneity, suggesting that Local
SGD becomes increasingly communication-efficient when tasks are more aligned. In particular, the
convergence rate smoothly interpolates to the behavior on homogeneous problems, for which our
bound implies that a constant number of communication rounds suffice. On the other hand, with
similar K, the communication complexity of mini-batch SGD is Q(n) and does not improve with a
lower data heterogeneity. We note that this is the first ever result to prove the domination of Local
SGD over mini-batch SGD in settings of reasonable heterogeneity, i.e., these rates only depend on 7,
(x> ¢, and not on ¢, while also showing a provable benefit of local update steps.

“

Using a different progress lemma (Appendix [F3)), we also derive a corresponding function-value
convergence result based on the same consensus error bound in Lemma 2]



Theorem 3 (Informal, Function Error with Strong Convexity). Assume a problem instance satisfies
Assumptionsto@(with Q=) R=0Q (#) and KR = Q(k). Then, for a suitable n, Local
SGD initialized at x¢y = 0 outputs &, a weighted combination of its iterates, satisfying,

. LKR o2 T?H¢?  H3(? Hrt%o? Ho?
E[F(2)] - F(z*) =0 (e B? * x
[F(@)] = F(a) (e BTt KR T 2R T 2R T ARR T /ﬂKR?)

The proof of the above theorem can be found in Appendix |[l.2Pl The above convergence rate also has
a desirable dependence on the data heterogeneity constants and improves over mini-batch SGD.

General Convex Functions. One might ask, what is the corresponding rate to Theorem [3|for general
convex functions (with p possibly zero)? A natural approach to get that rate is using a convex to
strongly convex reduction, using an appropriate amount of regularization in Theorem 3] This strategy,
unfortunately, leads to very stringent constraints on the heterogeneity constants and the number of
communication rounds. This is why we omit stating the result here. We suspect that extending the
ideas in this section to general convex functions might require more technical innovations. We leave
this for future work, and note that this is an important gap as the upper bounds presented in this
section are not directly comparable to Theorem [T}

Finally, it is worth noting that the hard instance in Theorem|l|is a quadratic function, and thus has
@@ = 0 while in this section we only present results for general strongly convex objectives. This raises
the possibility that, by restricting attention to quadratics, we may be able to improve upon the upper
bound in Theorems [2]and 3] In the next section, we explore this direction by deriving tighter upper
bounds in regimes where the third-order smoothness constant ) from Assumption [I]is small.

S Incorporating Third-order Smoothness

In the homogeneous setting, Woodworth et al. [22]] showed a surprising result: for smooth and convex
objectives, Local SGD can outperform mini-batch SGD only when SGD on a single machine also
outperforms it. This contradicts empirical findings, where Local SGD consistently outperforms both
mini-batch and single machine SGD [55| [7]]. However, for certain objective classes with higher-order
smoothness—such as quadratics [[16} [11]] and logistic regression [28]—Local SGD can be provably
superior to these two baselines and even be min-max optimal in some scenarios. To alleviate this gap,
Yuan and Ma [21]] analyzed Local SGD under a third-order smoothness assumption (i.e., bounded @)
in Assumption[I)) providing convergence guarantees that could interpolate between convex functions
and quadratics. Patel et al. [25] extended this to the heterogeneous setting but relied on the restrictive
Assumption [/] In this section, equipped with the new consensus error and a modified one-step
lemma, we relax that assumption and refine our upper bounds from the previous section to make their
dependence on third-order smoothness explicit.

We will begin by stating a modified one-step progress result in Lemma [3] that explicitly captures
second-order heterogeneity and third-order smoothness. This directly recovers improved bounds
for quadratic objectives by setting () = 0 in Theorems [d] and [5} To handle general third-order
smooth functions, we combine this with new bounds on the fourth moment of the consensus error
(Appendix [H.2) and a corresponding fourth-moment progress lemma (Appendix [F.2), resulting in
Theorem[6] These results show that when @ and 7 are small, Local SGD can achieve significantly
faster convergence, even under substantial first-order heterogeneity.

Lemma 3 (Modified One-step Lemma). Assume the problem instance satisfies Assumptions
and |§] Then, for step-size n < % and all t € [0, T — 1), the iterates of Local SGD satisfy:

2 2 77202
E {thﬂ - 33*||2} <(A-nwE {th - 33*||2} o
277Q2 1 m (|4 277T2 1 m |2
+ T i Z E [HH — Ty ”g} + 7 M Z E [sz‘ — T ||2}
me[M] me[M]

We prove Lemma [3]in Appendix [F] Compared to Lemmal[I] this recursion introduces an additional
fourth-moment of the consensus error, weighted by the third-order smoothness constant (). While this

®1n the regime x >> 1 Theoremis much better than just applying second-order smoothness to Theorem



fourth-moment term can dominate the second-moment term, the decomposition reveals how smoother
problems (with small ) and 7) reduce the impact of delayed communication. In particular, when
@ = 0—when each F,, is quadratic—we obtain significantly sharper bounds than in Theorem 2}

Assumption 8 (Quadraticity). For all m € [M], the objective function F,,(-) is quadratic.
Theorem 4 (Informal, Iterate Error for Quadratics). Assume the problem instance satisfies Assump-
tionstoaand@ R=Q (;—;) and KR = Q(l) Then, for a suitable choice of step-size 1, Local
SGD initialized at x¢y = 0 outputs x i g such that:
_ . o2 62 T2H2(2 452 252
E |: o x 2:| — O — 2}2{}% B2 * *
lexr = ”2 € +M2MKR+,M4R2+ i R? /L6KR3+M4KR2

We prove this theorem in Appendix To understand the improvement over Theorem 2] consider
the implied communication complexity in the large K regime:

(12 T2¢, THC(,
RBle)=0 <M2 Tt u2ﬁ> ’ ©)
which becomes constant when 7 = 0. In contrast, the bound in @) still depends on (, even when
7 = 0. This highlights how low third-order smoothness (()) and low second-order heterogeneity (7)
improve Local SGD’s performance—especially in settings where first-order heterogeneity is still
large. It is also worth noting that the convergence rates for mini-batch SGD do not improve with a
lower third-order smoothness, as the hard instances for mini-batch SGD are all quadratic [56].

Using a different modified progress lemma (see Appendix [F3)), we also derive the following conver-
gence rate in terms of function values.

Theorem S (Informal, Function Error for Quadratics). Assume a problem instance satisfies Assump-
2

tionsm@and@ R=0 (%), and KR = Q(k). Then, for a suitable choice of step-size n, Local
SGD initialized at x¢y = 0 outputs &, a weighted combination of its iterates, satisfying,
~ LKR o? T4¢?  TPH?(? o? 202
E[F(2)] - F(z*) =0 (e 2f uB? * . f
[F(@)] - () (e Mot KR T AR T AR T PKRS T u3KR2>

The proof for the above theorem can be found in Appendix Compared to Theorem 2] we again
see an improvement, as all but the first two terms in the convergence rate go to zero when 7 = 0.
Finally, we prove the following result for general third-order smooth functions.

Theorem 6 (Informal, Iterate Error with Q). Assume a problem instance satisfies Assumptions 1] to[6]
Then, for a suitable choice of step-size 1, Local SGD initialized at xo = 0 outputs x i r satisfying:

112 1 |4 Al ,—nuKR p2 o? o
E|llexr —2*3] + 5B [loxr - *l3) = 0<e WIRB KR WO RTD
L 7262 .\ A2 2y o272 2y A g H2(? . 252
2R? T SKR B2 T AKRABET* T AB2RY T 2R2 T AKR3
, (o?In(K) n HA ¢ 4ot n o?H?(? n 204 N o*In(K)
K
2KR? | AR3B? | 8K2RSB2 | 4AB2RY | SKRSB? | AKBPRA ’

where we assume R = Q) (TT\/?> and define k' := 2 + 4Q:QB2 + 6:{14.
We can see that the above convergence rate improves with smaller 7 and (), via the constant «’, and
the effect of a low third-order smoothness is most pronounced when B/p? is large relative to x?.
To prove the above theorem, we first derive new fourth-moment bounds on the consensus error and
one-step progress in Appendices [ and [H] Solving the resulting four coupled recursions directly
is challenging, so we stack the iterate and consensus recursions into two vectors and apply matrix
algebra, leading to a cleaner proof in Appendix[[.3] A limitation of our analysis is that the final bound
is expressed in terms of the norm of a stacked vector that includes both second and fourth-moment
errors. Since bounding the fourth moment of the iterate error is not strictly necessary, this may have
introduced extraneous terms in the upper bound. We therefore believe that Theorem|[6|could be further
improved through a more refined analysis of the underlying matrix inequalities.



6 Case Study: Distributed Linear Regression

We consider a linear regression task, where for each client m € [M], the data consists of covariate-
label pairs 2, := (Bm,Ym) ~ Dy, with Gaussian covariates 3, ~ N (pim, I5) € R? and labels
Ym ~ (x4, Bm) + N(0,02,.) generated using a ground truth model z7, € R?. Each client
minimizes the mean squared error, f(z; (Bm,Ym)) = 5 (Ym — (2, Bm))? leading to an expected loss:

1 1
Foa(2) = 52 = 05) T (bt + 1a) (& = 25,) + 50%e

Under suitable bounds on fi,,,, 2, and opeise, this problem satisfies AssumptionsE]toE]for bounded
x. Furthermore, we have ||V2Fy,(z) — V2F, ()|, < ([lttmlly + lenlly) - [ltm — pnll, for any
m,n € [M]. So Assumption@quantiﬁes the covariate shift across clients. Meanwhile, AssumptionEl
reflects the concept shift via the bound ||z}, — 27 ||, < (..

In Figure[2] we examine the convergence behavior of Local SGD on the synthetic linear regression
task. In Figure 2al we decouple first- and second-order heterogeneity by independently varying the
means /i, and the ground truths x7,. We observe that Local SGD performs well only when both types
of heterogeneity are small. This highlights why earlier works that did not account for second-order
heterogeneity (Assumption [6)) were unable to explain Local SGD’s effectiveness fully. In Figure [2b}
we fix the first-order heterogeneity and plot the communication complexity required to reach a target
accuracy as a function of 7. As expected, we find a monotonic relationship, further reinforcing the
connection between second-order heterogeneity and the communication efficiency of Local SGD.

Importantly, when varying the heterogeneity, we ensure we do not inadvertently make the individual
optimization problems harder, for example, by increasing the condition number x or the radius B. In
Appendix[J} we describe how we control for this and include additional experiments.

Local SGD Avg Best Error

: 016
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002
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60 4
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Avg. communication rounds to reach error < 0.04

(a) Heatmap of the average best-final /2 error of Local ~ (b) Communication complexity of Local SGD versus
SGD after R = 5 communication rounds as a function  covariate shift 7, for a fixed concept shift {, = 1.0
of covariate shift 7 (horizontal axis) and concept shift  to reach an ¢ error < 0.04. We allow up to Rmax =
Cx (vertical axis). 100 rounds, and plot the mean rounds-to-target.

Figure 2: Impact of First- and Second-Order Heterogeneity on Local SGD. In both figures, we
use d = 5, M = 20 clients, K = 10 local steps, and a noise level of o,,0;5c = 0.1. The step-size is
tuned over a logarithmic grid in [10~2,1071], and the error is averaged over multiple trials. For (a),
we report the mean error over n,u,s = 20 trials for each (7, {,) pair, tuning the step-size separately
in each trial. Similarly, in (b), we average over n,uns = 20 trials for each 7, again tuning the step-size
independently per trial. We discuss in AppendixElhow to interpret the 7, {, in our plots’ axes.

Practical Implications for Federated Learning. Our results highlight that the performance of Local
SGD depends critically on the structure of data heterogeneity. In practice, this suggests distinguishing
between heterogeneity in optimal predictors (first-order, measured by (, and ¢,) and curvature or
feature distributions (second-order, measured by 7). For example, (, may be small for learning in
overparameterized settings while 7 remains significant. Large local steps (K) can still yield good
performance and communication savings in such cases. But when 7 is very large, aggressive local
updates with a fixed step-size can cause instability. We recommend tuning 7 as a function of K and
using diagnostic signals—such as consensus error growth or curvature estimates—to adjust training
parameters. Estimating 7 from local and running statistics could help guide such choices in practice.
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* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Yes. We include the code for reproducing all results in the supplemental
material.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes. All the details regarding the hyperparameters are mentioned in Section [6]
and the Appendix.
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» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Yes. We repeat the experiment for several times and report the average error.
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* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Yes. We include the information about the computer resource in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Yes, this research conforms with the NeurIPS Code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper is theoretical and raises no immediate concerns on societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: No assets are used in this work.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assests are introduced.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: No core method development in this paper used LLM.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
L.LM) for what should or should not be described.
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A More Discussion on Heterogeneity Assumptions

A.1 Construction for Remark ]

This sub-section will show a problem with (, << B and ¢, ~ B. As a preliminary remark, note
that we must consider high-dimensional examples for this: in a single dimension, =* must be in the
convex hull of {7}, ..., z%,} (which is just a line-segment). The instance we will consider will make
use of the following two functions, which take two-dimensional inputs (z,y) € R?,

2 2 2 2
f(a:,y)=2(:z:+c2*> +(x+y+42*> and g(m,y):(z—%) +<;p+y_42*> _

Note that both these functions are strictly convex with optimizers at (725* , O) and (%*, O) respec-

tively. However, the optimizer of the average of these functions is given by (—%, %), which is

notably not on the convex hull of the optimizers of the constituent functions.

Now we define M different objectives on d dimensions (assuming M, d are even for simplicity) as
follows:

Fi(z) =f($[1]7$[2])+%||(0’07$[3]7-~-’96[M])||§ ;
Fy(z) =g(x[1],x[2])+%||(0,0,x[3],~--,:c[M])H§ ;
F(x) =f(x[3]7x[4])+%||(96[1]796[2]70’0’w[4]~-~,I‘[M])H§ ;

Fy(x) = g(2[3], z[4]) + % I([1), 2[2], 0,0, 2[4] ..., 2[M])]5

Fasa(x) = (M = 1],2[M]) + 5 (0,0, a[M — 1], 2[M]3 |

Fu(x) = g(@[M — 1], 2[M]) + % 1(0,0,...,2[M — 1], z[M])]; -



Due to the properties of f, g that we discussed above, note that for any two machines m #

n, ||z}, — x|l = (» Furthermore, note the optimizer of the obejctive is given by z* =
—%,%,—%,%,...,—%,%). This implies that,
“12 G, G (M-1)¢  (M+3)¢ ,
||xm—x||2:<—+6> + %6 == 3 misodd ,
" * M —1)¢? M +15)¢? .
s, — 215 = b + i + ( )6 _ (M+15)c, mis even ,
2 6 36 36

In particular, if we pick M = 363— — 15 (assume it is an even number), then we can guarantee that
¢, must be at least B. This proves ' the claim we made in the remark.

A2 Proof of Remark 2]
This is easy to see let us just write £* more explicitly,

e P e | P [ PR

1 * — *
+ 37 S (ay - AT Agay)||

ne[M] 9

Il
| —
—
8
3
I
=

ne[M] 9

1 * * 1 - . T*
<qp 2 lem il 57 X0 ATHA- A @ -2
ne[M] ne[M] 2

. 1

oo, LS a1 (4 ) et -2
ne[]\l]

1

<Gt 2 1AL IA - Aully (@5 - a)
nE[]\/f]

<o+ T

"

which proves the claim of Remark [2]

B More Discussion on the Fixed Point Perspective

Several papers have pointed out with varying levels of explicitness [57, 58} [25]] that the hardness
of analysing Local SGD’s convergence comes from a fixed-point discrepancy, i.e., Local SGD in
the limit of large R converges to a point different from 2* whenever K > 1. This is an alternative
viewpoint to data heterogeneity, and can be useful to provide analyses of Local SGD. For the simple
case of strongly convex quadratic functions Patel et al. [25]] showed that in the absence of noise,
Local GD converges very quickly—with extreme communication efficiency—to its fixed point and
they also gave a bound for the fixed point discrepancy in terms of Assumptions [4]to [6]

In this section, we will revisit their analysis, showing that it extends to the stochastic case and also
provide a more fine-grained upper bound on the fixed-point discrepancy for the quadratic case. Both
these advancements allow us to provide a convergence for strongly convex quadratics in Theorem [7]
Then we will make a few comments about the convex quadratic setting, i.e., when 1 = 0, commenting
on the potential regularization effects of Local-SGD.

Throughout this section, we will consider Local SGD with both an inner step-size 1 and an outer
step-size 3. In the main paper, we only analysed and discussed Local SGD with a single step-size,
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i.e., we set 5 = 1. To make the notation easier to accommodate two step-sizes, we use the following,
;no =ZTpr_1 , Vm e [M]
rk+1_33 nvf(xrka rk) :’nkNDm ) va[M]7k€[07K_1]

1:7*1'7“ 1+7 Z jr—l)

(6)

B.1 Fast Convergence to Fixed-point in the Quadratic Setting
The following Lemma extends the analysis of Patel et al. [25]] for convergence to the fixed point to
the stochastic setting.

Lemma 4. For quadratic problems satisfying Assumptwnsm 103 and[8| with machine m’s hessian
denoted by A,,, withn < %, and < W the Local-SGD iterate T g (with initialization

To = 0) satisfies,
E [l — 23]
<(1=B1 = =0 ) lwaoll3 + 8 (1= (1= B (1= (1= np) ) i
where we define o, = ﬁZme[M] C~tCnar, for Cp = I — (I — nA,)E and C =
ﬁ Zme[M] Con. In particular, when 3 = 1 we have,

0.2

_ 2 2KR 2 KR
E [len —wolls] < (1= m) ™ F lmecl3 41 (1 = (0 )™ T

Proof. We consider quadratic problems of the form,
1
5@ = )T Az —oh) |

where A,, > 0 is a positive definite Hessian matrix. We denote the fixed-point of Local SGD by (for
a simple intuition see [25]),

F,(z) =

Z Cc~ 1Cmazm , where C,,, :=1 — (I — nAm)K

mG[M

We now note the following about the local-SGD updates between two communication rounds on
machine m € [M],

x:?K -z, = 33;71{—1 —x, = UAm(fo—l - T,)
+n (Am(x?fK—l —x5,) = V(g _1; ZTK—l)) )
=~ UAm)K (3???0 - xy*n)
K—1
Y (= nAn) T (An(all —2) = VT 2%)
k=0

K-1
K K— —k sm
=T —nAn)" (-1 —ay,) +n Z (I —nAn) ! &k
k=0

This implies the following

K-1
K K—l—k
Tk — o1 =2, — T+ (L= nAn)" (Br—1 —27,) + 1 Z (I —nAn) &%
k=0

S

-1

= = (1= T = 4)) @y = a3 +0 30 (L= nAn) e
0

b
Il
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K—-1
= —Cp (21 — 77, JFUZI nAm )Klqua

K—1
= —CUnxr—1 + Cme;z +n (I - nAm)Kilik :nk .
k=0
This implies for the r-th synchronized model,

K-1
p x
Ty = Tp_1 + M Z — me'r‘—l + me"L + n ; I 7’]Am K 1— kfrk ’

me[M]

K—1
:(I—BC)xr,l—ﬁ—% Z C’mx;‘n—knﬁkzzo (I —nA,) K 1-k Z en |

me[M] mE [M]

= (I = BC) (Tr_1 — Too) + Too — fCTo + % %;41 Cna?,

K-1
+nB Y (I =nAn) e,
k=0

me[ ] mE [M]
K-1

+nB Y (I =nAn)

k=0
Simplifying and rearranging this, we get for r = R,

K—-1
TR~ Too = (I = BC) (Tr-1 — Too) + 1B Y (I = nAm)* " eny
k=0

R—-1 K-1
= (I-BC)* (w0 —100) + Y (I = BCYT717 ( B> (I—nAp) Kl’“m)
r=0 k=0

Take the norm, squaring, and taking expectation, we get,

E [ler — wocll3] < I = BCIE"E [0 — 200)I1]

R—-1 K-1
+P8 Y I - pef <Z (I =nA,)" " PE [lmﬂi}) :

r=0
R
< |1 - B3t lzso 3

R—1 1 2
—r _1-10O
+0°82 Y I = Al ><Z<1—nu>K : kM> :

r=0 k=0
R—1 K 2
2 02 1 — BApin (CNE-1T (1_(1_77M) . U) ,
+n?B ;( BAmin(C)) ” 7

We now need upper and lower bounds on the minimum eigenvalue of C'. For this, note that,

1

Amin(C) = Amin M Z (I - (I - nAm)K) )
me[M]
Ik Hz_lM 2 (- =nan))e

me[M]
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1 T K
=1-— max W Z v (I —nAn)tv

ol =1 M
el— (A —nw™, (1 —nH)¥) |
e (-1 —nu™,1-(1—nH)¥)

Plugging these bounds in the above inequality leads to,

E|llor = zocll3] < (1= 81— (1= m)%))"" llzc}

1-(1-B1-Q=-n)" )" 1-(1—nu* o*
o L—(1—mF ' " M

<(1=8(1= 1= za?

(1= (-8 (1= (1= ) )) T

Note that the range of \,;,,(C) is what suggests the upper bound on /3 of W O

Next we will establish an upper bound on ||z ||,, which would allow us to provide the upper bound
in terms of B from Assumption 3]

Lemma 5. In the setting of the previous lemma,

|Zoo|ly < min{nTKk(, + B,xB} .

Proof. Recall the definition of x,

1
[#oolly = cH = Z Cmy, 5
MmG[]M] 9
=|c™ % > (Cn—C+0O)(}, -z +3Y) ||
me[M)] 5
“let 5 X @0 )+
me[M] 5
1 1 .
<qp 2 letCn=caly+ 57 2 el
m,ne[M] me[M]
1 - ey 1 ,
=ap 2 N LT =040 = (T = nAwm)S |y leh =2l + 57 D2 el
m,n€[M] me[M]

<(Lemma@and Assumptions 3] F]and [6) UTK (1 - (]‘ B nH)Kil)C +B
- 1—(1—-nuk i ’
1—(1—-nH)X
1—(1—np)

Now we will show that the factor g(K) =

<nrK - «+B .

% can be upper bounded by x = ¢(1) for any

choice of step-size 7. To do this we show that g(K) is a non-increasing function and thus can be upper
bounded by ¢(1). To see this note for k € Z>q, while denoting0 < a :=1—-nH <1-nu=:b< 1,

1—a¥
g(k)*ﬁ )

l-a l4a+--+ad!
T l=b l4be b
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N 1—a'Sk(a)
T 1—0b Sp(b)

where we defined the geometric sum Sk (-) for ease of notation. Using this we get that,

lfb:Sk( ) Sk+1( )

(9(k) —g(k +1))

l—a  Sp(b)  Skt1(b)
k(a)  Sk(a) +a*
Sk(b) Sk(b)—Fbk ’
(@) (Sk(b) + %) — (Sk(a) + a*)Sk(b)
Si(b)(Sk(b) + bF) ’
- akbk (Sk(a) _ Sk(b)>
= 505k )+bk) el I
k k—1
 Sk(0)(Sk(b) + bF) ZZ( ) ’
akbk - i—k
EEACIENCEYD izo( T
Z(a<b) 0.

Thus g(-) is a non-increasing function proving our earlier claim. Plugging this above gives us,
lzoolls < NTKKG + B .

Note that in the very first step of the proof we could also upper bound ||z ||, by g(/)B, thus we
can also get the trivial upper bound « B, following the result of the proof. This proves the lemma. [

Combining the previous two lemmas and simplifying we get the following convergence rate to the
fixed point.

and |8} with machine m’s hessian denoted by A,,,, withn < L and B = 1 the Local-SGD iterate

Priposmon 1 (Fast Convergence to Fixed Point). For quadratzc problems satisfying Assumptions|]]
TR (with initialization Ty = 0) satisfies,

E {Ha’cR — g;ooug} < e—2nuKR,min{m_KH<* +B,;<;B}2 I ZLM .

Note that while in Assumption 3| we assume that ||z*||, < B, but in general if we only assume the
norms of the individual machines’ optimizers are bounded by B, then the most natural upper bound
on x* is % + B.

B.2 Improved Fixed-point Discrepancy Upper Bound for Quadratics

We will need the following lemma about the Lipschitzness of a specific matrix polynomial.

Lemma 6. Let A,,, A,, € R4 be symmetric positive-definite matrices whose spectra lie inside the
interval [p, H] C (0,1/n), with0 < p < H and 0 < n < 1/H. Fix an integer K > 1 and define
the polynomial

RN =1-(1-n)" —nK\,  A€R.
Extend R to symmetric matrices by functional calculus, R(X) =1 — (I —nX ) K nKX. Then

1R(Am) = R(An)ll, < L|Am

L=nK[l-(1-nH)*"].

Proof. Step 1: A scalar Lipschitz constant. Direct differentiation gives

R'(\) =nK[(1—-nN)5"t =1,
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which is non-positive and increasing on [u, H]. Hence

L= sup |[R()\)|= nK[l —(1- nH)K*I} .
AE[p, H]

Step 2: Fréchet derivative. Write X = Udiag(\1,...,A\q)U" and set F = UTEU for any
symmetric perturbation E. The Daleckii—Krein formula yields
R(Xi) — R(A))

XNi— A

Because — R is operator-monotone on [, H], the matrix M is positive-semidefinite and its entries
satisfy |M;;| < L.

DRX|(E) = UMOF)U", M=

Step 3: Schur-multiplier estimate. If a PSD matrix M has entries bounded by L, then for every
G e Rdxd
MG < (maxMy) [|Glla < LG

Applying this with G = F’ gives

IDRIX](E)ll2 < L]l

Step 4: Integration along a line segment. Set A := A, — A,, and A(t) := A,, + tA fort € [0,1].
Define ®(t) := R(A(t)). Step 3 implies [|®(t)||2 < L||Al|; for all ¢, so

1
|24 - B, = 000) ~ O], < [ 10Ol dt < LAl
This is precisely the claimed bound. O

Now we are ready to prove the following lemma which improves upon the result of Patel et al. [25]
Lemma 7 (Fixed Point Discrepancy for Quadratics). For quadratic functions satisfying Assumptions[]
and @ we can guarantee the following for n < 1/H,
Gt . (1 —-nH)® —1+nHK +nuK (1 -(1- nH)Kfl)

L= (1L —nu)k
Remark 3. Note that the above bound goes to zero when 7 or (, is zero, which matches the behavior

of the bound due to Patel et al. [25]. However, the bound also goes to zero when K = 1orn — 0, a
behavior their bound did not capture.

27 = ool <

Proof. Note the following,

1 — — * *
|z* — TO@HQ = e Z (A 1Am -C 1Om) (l‘m - xn) )

m,n€[M] 9
1
<3m 2 A7 Aw =07 Cull, llan, — i,
m,ne[M]
1
= r Z ||A—1Am_c_lOmH2C* )
me[M]

Let us denote the following,

1
Cpi=1—(I- r]Am)K =nKA,,+ R, and R:= i g[;w] R,, .

In particular, note that when K = 1, then R,,, = 0, which implies that R = 0. Using this notation,
we have the following,

A" Ay — C71C|, =[O (CAT Ay — Cr)

I, I
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=7 (R A1) A A A= )
=07 (RAT A = R,
=t (rA” 1A ~R+R—R,)|, ,
”C 1”2 (”R”zHA lAm—I||2+||R_RmH2)
1 1 r
SISO pEM > (NIIRHIIﬁR,” n)

née[M]

IN

Now it suffices to upper bound the two terms || R, ||, and || R,, — R,||,. As a sanity check, note that
when K = 1 and 7 = 0, the upper bounds are still zero. For the first term, note the following using
the diagonalization of the matrix A, = V,;,,%,,,V, 1,

||R7L||2 ||I nKA;, (I* WAn)KHg s
||I - ’qKZ” - (I - Wzn)KHQ )

sup |1 —nKX—(1-nN)F|,
AE[p,H]

=(1-nH)X —1+nHK ,

IN

where we use the fact that n < % which implies that nA < 1 in the above function, which in turn

implies that |1 — nK A — (1 — nA)X] is an increasing function in the range A € [p1, H]. Now we need
to bound the second term || R,,, — R, ||,. Note that ideally we would like the upper bound to also
vanish with K = 1 and 7 = 0. We cannot use the strategy from above because we do not know if
the matrices A,, and A,, commute. Instead we will use the following property (see Lemma [6] that
follows),

|R(Am) — R(An)lly < sup [R'ON)|[[Am — Anlly
NE[p, H]

where we define R(\) := 1 — (1 — n\)X — nK\. Note the following,
[R'(N)| = [nK(1 =g\ ! —nK]| |
==K (1-(1-n)" )],
=K |1 —(L—npN)"7 .
Plugging this in the above bound gives us,
| R — /‘)/nuz = HR(Am) - R(An)Hz )

< sup nK|[|A, — An”z = (1— TIA)Kfll )
AE[u,H]

<nKTt(1-(1 —nH)X l) .

For a sanity check, note that when K = 1 or 7 = 0, this bound is zero. Plugging the blue and cyan
upper bounds back into the original bound on fixed-point discrepancy, we get,

* < 1 T
- <—i = E —|R R, —R
|z JUc>o||2— 1— (1—nu)K M2 ’uH nHQ"’H m n||2 )

m,n€[M]
Cr

< >
Tl (1 -k

X# Z (;((1—T]H)K_1+17HK)+77KT(1_(1_77H)K—1)>’

m,n€[M]
Gr 1=—nH)X =1+ nHK +nuK (1 - (1 —nH)X1)
I 1—(1—nuk
This proves the lemma. O

While the general behavior of the fixed-point discrepancy upper bound can be quite complex, we can
study its effect for a specific step-size, which leads to the following convergence guarantee.
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Theorem 7. Assume we are optimizing a problem instance satisfying Assumptions|[I|to[d} [6land|8]
R > 2111( ) B2 > cand KR > 2k ln( )for some target accuracy €. Then using n =

#KR In ( ) and B = 1, Local SGD initialized at x¢o = 0 outputs T such that,

2 2,22 2 2 2.2 2 2
_ 2 € 21°k°(; | 5 (B o 9(iT 5 (B
E {Hx’* _‘”*”2} 2 (u232R2 n (e T2t err T e ™\ e

Remark 4. As we will see in Appendix while analysing Local SGD for third-order smooth
functions, we derive a slightly worse convergence rate which contains all the terms in the above upper
bound upto constant factors.

1-(1—nH)®

Proof. We will first simplify the upper bound by noting that 5— =¥ is non-increasing in K, as

was proved in Lemma[5]
(1—nH)® =1+ nHK +nuK (1 — (1 —nH)K"1)

L= (1 —nuk .
HK 1—(1—nH
- 1—(771—77/1)1( s 1—((1—1777u))K ’
HK 1—(1—nH
= l—g—nu)KJrWK' 1—((1—777710) ’
HEK
:717(7717W)K+17HK.

Now, assume that 2x In ( ) < KR for target accuracy e so that we can pick n = % In (3—2) <

€

ﬁ < 4. For this choice of 7 the above upper bound reduces to,

(o 7 n (BT2>

K B?
" 1—<1—1/<KR>1n(€2)>K+R1“<e) ’

Corre <B2> < )
< In +—
/,LR 1,67%111(36 )

_ 1 (B2

Now further assuming R > 21In (%2), WEe can upper e 7l ( c
3Cx B?

|z* — 20|y < G In <>
LR €

Let us also upper bound the rate of convergence to the fixed point for this choice of step-size and
under these assumptions,

27 = ool <

—_

) by % which implies,

0.2

E (|25~ wcll3] < (1= )™ min {nr K, + B.sBY 4 (1= (=) ") uM

e . [2m%k2C% ., ([ B? 9 9719 o2
B4mln{ 2R In (6)+ZB,KB}+M2MKR ,
e . [2m%k2C2 ., [ B2 9 o2
56'32”““{ e\ ) P T KR
The above term is under standard conditions of the order €, so we can ignore it. Cobining this with
the fixed point discrepancy upper bound above proves the statement of the lemma. [

A

IN

B.3 On the Nature of Local SGD’s Fixed Point for Quadratics
While in the general convex setting we can not write an explicit formula for the fixed point =,

we can characterize it as the mini-mum norm solution of a certain leas-squares problem, where the
geometry for each machine is defined by the matrices C,,.
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Proposition 2 (leed Point for Convex Quadratics). Assume we have a problem instance satisfying
Assumptions |1| to |3 and with o= = 0,7 < 1/H. Further deﬁne Cp = I — (I —nA)E,

= mefpr) Cm and ¢ = = menr) Cm@n, for some xy, € S5 for each m € [M). If
c# 0and c € im(C) = ker(C)*, then Local GD converges to the following solution in the limit of

R — oo,

_ . 1 . 12
Too =argmin |zl|, , st 2z € min — E |z — x|l
z€R4 m

me[M]

If on the other hand ¢ # 0 and ¢ & im(C), the the iterates do not converge, but if we define the
sequence ygr = CT R, then

_WA\R
A v = 3 viefe Jim (1= (1=0))

i€[l]
where C = ie] \ivivl is the eigen-value decomposition of C for orthonormal vectors
{v1,...,u}. If ¢ = 0, the iterates of Local-GD do not move from Ty = 0.

Remark 5. When the objectives on each machine are strongly convex, then we always have ¢ €
im(C) = R%. In general when im(C) = R, we can guarantee convergence to a fixed point. An
even weaker sufficient condition is to assume that N,,,c[arker(Ay,) = {0}, which guarantees that
ker(C)) = {0} and hence im(C') = R?. We prove this last condition in Lemma The condition
ﬂnj\ff:l ker(A,,) = {0} is equivalent to the average Hessian A being positive definite, i.e., A > 0,
or in the global objective being strongly convex. This condition ensures that local curvature from
different clients collectively constrains all directions and the machines are no simultaneously blind to
some direction.

Proof. We recall that even in the convex setting (i.e., with p = 0) we can write the following for the
Local SGD iterate Ty in the noise-less setting with 8 = 1 and initialization Ty = 0,

T = A}g{;ﬂ (7= nA) @rr—ap) +a3)
- ((I—nAm)K) w0 (1= =nan)™)a,
me[M)] me[M]

(I C Z'R 1+ Z Omxm 9

mE[]M]

R-1
—(20=0) Z(] —C)e
§=0

Now let us assume an orthonormal basis for the span of C' is given by {v1,...,v;} where [ < d. This
allows us to write,
C = Z )\i’l)i’UiT s
i€(l]

where 0 < \; < 1—(1—nH)X < 1asourstep-sizeis < 1/H. Let us extend this to an orthonormal
basis for the entire vector space R? as {vy, ..., v, vj41,...,vq} sothat vy q,...,vg € ker(C). This
also implies for j € Z>o,

I-cy= > a-xvwf+ > wol| |

iell] i€[l+1,d]
= Z(l — )\i)j’l}i’l};‘r + Z
i€l] 1€[l+1,d]

Now we will inspect how Z g evolves in each direction, i € [d].
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First let us consider ¢ € [I],

R-1
v, Tp = vl (I—-C)ec
=0
R—1
=> (1-=X)vic,
=0
R
s

No matter how we pick 7, K, this would converge as R — oo, to some quantity proportional to v} c.

Now let us consider i € [l + 1,d],

Il
<

Notably, this does not converge unless v} ¢ = 0.

In particular, the iterates of local GD converge iff v;f c=0foralli € [l + 1,d]. Or in other words,
c € im(C) = ker(A)~. First let us assume, this is true, then we can conclude that the local GD
iterates only evolve in the sub-space im(C). Where do they converge? Solving the fixed-point
equation in the limit of large R gives us,

Too =T —C) o + ¢,
=Creo =c .

Summarizing the two key findings so far we get that assuming ¢ € im(C), Czo, = c and 2o, &
ker(C'). This is equivalent to saying that z, is the minimum norm solution of the linear system
Cx = c. In other words,

Further, note that using the least square formulation we can write the solutions of the linear system
Cz = cas,

3 1 * |12
min = > fle—2nlE,
me[M]

This implies that x, (When it exists) is the solution of the following optimization problem,

. . 1 * |12
min Joll, st wemina 3 fo-anl,
me([M]

In the case, that ¢ & im(A), there exists i € [l + 1, d] such that v ¢ # 0. The iterates will explode in
this direction, but still notably, the sequence C'Z i does converge, because

lim Czr = lim g )\iviva:fR ,
R—o0 R—o00 )
1€[l]

= I%Ln;oz[;]vivfc (1-(1- /\i)R) )
1€

No matter how we pick 1, K this limit exists.
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Lemma 8. Let Ay,..., Ay € R¥*9 be symmetric positive semidefinite matrices, and let 1/H >
1 > 0and K € N. Define

M
1
. K o
Cri= 1= (I =nAn)", Ci= o > Cn

m=1

Suppose the kernel intersection is trivial:

() ker(Am) = {0} .

Assume further that 1 < 1/Amax(Ap) for all m (where Apax(Am) < H denotes the largest
eigenvalue of A,,.

Then:
1. For each m, ker(Cy,) = ker(Ap,).
2. The matrix C'is full rank: im(C) = RY, i.e., ker(C) = {0}.

Proof. Part (1): Since A,,, > 0, its eigenvalues lie in [0, Ayax(Am)]- Then I —nA,, has eigenvalues
in [1 — nAmax(4m), 1] C (0,1], so

Co=1—(I—nA,) Z() m)

a matrix polynomial in A,,. Due to the polynomial structure it is easy to see that,
ker(Cp,) 2 ker(A,,) .

To see the other side note, we will prove the contrapositive. Suppose that v ¢ ker(A,,), but
v € ker(C,,), then

Cpv=v—1T-nAn) 5 v=0,
= |lvlly = [|(T = ndwm) " ol|, < oll,
which is a contradition. Thus v ¢ ker(A,,) implies that, v & ker(C,,), or in other words,
ker(Cy,) C ker(A,,) .
This proves the first part of the statement that ker(A4,,) = ker(Cy,).
Part (2): Now suppose for contradiction that Cv = 0 for some v # 0. Then:

M
Z(va:o = (Cv,v) Z Cmv,v)
m=1

Since each C,,, = 0, it must be that (C,,v,v) =0 = C,,v = 0 = v € ker(C,,) = ker(4,,) for all
m. So:

M
v e ﬂ ker(A,,) = {0} ,
m=1
contradicting v # 0. Hence ker(C') = {0}, and since C'is symmetric, im(C) = R9. O

B.4 Implicit Regularization due to Local SGD

Several works have tried to understand the effectiveness of Local-SGD from a different perspective,
i.e., by arguing that the solution obtained by Local-SGD is somehow better. In other words, these
works have tried to characterize the implicit regularization of using local update steps. On such
notable work is due to Gu et al. [59].

For convex quadratic problems, the fixed-point perspective can also be used to understand the
implicit regularization of Local SGD. Specifically, recall that under the assumption we discussed in
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Curvature and Fixed Points: Local SGD vs Synchronized SGD
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Figure 3: The effect of having an outlier with a sharp curvature on Local SGD’s fixed point with
progressively higher local update steps.

the previous sub-section, i.e., Ny, c[ar] ker(A,,) = {0} we can also characterize the fixed-point of
synchronized SGD as follows,
SGD : : 1 * (12
o, =argmin |zf, , st 2 € min — E |lz— a5 -
z€R4 "
me[M]

Thus the main difference with respect to Local SGD with K > 1, is a different geometry on each
machine defined by A,,, as opposed to C,,, of Local-SGD,
1
L—-SGD . : * (|2
= , st zE€ — -z .
T argmin ||z, T € min GE[M] z — a7, le,,

One natural question is: under what conditions is the geometry endowed by Local-SGD better?

When 7 is “large enough,” then for larger K, the matrix polynomial C,,, = I — (I — nA,,)¥
increasingly flattens the influence of high-curvature (i.e., high-eigenvalue) directions in A,,. In other
words, Local SGD implicitly applies a spectral filter that downweights directions where the local
objective is sharply curved. This has a regularization effect: machines with highly ill-conditioned
losses or extremely sharp curvature (possibly due to overfitting, poor conditioning, or adversarial
data) contribute less in those sensitive directions. Instead, Local SGD emphasizes agreement in
directions where curvature is more moderate or shared across machines.

As aresult, the fixed point z:go's GD avoids overreacting to any single client’s extreme curvature and

instead biases the solution toward directions of consensus and smoothness. In this sense, Local
SGD can be interpreted as interpolating between machine-specific optimization (via 4,,) and a more
uniform averaging of preferences (via C,,), particularly in settings with heterogeneous curvature.
This implicit regularization may lead to better generalization in practice, especially when the global
objective inherits pathological structure from just a few problematic machines.

In Figure 3] we simulate the effect of having an outlier with a sharp curvature, showing how progres-
sively more local update steps regularize the geometry.
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B.5 Extension to Non-quadratics?

The biggest issue with extending the above analysis to non-quadratic, is that it becomes hard to even
write the expression for the fixed point in a closed form. As we will see in Appendix [I]it is much
easier to use the usual consensus error based analysis in these settings.

C Proof of the Lower Bound in Theorem [1]

To prove Theorem [I] the main result we need is Lemma[I0] which we then combine with the lower
bound due to Glasgow et al. [23]]. Notably, Lemma([I0]is an improvement of the lower bound due to
Patel et al. and like them we also borrow the folklore Lemma [9about gradient descent.

We first state the following standard Lemma which in the context of Local-SGD was previously also
used by Patel et al. [25]].

Lemma 9. There exists F(x) a convex quadratic function for x € R? satisfying which is H-smooth,
p-strongly convex with = 12R, and a bounded optima x* with ||z*||, < B such that & the R™"

. . o e 7. . ~ * H B2
gradient descent iterate initialized at zero and for any step size n > 0, F(ig) — F(z*) > 5.

Proof. Let A be the Hessian of F. Observe that we have F/(z) — F(z*) = 1 (z — 2*)T A(z — 2*).

Let v; and v be the eigenvectors of norm 1 of A with the greatest and least eigenvalues, respectively.
Assume z* := —B (%), which ensures ||2*||2 = B. Then, solving for the GD iterates in closed
form, we have
xr—2* =xp_1 — 2" —nA(xr_1 — %) ,
= =nA)(zp—2") ,

R
=@ (v10] +vovy — nHviv] — npvavd) ™ (zo — 2*) |

= ((
= ((
B
V2

where in (a) we ue the eigenvalue decomposition of A = Hwviv! + pvevd and the fact that for
orthonormal vectors vy, vo we have Iy = vlvlT + vgva . Observe that if n > %, then the iterates

explode and we have F(zg) > F(zo) > Q (HB?).

nH)owT + (1 = uyoaed) " (z — %)
nH)RooT + (1 —n) ool (=a%)

R
B H
(1—77H)Rv1+\ﬁ (1—77) vy .

K

1-—-
1-—

Itn < % then using the fact that x > 6, we have

1/ B s\E \' (B 3\ %
Fag) = F(«") 2%(@ <1> ) A(ﬁ (1) ) ’

B? 3\*"
(1—) vl Avy

Il
|
/N
|
T lw =
N——
[\v)
=
JE

where in (a) we lower bound by the function sub-optimality only in the second component corre-
sponding to vo; and in (b) we assume s > 3 and Bernoulli’s inequality. Finally using x = 12R we

get the lower bound Ig—gg. The result follows. O

Note that the following proof actually works for Local SGD with both an inner step-size n and
an outer step-size 3. In the main paper we only analysed and discussed Local SGD with a single
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step-size, i.e., we set § = 1. This makes the lower bound below stronger and not weaker, as it works
for a more general algorithm. To make the notation easier to accomodate two step-sizes, we use the
following,

ally =Ty, Vm e [M]
oy =2 = V(@ 27%), 20 ~ Pm . Ymoe [M] ke [0,K —1]

Tr =Tp—1+ % Z (LEQ?K - zf'r'fl)
me[M]

N

Lemma 10. There exists a convex quadratic function for x € R satisfying Assumptions and @
such the Local SGD iterate T r, when initialized at zero and for any choice of step-sizes n, § > 0

must have F(Tr) — F(z*) = Q (T—gz).

Proof. We consider the quadratic functions defined by the following two Hessians for 7 < H,

_ TAl 0 _ TAQ 0
A1|:0 H:| and A2|:O H:|,

where we for some « € (0, 1),
A 10
A = [0 0] , and
2

o= w” = (o /TP V=) = | YT
Note about the spectrum of A,
Spec (A1) ={0,7,H} .
Similarly for A, we note that,
det (A = AL) =0 .
= A—a)A—1+a%) =a*(1—-0a?) ,
:>)\2—(a2+1—oz2))\:0 ,
=xe{0, 1} .
which implies that also for,
Spec (A3) ={0,7,H} .

Thus objectives defined by both these Hessians A; and Ay are H-smooth. Further, we can notice the
following about the difference between these Hessians,

Spec (41 — As) = 7 - Spec (Al - 1212) u{0} ,

= 7 - Spec ([—al\/_% :im) u{o} ,

= {—T\/I—QQ,O,T\/I—QQ}U{O} ;

which implies that,

A1 — Asll, =7V1—a? <7 .

Now we shall split the objectives on each machine as follows, For even m, let
1
Fo(z) = 5(1‘ — )T Ay (x —2%) .

For odd m, let )
F,(z) = 5(3: — )T Ag(x —2*) .
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Note that the iterates after K local updates leading up to communication round r on machine m
gives,

T = (I - nA)S &y

where we denote 7,7y = 27" — z* forall k € [0, K] and &,, = &, — 2* for all r € [0, R]. For odd
machines it is straightforward that,

(]. — ’I]T)K 0 0 _ ( —(1—n7) )
(I —nA)" = 0 1 0 = lb T Ay 0 K]
0 0 (1—nH)X 0 (1—nH)
For even machines, the above can also be noted using v, as the unit vector orthogonal to v,
- R K
o K IQ — 77’7'142 0 _ (IQ - nTUUT)K 0
(I=nd)™ =17 l—nH} - [ 0 (1—nH)X| >
_ _(UUT + ’UL’UI - T]T’U’UT)K 0
i 0 (1—nH)X] ~
@ |1 —777')K'U’UT+'UJ_’UI 0
B 0 (1—nH)X] ~
L =0T + (1= nr)Eeu” 0
L 0 (1—nH)X] >
_ -12 — (71_(1?77)1/{) A, 0
0 (1—nH)K] "

where in (a) we note that ((1 — n7)vo” + UJ"UI)Q = (1 —n7)%vvT + v vT. This implies for the
local updates with 7 := (M) for all m € [M],

am o |:I2 — A, 0 } P [(12 - 777'1211‘) Tl 2]1
rK 0 (1—nH)K] 7 (1 —nH)5F,_1[3]

Now, using the calculations so far, we can write the updates between two communication rounds as,

Ty =Tp_1+ % Z (i'xK - ‘%Tfl) ;

me[M]

6 |:nTA(m 1) mod(2)+1xr 1[]- 2]:|
- 'Tr 1= 55 Z ’
1-(1—-nH
me[M] n ) )xr 1[3]
_ (2= BRA[L: 2,1 2]) &1 [1: 2]
(1-81—1—nH)X))zr[3]
The above calculation implies that the third coordinate evolves as synchronized gradient descent

with K R iterations, while the first two coordinates evolve with step size 577 and a hessian matrix of
A[l:2;1: 2] (i.e., the top-left 2 x 2 block of A the average Hessian) for R iterationﬂ Now note

that A[1:2;1:2] = 7(1 — a)A; + TaA; and

) 1/2 if M is even,
“T (M +1)/2M  otherwise.

Now, all we need to do is apply Lemma 9] to the first two dimensions. To be able to do so we need to
be able to choose a condition number £ = Q(R) for A[1 : 2;1 : 2], in particular (x). Let us first
consider the case with even machines, i.e., when ¢ = 1/2. Then note that,

Aj+Ay 1] 1+a2 avl-a?
All:2;1: 2l =7———= = =
[L:21:2)=r— 2 L\ﬂa? 1-a? |’

"We don’t need to restrict the step-sizes because Lemma@]works for any step-size.
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which implies for the spectrum of the matrix,
Spec(A[1: 2;1: 2)) :%{1—a,1+a} ,

which in turn guarantees that,
l1+a
1l-«a

k(A[1:2;1:2]) =

)

which can indeed be made 2(R) by picking an « close enough to 1. Now let us look at the case when
M is odd and a = 241,

T [M—-1+(M+1a? (M+1)avl—a?
All: 2122 = QM{(M—&—l)a\/l—oﬂ (M+1)(1-a%) ]’

which using simple calculations as before implies for the spectrum of the matrix,
Spec (A[1:2;1:2]) = ﬁ {M V12 M2, M 41— a2 +M2a2}

which implies that,

M 1—a?+ M?2a?
k(A[1:2;1:2]) = V-2t a2’

which can which can indeed be made Q(R) by picking an « close enough to 1. Finally this allows us

to use Lemma@whieh implies that the progress on the first two coordinates is lower bounded by %
for any choice of hyperparameters. To make this more explicit, note the following for any model z,

F(&) — F(x*) = %xTAx — (Aa) T,

1
ia:TAa: — ()T Az |

= ;z[l 2TA[1:2;1:2)2[1:2] — (*[1:2)TA[1:2;1: 2)z[1 : 2]
+ 2 al3? — Ho*[3jas] |
> % [1:2]TA[L: 21 2Ja[1: 2] — (*[1:2)TA[1:2;1:22[1:2] ,

= F1.2(2) — Fi2(z") ,
where we define a different quadratic objective F}.o : R? — R? using the top left two-dimensional
block of the Hessian A. This implies that we can lower bound the sub-optimality F'(zr) — F(«*) by
T—gz, which finishes the proof of the lemma. O

Now to conclude the proof, we first note the following tight lower bound for the homogeneous setting
due to Glasgow et al. [23] for the local SGD iterate Z r, which we recall also uses a quadratic hard
instance satisfying Assumptions|I]to[3]

HB?2 0B _ { 0B H1/3a2/3B4/3}>

KR ' VMKER JEE KPR

We also recall the heterogeneous lower bound due to Glasgow et al. [23] using a quadratic hard
instance satisfying Assumptions|I|to[3} and apply it on 7-smooth problems (instead of H-smooth in
their construction, as they do not decouple 7 and H in their construction),

2/3 pa/
F(zg)— F(z*) = Q(mln {T(bz, T¢RQ/B;3}> .

To translate their bound to our setting we also set (, (in their lower bound, not to be confused with our
Assumption[d) as ¢, 7 to account for the different definitions of first-order heterogeneity in their paper
and ours (c.f., Assumption[5). Combining Lemma [[0] with the above two lower bounds from Glasgow
et al. [23]] by placing different hard instances on disjoint co-ordinates and noting the independent
evolution in the gradient descent iterates completes the proof of Theorem T}

F(zg) — F(z*) = Q<
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D Notation and Outline of the Upper Bounds’ Proofs

Recall that the algorithm we would like to analyze is local SGD in the intermittent communication
setting. In particular, we assume the algorithm runs over R € N communication rounds, with K € N
local update steps between each communication round and total 7' = KR time steps. We also
assume we have M € N machines/clients/agents with each agent m € [M] sampling from their
data distribution D,,, € A(Z). These samples from the data distribution are used to calculate the
stochastic gradients for each machine for each time step. In particular, at time ¢ € [0, 7] agent m
calculated gj* := V f(x}"; 2]") where 2" ~ D,,. We recall the local SGD updates that use these
stochastic gradients for all ¢ € [0, — 1] and m € [M],

Ty = —nglt if t+1 mod K#0,
1 .
x?}ﬂ::MZ(x?—ngf) if t+1 mod K=0.
ne[M]

We will also define the “ghost iterate” for all times ¢ € [0, 7] which may or may not be physically
computed depending on the time ¢,

wt::% Z xy .

me([M]

Considering these iterations, we will define several quantities in the analyses throughout the appendix.
We include this notation in Table [2| for ease of reference. With the above notation in mind, our
analysis aims to provide upper bounds for A(K R) and F(K R) as a function of problem-dependent
parameters that appear in all our assumptions. To do this:

» We will first state some technical lemmas in Appendix [E]

* Then in Appendix [F] we state recursions across communication rounds for the sequences
A(+), B(-), and E(-) in terms of the consensus error sequences C(-) and D(-). These
recursiong’| highlight the need to control the consensus error sequences C(-) and D(-).

* In Appendix [G] we first control the consensus error by relying on the strongest Assumption|[7}
In the following sections, we relax this need for the ¢ assumption and do a more fine-grained
analysis of the consensus error.

* In Appendix [H|we provide more fine-grained recursions for C'(-) and D(+), which depend
on A(+) and B(-), i.e., they leads to coupled recursions. The main technical contribution
of this paper is providing these coupled recursions and using them to provide new upper
bounds.

* Appendix[[|then brings together the results from Appendix [F]and Appendix [H]and provides
convergence guarantees in terms of the step size 7. Then we tune the step-size and obtain all
the upper bounds from the main body of the paper.

E Useful Technical Lemmas

E.1 Useful Facts about Stochastic Noise

Throughout this sub-section, we will assume Assumption 2] Recall the following standard lemmas
about the stochastic gradient noise,

Lemma 11 (Averaged Stochastic Noise Second Moment). Fort € [0,T — 1] we have,

E[Jel2] < 7

8We note that we are less explicit about randomness in the proof of these recursions and the following results.
In particular, we often omit repetitive steps using the tower rule and conditional expectations to shorten the
already complex proofs. We urge the reader to familiarize themselves with applying these techniques by first
reading the proof of Lemma@
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Symbol Definition

AW Efla—al3], Vi€ 0]
B(t) E [th - m*||3}  Vte0,T)
C) 37 Lommepn B [l — 2113, v € [0,7]
D(t) T Cmmepn E [llof —27l3], vt € 0,7]
E@®) E[F(x)] — mingscge F(z*), Vit € [0,T]

5(¢) t—t mod (K), Vte[0,T]

g Vi(z;2), 2" ~ Dy, YVt € [0,T], m € [M]
& VE, (") = Vf(z; z™), 27" ~ Dy, YVt € 1[0,T], m € [M]
gt 9= 71 Ymep 9 VEE€[0,T]

& €= 31 omepn & V1€ (0,71

H, J({Zgl}i\,{:pn {zt 1} 71) Vite[l,T]

Table 2: Summary of the notation used in the appendix. In the definition of the filtration H;, we
abuse the notation (c.f., Assumption|2) and use o (X) to denote the sigma algebra defined by the set
of random variables X.

Proof. Recall that at any time step ¢ € [0,T — 1],

E[la)2] =

2

S o |
me[M)] 2
2
1
_(Towernule) | M Z (gg”—Vf(xZ”,ZZ")) |Ht s
me[M)] 2
_og| Ly IE[H(gm—Vf(wm'Zm))||2|H]
i n t 1~ 2 t ’
me[M]
<(Assumpt10n|2|} 1 Z o2 ,
mE[M
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where (a) uses the fact that for all m # n, 2] L 20| Hy, ie., &, ..., &M are independent conditioned
on the history H;. O

We can also give the following stronger bound on the fourth moment of the stochastic noise.
Lemma 12 (Averaged Stochastic Noise Fourth Moment). Fort € [0,T — 1] we have,

{3 < 3% .

Proof. Recall that at any time step ¢ € [0,T — 1],

4
4 1 m
Bl = || > &l |
L me[M] 2
_ o\ 2 .
1 m 1 m n
=E M th =E M2 Z (&, &) ,
me[M] 9 m,n€[M]
1 m n
== > E[Eanene)] .
l,m,n,0€[M]
w u 1 m n o
=k — Y EE[(EL&") @6 )
l,m,n,0€[M]
Recall that for all m # n, 2/ L 27| Hy, ie., & ..., &M are independent conditioned on the history

‘H:. In the above sum, the only non-zero terms are the ones where either [ = m = n = o, or where
the set {I,m, n, o} has two distinct values, each repeated twice. There are M terms of the first kind,
and 3M (M — 1) terms of the second kind (first choose two colours out of M, then choose two indices

out of {l, m,n, o} which divides into two groups, i.e., total M(]\g_l) X %). Using this we get,

E[leli] = 1 | 3 E[léls] +3 X B[] (e |

le[M] l#me[M]
1
< G (MU4 +3M(M — 1)04) ,
< 30t
= W ’
which proves the lemma. ]

Lemma 13 (Averaged Stochastic Noise Third Moment). Fort € [0,T — 1] we have,

. V303
E [ll&H;} S pEE

Proof. This result follows from simply noting the previous two lemmas, and the fact that,

E|ll3] = E [l&l3 lel.]
< Coety St \/E (] \/E [EHE
[o2 [304
<Lemmas[Mand2 , /& /29
— M M2 b

< V3o?
> M3/2 3

which proves the lemma. O
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We can also note the following about the difference of the stochastic noise in two machines.
Lemma 14 (Second Moment of Difference). Fort € [0,T — 1] and for m # n € [M] we have,

E|llg" - €3] < 20 .
Proof. Note the following for m # n € [M], and fort € [0,T — 1]
E [le" - 1] = E [lem i3 + e — 2 e
=@ (overkle) g [jlem 2] 1 [||gr|13] — 2B [(E (&7 %], E (& 1H4])]

Ass ti , (b 2
S( ssump! wHE) (b) 2 ,

where in (a) we used that £ L £]'|H,; and in (b) we used that E []"|H,] = E [£]'|H:] = 0. This
proves the lemma. O

Lemma 15 (Fourth Moment of Difference). Fort € [0,T — 1] and for m # n € [M] we have,
E|llg" - &3] <80* .
Proof. Note the following for m # n € [M], and for ¢ € [0, T — 1]
E [ler - 2] =2 | (11 + 1613 -2 e em) |
—O B [llg 3] +E [leriy] + 4E [(gm,em)?]

ok [ler 2] B ler] -2 [lerizer] BT
ok [igrze] Eleer!

=E|llg" 3] +E [lerily] + 6E [le 3] & [leri3]

<(Assumpti0n|z) 80’4
— 7

0

where in (a) we used that £ L £}'|H, along with tower rule several times like in previous lemmas.
This finishes the proof. O

E.2 Other Analytical Lemmas

We will also use the following inequality several times, essentially a variant of the A.M.-G.M.
inequality.

Lemma 16. For any a,b € R and ~v > 0 we have,
1
(a+b)2§(1+7)a2+(1+7)b2,
1\?
(a+b)4§(1+) at+ (1 +9)°0t .
v

Proof. Note the following,
(a+b)? =a® +b* + 2ab ,

:a2+b2+2(\%>(ﬁb) ,

< (AM.-G.M. Inequality) a2 + b2 + a72 +’}/b2
1 9 2
< 1+; a”+ (14+7)b",
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which proves the first statement of the lemma. To get the second statement we will just apply the first
statement twice as follows,

(a+b)*< (<1+i> a2+(1+’y)b2>2 ,

2
1 1
< (1+ ) <(1+ ) a2) F 1+ 1+,
Y v
e
- (1+) at + (1+7)° 0t
v
which proves the second statement of the lemma. O
Lemma 17. For any a,b,c € R we have,
(a+b+c)? <3a® +3b% +3¢%
(a+b+c)t <27a* +270* + 274 .

Proof. We note the following,
(a+b+c)*=a®+b*+ c + 2ab+ 2bc + 2ca
<(AM-GM.inequality) 2 | 32 1 2 4 (g2 4+ 52) + (b2 + ¢2) + (2 + a?) |
=3(a®+bv*+c2) ,
which proves the first statement. For the second statement using the first statement note the following,
(a+b+c) < (3a® +36% +3c%)°
<3(30%)°+3(3°)* +3(32)° |
= 27a* + 270" + 27¢* |
which proves the lemma. O

Lemma 18. Ler x € (0,1) and K > 1 then we have
K—1
, K
i—1.2
Zm ) Si(l—x)Z .

i=1

Proof. Note the following,
K—1 K—1
Z 22 <K Z izt
i=1 i=1
K-1
=KV, (Z xi> ,
i=1

_Kl—a:K LK 1— KoK= (K —1)zX 7
1= (1= 2)
:Kl—mK — x4 oK+ +K1’—K:17K+(Kf 1)K+t 7
(1—=x)? (1—=)?
1— (K + 1)af + KaE+!
= K s
(1—=)?
< K
where in the last inequality we just note that 1 — (K + 1)z% + K2%+! < 1. This proves the
lemma. O
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Lemma 19. Let A and B be two positive-semi definite matrices. We have:
k—1 .
F=> A1 (A-B)B
=0

Proof. we prove by induction. For £ = 1 we have:
A—B:ZO:A‘j(A—B)Bj =A-B
j=0
for k + 1 we have:
AMFY _ pRl = AAR — BBY = AA* — AB* + AB* — BB* = A(AF - B*) + (A - B)B*
for the first term in the above equality we have:

k—1
A(AF = BF) =AY AR (A - BBJ—ZA’HA B)B
7=0

By adding the second term we have:

k-1 k
Ak:-‘rl_Bk’-l-l:ZAk—j<A_B)Bj+(A_B)Bk:ZAk—j(A_B)BJ
j=0 §=0
which completes the proof. O

F Deriving Round-wise Recursions for Errors

In this section, we derive several recursions that prove useful later in the analysis and form the core
of our proof. An informed reader would note that the ideas and in some cases the entire recursions
occur in previous works [25 20, [18 [15]].

F.1 Second Moment of the Error in Iterates

The main result of this sub-section is the following result, which relates A(-) to C(-) and D(-).

Lemma 20. Assume we have a problem instance satisfying Assumptions|I| 2]and[6] Then assuming
n < 4 we have forall t € [0,T — 1],

At +1) < (1 —nu) A(t) + Z -min {2Q*D(t) + 27°C(t), H*C(t)} + nj\j
This also implies that for all v € [R],
A(Kr) < (1 KAK@E-1)+(1-@ Ky 1o
(Kr) < (1= )™ AGK G = 1)+ (1= (0 =)™) 57
Kr—1
+1 03 (=R min (207 D()) + 272C(), H2C(5)}
j=K(r—1)

Remark 6. Note that the above lemma implies that if () and 7 are both zero—i.e., we have a
quadratic problem with no second-order heterogeneity—then we will achieve extreme communication
efficiency, matching the convergence rate of mini-batch SGD, with K R communication rounds. As
such, the trade-off between the red and blue upper bounds is that the former allows us to exploit
higher-order assumptions, but we need to be able to bound the fourth moment of the consensus error.
In contrast, the latter only requires a bound on the second moment of the consensus error.

Proof. We note the following about the progress made in a single iteration for ¢ € [0,T — 1],

At +1) =E [Jor1 — 2° 3]
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2

:(Towerrule)E E :L‘t—.%' _ Z gt ’Ht ,
mE [M] 9
27 2
1
=OR ||z —2* - Z VEL )| | +7E |5 Do & |
me[M] 2| me[M] 9
2
. 0 n2o?
< emma[lT) @ xy — NV F(x) — 2 +nVF(xy) U Z + T
me[M 2
<(Lemma@,(b) 1 e 1_ 2]E|: o 2:|
< (14 72 ) (= B [l =1
2
L—mu\ oo || 1 m n’o?
L+ —= ) n’E |||5; > (VEw(2) = VER ()| | + T
s me[M] 9
2
wi2] L7 1 m n*o’
= (1= [Jlae —a* 3] + T E || = 3 (VEn(@) = VEu )| |+ 5
. # me[M)] 9
2
2] | 1 2 n*o’
<O @B [l -~ ] + LB || 2 3 V2EaGP @ - |+ T
H mG [M] 9
where in (a) we used the fact that &}, ..., &} € mH, i.e., they are measurable/“non-random” under

‘H. and zero-mean, which allows us to ignore the cross-terms while squaring; in (b) we use the fact
that ) < 1/H which implies that 0 < I —nV?F(-) < (1 —nu)- I, and also that (1 —nu) > 0; and in
(c) we note that due to the mean-value theorem there exists some Z}* which is a convex combination
of " and ;. From this point, we can proceed in two different ways. First, to get the blue upper
bound we just use smoothness as follows,

A(t+1)
2
* (12 n 1 2 m m 7]20-2
s(l—w)E{th—xllz}Jr*'E 3 2 VARG @ =) |+
H me[M] 9
S(Jensen’slnequality) (1_77,U)E [HHR—CE*H } Z E |:Hv F, Am rn H }
mG[]LI]
77202
M )
< (- [l — o] + 25 LS B[ — ] + L
S e Iy —x 0 ]Wme[M xy" — Tt|lo M
nsen’s In i UH 1 m n 7]20-2
lemen'stoeaualis) (1 ) E [lzg —a*I) + T = 3 E |l —aylly) + L
H m,ne[M]
]HQ ,’720.2
— (- At + " o) + 1T
(1= mp) A(t) + m O+

which proves one part of the lemma. To get the red upper bound, we will use second-order hetero-
geneity and third-order smoothness as follows,

A(t+1)
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2 2
7] "”L m TI o
<@-mB oo+ B || Y VR @ e |+ 5
! me[]\[} 9
= (1= ) E [}z — " 3]
2
1 ) ( ( N
+ DB S (VPFu(@]) - V2Fu(ar) + V2F(ae) — V2F(2y)) (a2 — 2}")
Iz M ,
me[M] 2
7,]20.2
M )
<(Jensen’s Inequality), (Lemma@ (1 o 77/1') E |:||It —x* H;}
27} 2 ~m 2 my|[2
+L > E M(v Fon(37") = V2F (4)) (w1 — 2 )]2}
H me[M]
27] 2 2 o m
ZEHVFLL — V°F, (a2 )LL xy ||
mE[!\]
<(AssumptionsE|and 1_ F o 277@ Am o 2 _m|2
< (1= E ||z, — %3 > E el [lze — (|5
me[M]
72 202
+ 20 3 Bl — el + L
K me[M]
a QUQ m |4 2777_2 m|2
<O Q=) E [llee 23] + < D0 B[l -l + T D0 B[l -]
me[M)] me[M]
,]720.2
M )
, ‘ 2nQ? ,
S(Jensens]nequahty) (1_77N)E[||37t_33*”§} + 73\6[22 Z E {HT? mH }
e m,ne[M]
2

2n7?
toam 2 Bl -]+ hr

m,n€[M]
mQ%D(t)  2nT2C(t 252
= (1) A + 2190 mu()+n]\; :

where in (a) we use that ||2]" — 24|y < ||z — a¢||, for all m € [M]. This proves the second part of
the upper bound, thus finishing the proof for the first statement of the lemma. Note that for r € [R)
we can re-write this result as follows,

A(KT) < (1= ) A(Kr —1)

2 2
L ~min {2Q°D(Kr — 1) + 27°C(Kr — 1), H*C(Kr — 1)} + 77]\; ,
"
< (1—nu)™ A(K(r —1))
Kr—1 o
_|_Q Z (1—nu)KT 1= Jmln{QQz )+272C( ), H (J)}"‘L )
Hjmk-1) nit

where in the second inequality we just unrolled the recursion till the time-step of the previous
communication. This finishes the proof of the lemma. O

It would also be helpful to state the following lemma, which talks about the convergence on individual
machines between two communication rounds.
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Lemma 21 (Single Machine SGD Second Moment). For any machine m € [M], fort € [0,T), and
for k > 0 we have the following for n < %,

E {Hx%% H ] (1 —np)**E [Hl‘a — 2| } +7 :

The above lemma follows the usual strongly convex analysis of SGD (see, for instance, [60]]), since
we can rely on that between two communication rounds.

F.2 Fourth Moment of the Error in Iterates

Lemma 22. Assume we have a problem instance satisfying Assumptions[I|2land[6] Then assuming
n < 4 we have forall t € [0,T — 1],

B(t+1) < (1—nu)B(t) + (7754 4 1677:;;@2) D(t) + MMA@)

1 3 .22 4 4
4 1007 by 90 7
uM M

We can also get the following simpler upper bound,

nH*

Blt+1) < (L= m)B() + % 5-D(t) + MMA@) = s

In*o
M2

8302 H?

Y, C(t) +

This also implies that for r € [R] we have,

Kr—1

4 35,2002 '
B < (1) B — )+ (U2 + L2 S 1)
j=K(r—1)

gn2o? ! o 16pte?rr !
Z (1 =) "7 A(j) + M
j=K(r-1) j=K(r-1)

3ot

ph?

+ (L=nu) " =170(j)

+

Proof. Fort € [0,T — 1] we note the following,

E [Jlae1 — 23]
4
=E xt—x——ZVF xy" _|_7Z€ ;
me[M)] me[M)] 5
2

2
:El( xt—x*—% Z VE,(xz)|| + % Z &"

me[M] 9 me[M 5

+2n<xtx*]7\74 > VE.(), Z em >>] :

me([M] me [M]
4 4

* T’ m 1 m
=E ||z —2" - 57 > VB | +n'E 7 > g

me[M] 9 me[M]

+4n°E <xtx*]\n4 Z VFn(x"), Z §t>

me([M] me [M]

&)

97

48



2

me[M]

+ 2n°E
2
2

—+ 477E Tt — Z‘* — % Z VFm(x;n)

me[M]

2

2

1 m
T
me[M] 9

Ty —x" — % Z VEq,(z]")
me[M]

a
+4n°E xt—x*—% Z VEq,(z]") Z & ,
me[M] 9 me[M] 2|
4
S(CauchyShwartz)E xt—x*—% Z VFm(m;n) +774E i Z g;n
me[M] 9 me[M]
r 2
1
+47E | [ o —a* =L > VELG| | X &
i me[M] 2 me[M] 2
- ) o
1
+27E ||z —a* =L S VELGP)| |5 X &
me([M] 2 me[M] 2
r 3
1
+4n°E J;t—x*—% Z V(") Vi Z & ,
me[M] 9 me([M] 2
4 4
ower Rule 77 m 1 m
—(Tower Rule) 1 xt—x*—M Z VEFn(zi") +1'E M Z &
me[M] 9 me[M] 2
- ) s A
1
+67°E |E mt—m*—% > VB () i D& [He
| me([M] 9 me[M] 9 1]
- s 77
1
+47°E |E wt—l‘*—% > VB () i > | He| |
L me([M] 9 me([M] 9 1]
4 4
, 1
=R ||o; —a* = 2L 3 VEL@)| [+0'E || D &
me[M] 9 me[M] 9
— 2 r 2 77
1
+6E ||z —a* = > VE@P)| E || Y& |
me[M] 9 me[M] 2
- - s 77
1
+4°E xﬁxu% > VE.@D| E ||l X | [He| |
i me[M] 2 | me[M] 2 1]
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< Lemmas[Mto[[3). () [ VFE,, Bio”
< T — @ — o7 Z MSYE
mE[M] 2
2
6102
| P IRCICE
mG [M] 2
2
4\/§77303
+ =i B | g 2 VEG@)| |
me[M] 2
4
X n . 37740_4
me([M] 2
2
67}202
+r B If*I**ZVF =)
me[M]

2

2

3ntot 202
44 (7\42 ) nME :Etfx**% Z VEq,(x}") )
me[M]

2
4

< (AM.-GM. Inequality) E T — o — L Z VE, m +

2

9,',]40.4
M2

2

8n%o?
+73MIE xt—x——ZVF .
me[M] 9
4
_E * F F 77 F m 977404
= xp —x" = VF(ze) +nV (ﬂﬁt)—M Z V(") + M2
me[M] 9
-
8 e Ny — 2t — R + VE(x) — - Y VE, )
i Ty — T n Tt n Tt M m\ Ty s
me[M] 2|
=
© 271005 * Ui m Intot
=OF |||(I —nV?F(&)) (x4 — = )+77VF(9Ct)—M Z VE,(x") + e
me[M] 9
2
8n%o? . N m
+777E (I = gV2F (&) (z0 — @ )+nVF(xt)—% g{;ﬂwm(xt) :

2

3
<(Lemma@, (@) (1 + W) (1 — 77/’6)4E |:||Z‘t - 1‘*||4:|
- = i

4
4 -4

L= \* || 1 m o

me[M]
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8n*a? i .12
o ) (B [l — ]

2
8no? L—npy o 1
1 L _ m
+ ( o )TE > (VEm(xi) = VEu(a)|| |

me([M]

2
S(Jensen’s Inequality) (1 _ UN)E [H$t _ $*||;1}

0 . 97740.4
+ 3 E[H(VFm(:ct)—VFm(% ))II§}+ e
me[M]

2
8n202(1 — 8n3o? 1
+ B [l —a7] + BT | | S (9B - VR |

M pM M
me[M)] 2
‘ i 8n202(1 — np) 9n'a’
< (Assumption[T). (d) (1 _ B(t n D(t —A(t
< (1 —nu)B(t) + p (t) + i O+
2
877302 1 2 ~m 2 2 2 e
M M Z (v F’rn(xt ) -V F’m('rt) +V Fm(xt) Y F(J?t)) (It — )
K me[M] ?
(assumptions[and . (© nH'* 8n’o (1 —np) 9’7404
< (Assumptions[Tland[8). (e (1 _ TIM)B(t) + 3 D(t) +
8 3.2 2
L Q Z IE[th—xt N+ Z E |z — 3]

me[M]
4

M2

, : H 8 1-—
S(Jensenslnequahty) (1 o UM)B(t) =+ n D(t) + 77 5\4 77/~L A( )
Hu

+SZ" (2Q*D(t) + 27°C(t))

B nH* 16n302Q? 8202 (1 — npu) 16n30272
=(1 nu)B(t)Jr(ug + i D(t) + i A(t) + i C(t)

Iniot

+M2’

where in (a) we used the fact that 2, — 2* — Zme[M] VE.,(x}") € mHy; in (b) we used the

Jensen’s inequality E [||y[|,] < /E [||y||§}, in (c) we use mean value theorem to conclude that

there exists some #; which is a convex combination of x; and z* such that VF(z;) = VF (z*) +
V2F (&) (z¢ — 2,); in (d) we apply mean value theorem to find a 2} which is a convex combination
of z; and 27" such that VF,, (z;) = VF, (") + V2F,, (") - (z; — 2}"); and in (e) we used the
fact that ||2]" — x|, < ||«}* — x¢||5. This finishes the proof of the first statement of the lemma. By
letting ¢ + 1 = Kr for some r € [R], and unrolling till the previous communication round we get,

B(Kr)

nH*  16n30%Q?
< — — —
<(1—-nu)B(Kr-1)+ < e + Y] D(Kr—1)

4 -4

8202 (1 — npu) 16n30%72 o
Kr—1
nH*  16030%Q? 1y
< (- B =)+ (N + ) S e inG)
j=K(r—1)
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Kr—1 Kr—1
8n?a? Kr—i A/ 16n°0272 Krel—i g ot
1- "IA —_— 1- e
o > (1—np) D+ =g > (- )+ 25
j=K(r-1) j=K(r-1)
where in the last inequality for the last term we used that Zer(lr = nu)Er=1=7 <
% < # This proves the second statement of the lemma. O

It would also be helpful to state the following lemma, which talks about the convergence on individual
machines between two communication rounds.

Lemma 23 (Single Machine SGD Fourth Moment). For any machine m € [M], fort € [0,T), and
for k > 0 we have the following for n < %

E[Hx?&w M (1= )8 [l = 23 5] + 870K~ B [ l}rscy 3]
11n20*
12

We can also get the following simpler bound,
.|t L 41 l6no?
E [Hx%m —x HQ] < (U= ) E | sy — 3] +

13

Proof. For any machine m € [M] note the following for ¢ > 6(¢),
E [[ls71 - o3l
=B [laf" — 27, — 19 (") + 07" 3]
— 8 |(lof" = o~V Enl? )G + 22 167 + 20 e = 2ty — w0 M) |
<E|[llz" - 2, = 0V Fm(e})l3)
+1'E [|1€ 3]
+ 4P |2 — 5, = 19 Fn(a?) 3] E [€711]
+ 2% [|l2" — 5, — 19 F (o) I13] E (165711
+ 4B [l — 23, — 19 Fn (o) ) E [116713]
A ([l — o, — gV En ()3 ! =y — 0V E ()T | BAEPT
S”EDM?—x;—nvﬂdﬂﬂﬁ]+ﬁ%4+&f¥EDMT—xa—nVEM%W@}

Ty = 1V Fn()])
Uementsneawali) g [|jg7 — o — ¥ (@13 + 60°0°E [ — 25, = 0V Fon () 3]

+ 4P °E [[|2}" —

a0 B [Jap —az, —nVEW ] + 1o
SOMGM beaslty) |70 — o7, — ¥ Fr (27 3] + 60°0°E [ 27" — 25, — 0V Fon (") 1]
4 2
no g m * m 2
war? (U5 + T [laf — oty — nV D) 4t
m * my |4 4 4 2 2 m * my |12
= (2" = wp, — 0V E (") l13] + 300" + 80%6%E [la" — w5, — 0¥ F (23]

4 2 ¢ p 2
<O (1= )" E [ — 23, 3] + 300" + 87202 (1 — ) [ — 27, 3] |
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<l (1 — B (o) — a7, 3] + 300

_ no
+ 8720 (1 — np)? ((1 — )2 OE Mxé(t) — x5 } + u) v

= (1= ) *E |27 — 23, 3] + 300

_ 2 830t (1 — nu)?
+ 8170 (L= )" OE [largy — |3 + o Com)

I
© 4 m_ x4 2 2 2(t+1-5(t)) < 2], et
<O (1= o) 'E [|lo" — wi13] + 812031~ ) E [[lzse — i3] + =7
41 11p?et
= (1—pu)*tHPOE [Hw% — ¥, 2] + 7
I
o e
+81°0” Z ) D (1L = )20 gy — a[3]
J=46(t)
_ .14
< (1= pu)*H=00 E[H%uvf”m”z}

t 2 4
+81%0’E [Hl’a(t) - xanﬂ Z (1= pu)> =00 4 1177720 ;
=) H
< (U= ) IO [y — a7, 3]
11n2c*
12

)

8202 (¢ 1= 8(6)) (1 = )2 TR [[lasg) — a7, 5] +

where in (a) we used the fact that E [||§;"||§} < \/E [||§[’LH§} E [Hf?”;} and Assumption in (b)

we used that ||z} — nVF, (z") — a3, || < (1 — nu) ||z — ak,|l, for np < £ in (c) we use that
Q.3 4

n< <t +; which implies that 3ntot < MTU We gave the above analysis for ¢ + 1 > (), thus it

can be translated for k£ > 0 as follows,

* 4 4
E Mf”?ftm - :va < (1—nu)*E [||~”C6<t> - %Hg}
11n%04
112
Since when k£ = 0, this is still a valid upper bound, we have proven the first lemma statement. To get

the simpler upper bound, we will complete the square, proceeding from the red term in the above
analysis as follows,

E (e - #3ll3]

< (1= n)'E [[la — 27, 13] + 300" + 820> (1 = np)*E o — 23,13]

+ 8n%0%k(1 — nu)%E |:||.’L'5(t) — xanz} +

lemenstoeawaty (1 — O [|la” — a5, 3] + 167%0" + 80202 (1 = n)* [ [Jlar — w5lly]

2
< ((1—77M)2 E [fla - o ||}+4n202> .

Taking the square root of both sides, we get,

4
VE e =] < @ - mo? [uxt ] + 4o
< (] — 20160 [ 1 | 4no?
< xé(t) o T

I
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Finally whole squaring and using Lemma[T6| we get,

E{ m % 4]< 1 ny 1— (t+1-5(¢)) H
||$t+1 meg = +1—77/~L ( UM) ”36(75
1-— 16
+ (1+ ) 772 :
n 1
4 1 4
< (1 —pu)3tH— g {nggt) —a, ] 6”3"
U

We proved this for ¢ + 1 > §(¢), but clearly it also holds when ¢ 4+ 1 = §(t), which implies that for
allk > 0,

&l

. 16n0*
B [[eftoen - o°].] < 0 -8 [lsey — ailf] + 22

thus finishing the proof of the lemma. O

)

F.3 Function Value Error

The main result of this sub-section comes from the work [23]], which relates E(-) to C(-) and D(-).

Lemma 24 (Section D 4, [23]). Assume we have a problem instance satisfying Assumptions|[I|and|2}
Then assuming 1 < H we have forall t € [0,T — 1],

1 1% w2 w2 87’2 2@2 7702
<[ -—== — — — — - - -
E(t) < (n 2>]E (B nE[me = 3] + O+ ==D0) +

Remark 7. The above result is known from the paper [25]], and we do not claim any novelty here.
Our contribution is improving the bound on the second and fourth moment consensus error (C(t)
and D(t)). Later, we will put our improved bound in this lemma and provide a tighter convergence
guarantee for local SGD under the ¢ assumption.

We will also recall the more straightforward recursion, which does not explicitly depend on (), used
in several existing results, including the following due to Woodworth et al. [20].

Lemma 25 (Lemma 7 [20]). Assume we have a problem instance satisfying Assumptions[l|and[2}
Then assuming 1) < 1oz we have forallt € [0,T — 1],

3no?

1
E(t) < (n - u) E |z - 2*[13] - 51@ (lzes1 — 2 13) +2HC @) +

G Uniform Control over the Consensus Error and Analysis using
Assumption [7]

G.1 Upper Bound on Second Moment of Consensus Error

In this subsection, we re-state the upper bound on the second moment of consensus error from the
work [20]. We do not claim any novelty and include this lemma for completeness.

Lemma 26 (Lemma 8 from [20]). For all t € [0,T] under Assumptions .and E] with a stepsize
n < 57 we have,

C(t) < 6K*n*H?C* + 6Ko’n* . (8)

Proof. Note the following about the second moment of the difference between the iterates on two
machines m, n € [M] when ¢t > §(¢),

m n|2
E|lloy - a7 ]

= E |y — 2y = ngits + ngially]
<E [[Jofy — iy = nVEw(@}y) + 0V Ea(ay)|[5] + 20707
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— m n
=E [thfl — L1

0 (VFn(@i1) = VEn (i) = 1 (VFm(wi_y) = VEu (i) 3]
+2n%0? |
<OE[[lay - 2ty = 0V En(O)@ity = 2i0) = 1 (VEn(aiy) = VEa(ai) [3]
+2n%0? |
= E [[|(1 = nV2Fn()) (a1 = a71) = 1 (VEn(a( 1) = VEu (i) 5] + 20707 .
1
< (14525 ) B [I0- v R0y s -]

+ 2K0°E ||V F(2iy) = VEa(aiy) 3] + 20%0%
< (14 gy ) B [l = o] 4 2K A 4 2P0

1
< (1 + K_1> E[[laf, — oy [l3] + 2K HAC + 20%0°

where in (a) we use the mean value theorem to find a ¢ between x}” ; and =} ; such that VF,, (z}* ) —
VE,(z7 ;) = V2F(c) - (21", — 2} ;). Unrolling the recursion for K — 1 steps givse us,

E (|l — of3] < 6K HC + 6o Ko®

G.2 Upper Bound on Fourth Moment of Consensus Error

In this sub-section, we re-state the fourth moment upper bound on consensus error from the work
[25]. Here we do not claim any novelty and we include it for completeness.

Lemma 27 (Lemma 12 from [23])). For allt € [0, T under Assumptions IZ| and |Z with a stepsize
n < 5 we have,

D(t) < 3840n* K*H*¢* + 5920n* K20 .

Proof. Note the following about the fourth moment of the difference between the iterates on two
machines m, n € [M],

E|llz - 271l3)

=E [Hmfs’il — @iy =gty + 779?—1”;1}

2
=K |:<H5E;n1 —x g — nva(l'?ll) + ﬂVFn(x?il) + €, — 775211]@) :|
= El( HZCt 1 —nVF, (")) + nVFn(x;Ll)Hz + 2 Hgt"il _ é‘fle;

2
+2n <$?11 —xi =V ER(xi ) +nVE(x) ), 6" — §?1>) 1 )

= E[|la1) = 2y = 0V Em(ei ) + nV Fu(ai)[y] + 0B [Jlems — 6]
+ 4772E [( ity —wlg — WVFm(xﬁl) + UVFn($?—1)7§ﬁ1 - gf—1>)2]
+ 27°E |22y — 2y — 0V () + Y Fa(aioy) |5 € — €ally)

+4n°E <$ Ty —ap gy —VER () V(2 ), &y — 5?—1> Hftﬂil - 5?—1”3}
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+ 4nE H$ﬁ1 —xy = nVFm($?11) + nvF"(‘T?*l)H;

(xy —2p =V Eu(xi" ) +nVEF, (27 ) | -E [&2 t—l] )

S(C.S. Inequality, Assumption@ E {Hxﬁl _ ‘T?—l _ nVFm (x;ril) + UVFn (I?—l)Hﬂ + 80’4774
FOPE [|Jarty — s~V E () + nV B |2 E [l - €]

+ 4B (||} — 2y~ VB @) 40Vl D[LIE [l g lh] o @

In order to bound the term E [Hgg’z 1 — & Hﬂ we use Cauchy-Schwarz Inequality:

E[ler, - el =B [lem - emall, - e, — &)
Assumliong
< & [llgms - el & [l - ealy) ~E " Have

Also the term 47°E [||z]" ) — 27"} — nV Fp (2} )) + nVE, (2} )||,] can be bounded as:

E [Hx;n—l —xy =V EL () + WVFn(le—l)Hg]

Jensen’s Inequality 9
< B [l = aty = nFa @) + 0V F )]
Putting everything back into (a) gives us:
n m 4
E|lloy - a7l

(Assumption in (2)) " n m n 4
< E “}%4 —xy =V En () + WVFn(xtq)Hg] +8n'ot

+120%0°E [”56?11 —ap g = nVER (@) + UVFn(JU?—l)Hﬂ

+ 16773%}'% ey = 2y =V Eeg)) +nVEa i) 3]

To bound the third term in the above inequality, we use the A.M. - G.M. Inequality v ab < % + "’717

fory > 0. Lety = n,a = 0°E [||~T?11 — 2y =V E () +?7VFn(x?_1)||§] b= ot We
have:

16773\/0% [, = 2y =V Fu(afty) + ¥ Faafy)3]

— 16773\/(04) <02E [Hx?ﬁl —zp = nVF,(z,) + nVFn(x;Ll)HzD ,
4 2
< 16 (1 + B [l - oty iV Enel ) VRl ] )

So we have:
n m |4
E {th — Ty Hz}
m n m n 4
<E [thfl —x =V (zt) + WVFn(xtﬂ)HQ] + 8ot

m n m n 2
+12n°0°E [H‘Tt—l —xi g =V En(ziy) + TIVFn(wt—l)Hg]
4 2
no o n 2
+167° (2 + %E [Hxﬁl —ap = nVFn(zf,) + nVFn(xfl)HJ) ,
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= E |||} — a1 = nVEn(@}y) + nVEa ()]
+ 20n°0°E [Hxﬁl —zp , —nVF,(z,) + nVFn(x?_l)H;] +16n*a? |
= E o7, — a1y =0 (VEn(@)) = VEn(@iy)) + 1 (VEa(}_y) = V(i) |3

m n m n n n 2
+2020°E [[[a, — 2y =0 (VFn(@y) = VEn(@iy)) + 1 (VFa(w}-y) = VE (i)l
+ 160 |
Now by using Lemma[T6] we have:

E |z - o 13]
1 \3
< 1 _ VF’rn m
—( +’Yt—1) Mxt 1= Ty — ( (") — m(Td g )H}
' (L 1) °E [V () — VFm<x?_1>H;*}
+ 20n%0? (1+1) [HY’" -z, —n (VF,,,,(J; 1) — VE, (x )H }
Ye—1

+20n 0 (1 + 7, 1)E [HVFn(m?—l) - VFm(x?—l)Hz] + 16n%0*

From the mean-value theorem we know that VF(x) — VF(y) = V2F(c)(x — y) for some ¢ =
Az + (1 — A\)y. By applying this theorem to the first and third term of the above inequality we have:

1\3
(1 + %1> E [Hﬂﬁ?h -z} — (pVFE, (2 ) — nva(ZC?—l))Hﬂ

1 3
= (14 25 ) B[l ety - 0P Fa@els — el

Tt—1

B <1 + 71)1“3 (1 = V2 F (e gy = 270) ]

1 3 4
< (1 1— 41[*:[ mL— }
_< +%1> (1 =)' |||y =y ||,

With the same approach for the third term we have:

1
20n%c> (1 + %1> E [H:cl”_l —x -7 (VFm(:cﬁl) — nVFm(:c?_l)) ||§}

1 2
< 200202 (1 ) 1- [ n }
< 20n“c ( +%71 (1—np)? ||33t 17 % 1”2

Putting all together gives us:

E[lle} - 213]
1 \° 4
< (1 + K,_l) (1 _"7,“ [th 1 x?,1H2}
oK (B[Pt TEet ] & [P - T )
1
+ 2020 (1 + K—l) (1—np)’E [Hx?-l - 1‘?—1@

+ 40y 0*K (B [|VF(aiy) = VEu (@i )|ly] + B [IVF (i) = VR (i0)][3] )
+ 16ntc? |

3
< (14 g o me [l -t 2] + st are
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1
+ 20n°%0? (1 + K—l) (1 —np)*E [szn_l — xf_lﬂﬂ + 80’ K H?C? + 160%0* |

1 ’ m n |4 47-3 774 4
< (1 + 1(-1) E [th_l fzt_lﬂg} + 320" K*H*¢
+40n%0? (3Ko*n? + 6 K*n>H?(?) + 80n*0? K H(? + 167 0* |

< (1 + 1(1_1) 3 E {Hml -z}, H;‘} + 320 KPH*¢* 4+ 1360 Ko* + 3200 0 K> H?(?
3(K-1)

< (1 + Kl) (320" K*H*¢* + 1360  K?0™ + 3200 0> K* H?(?)

<® 20 (32n* K*H*¢* + 1360 K?0* + 160 - 2 - (n°0’K) - (" H?*¢?K?))

<20 (192n* K*H*¢* + 2960 K20*)

< 3840n*KAH*C* 4+ 5920  K20* |

where in (a) we used that (1 4+ 1/2)® < 20 for all z > 0. Finally averaging this over m,n € [M]
implies,

1 4 1 n_omyd
= Y Ellw-aly) <15 Y B[l a3
me[M] m,n€[M]

< 3840  K*H*¢* + 59200 K20* |

which proves the lemma. O

G.3 Convergence in Iterates
In this sub-section, we provide a convergence guarantee for the iterates of local SGD under Assump-
tions [T} [§]and [7] We do so by using the red upper bound from Lemma [20}

Lemma 28 (Convergence with ¢, 7 and Q). We can prove the following convergence guarantee
assuming n < 1/H:

1 24K4H44 2 24K2 4 2422K2H22
KR p2 5360Q"7 C+ 3680Q°n"K~a 4 2T ¢

A(T) < (1 - 77/1) ’ug /142 ’ug

127202Ko?  no?
p? pM

Proof. Use the red upper bound for one-step progress from Lemma[20] We first restate the one-step
lemma using the red upper bound,

A(KR)
2Q? 27 o
<1 -nu)AKR-1)+ ~“"“-DKR—-1)+—~—C(KR—1)+ ,
J % M
277 KR—1 )
<A-mfAKR-1))+= Y (- (QD() + 72C(>)))
j=K(R-1)
2
1—(1— Ky 1o
+ (1= =nu)") T
< (1-nu)™ A(K(R - 1))
2 2 KR—1 ]
+ @7 Z (1 — nu)B=177 (3840 K*HA¢* + 59200  K?0*)
B jmk®-1
2 KR—1
n 274 Z (1- nM)KRflfj (6K2772H2C2 Jr?)anaz)
oo
j=K(R-1)
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2
(1 — Y 1O
+ (1= (1 —np) )uM’

< (1 - A(K(R-1))

T680Q% P K4HACH  11840Q%° K204 " ex! :
+< QUPKAHACH | 11840Q% a) S (1 R
K H J=K(R-1)
12728 K2H2(? | 672P Ko\ IO :
+( iU S ) D7) R
H " j=K(R—1)
2
no
L—(1—nu)") = .
+ (1= =) 57 (a)
Note that we can simplify the summation as follows,
KR—1 K—1
—1—j i 1-(1- nw) ™
Yo Q=)= (1) =
j=K(R—1) i=0 i

Plugging the above result back into (a) gives us,

7680Q*n* KA HA(*
AURR) < (1= ) AGE(R = 1))+ (1= (1= ) (P02
11840 24K2 4 1222K2H22 622K 2 2
+ (1—(1—77M)K)< Q? AR s C+Tn20 770>7
I J I M
Now we unroll the above inequality over R rounds and we have,
N 7680Q%n* KA HA (A N 11840Q°%n* K204 N 12722 K2 H?¢?

A(KR) < (1—np)"" B2

p? p? p?
672n°Ko?  no?
T
which finishes the proof. O

G.4 Tuning the Step-size

In the previous subsection, we provided the following bound on the iterates of local SGD,
7680Q%*n* KAHA¢* N 11840Q%*n* K204 N 127202 K2 H?(?

A(KR) < emKEpB2 4
(KR) I I p?

672n*Ko?  no?
T pM
To achieve the final bound, we need to tune the step-size to have the following Theorem,
Lemma 29. Forallt € [0, T] under Assumptions @andlz]assuming n< ﬁ we have,
7680Q%K*¢*  11840Q%¢* 127%(? 67202 o2
16 R4 [OK2RY LAR? pAK R? +,u2MKR)

AKR) < e 1 4+ 0 (

Proof. We pick the step-size as follows:

=
|
%

> ﬁ In(max{2, u? BT /0?}), we choose i = ﬁ In(max{2, u? BT /o?}).

1
nKR

L]
—
=N

‘)—‘

IA

In(max{2, u?B2T/0?}), we choose ) = ﬁ

Which gives us the following result,

271744 2 4 2.9 9 9 )

A(KR) < o5 4 1o (T80QKTC 1I8I0Q 07, 1277, (o ” |
uR WO K2 R4 *R2 T AKR? . 2MKR

where the notation O (+) hides the logarithmic terms. This proves the lemma. ]
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H Double Recursions for Consensus Error

In this section, we will relate the consensus error to the iterate errors of the previous communication
round. This would allow us to get more fine-grained upper bounds on consensus error, which would
decay with time and more communication.

H.1 Second Moment of the Consensus Error

We can prove the following bound on the second moment of the consensus error using Assumptions
and[el

Lemma 30. Forallt € [0,T] assuming 1 <  we have,

2 3 2K2 2
C(t) < 2 H2K?(? + AT Ao

47 (= 8(1))° (1= np)? 70O (A1) + 67)

2 3 2K2 2
T 2% L 0Po®K (14 In(K)) + 4727 K (A(S(t) + 62)

+2n%0?K (1 + In(K))

S 2,,,]2H2K2<-3 4

This also implies that for r € [R),

Kr—1
Z (1 —nu)kr=1=9C(j)
J=K(-1)
1—(1— K 2 3 2K2 2
J1-(-m)” <2n2H2K243 WK% +2n202K(1+ln(K)))
.

# I g 20 )2 (A~ 1) + 62)

Proof. Note the following about the difference of iterates on two machines m,n € [M] for some
time ¢t > 0(¢) (for t = 6(¢) the Lh.s. is zero),

E [ lloy" - 7113

=E |:Hx?il — T — gty + 779&1”3]

S(Assumption@’ @R {Hxﬁl -y —n (VFm,(x?il) — VF"(x?_l)) ||;} + 277202 ,

=OE [y = iy = 1 (VE(@i) = VB (i) = 1 (VEn(@iy) = VEu(ai)|l5]
+ 20202 |

where in (a) we exploited the fact that £* L £'|H, and z” ;, 27 | € mH, as well as used tower
rule to introduce conditional expectation; and in (b) we added and subtracted the term V Fy, (z} ).
By mean value theorem we know that there exists a ¢ = z}* | + 0(x}>; — x}_;) for some 6 € [0, 1]
such that:

VEu(zity) = VEu(zi_) = VQFm(c)(:c;’il -z q)

Using this in the above inequality, we get:

E [Nz - 713

<E[[lafy = aiy = nV2Fn(©)(@iy = 2i0) = 1 (VE (@) = VE(aiy) ] +20%0%

= E || (T = 02 Fu()) (@ = 271) = 1 (VF (@) = VEu(aiy) ] +20%0%

A 1 m
<0 (14 L) B 101 = n9 Pt s — 2]
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+ (1 +7-1)°E {HVFm(fflil) - VFn(”ll)Hﬂ taret
1 m
<® (1+%_1> (1= m)%E | a2y — iy}
+ (L4 ) 7B [ V(i) = VE(ei))3] + 20%0°

1
= (1 == ) = B [ty o] + 20707

+ (14 1) n’E [HVFm(x?_l) VE (%) — VE, (27 1) + VEn( ||}
<© (1 + %1 (1= ) °E [, x;g”ﬂ

+2(1+3%-1) 1°E |||V E (1) = VF(@h) = VEu(w}y) + V(7))

+2(1+7-1) °E [HVFm(x ) = VEn(an)l3] +20%7

S(Assumplionsmand@ ( > 1_77/1* th . xt 1|| }

+2(1+7-1) n’E [HVFm 51) = VE () = (VEn(wh) = VE@3)|l5]

+ 2 (1 + ’)/tfl) 7]2H2Cf + 27720'2 ,

where in (a) and (c) we used Lemma and in (b) we used Assumption [l|and the fact that n < 1/H.
We will again use the mean value theorem for the blue term in the above inequality. For v := x}* | —x7,

we have:

VEn(wi_1) = VEu(2iy) = (VEn(27,) = VEu(27,))
= /01 (V2Fp(ah + tv) — V2F, (2 4 tv)) vdt
= |VFn(af 1) = VE,(z}_)) — (VEn(z}) — VFu(33))],
/ | V2 Fou (5, + tv) — V2F, (), + tv) H2||v\|2dt ,
= |V En(y ) = VEu(a}y) — (VEn(ay) = VEu ()|, < 7|2y — 22, -
Plugging this in the inequality above gives the following,

E|llz - 213]

]. m n 2
< (1425 ) - ms [l - o]

2
+2(14v1) *m°E [Hx?fl — :EZHJ +2(1+v_1)n*H?*¢C? + 2n°0? |

1 n 112
< (1 T 1) (1—np)? [Hwt ! xt—l”g} +2(1 4 y-1) " H?¢ + 2n°0”
+2(1 +’Yt_1)7]27'2

2(t—1-5(t)) 12 2(-1-5(0)) 1
x (1 —nu)*t ’ E{H-Ta(w —f”n||2} + (1_(1_’7“) ’ / )7 ’

where in the last inequality above we just used an upper bound for the convergence of SGD on a
single machine n € [M]. As a sanity check note that if ¢t — 1 = §(¢) then the red term becomes

E {Hx(;(t) — x5 Hﬂ . Continuing further and choosing v; = j — d(;j) (note that the term with 1/,
becomes 1 when ¢ — 1 = §(t), making this choice well defined), this leads to,

E|llz - 21]
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t—1

1
< [I (H%)(l—w [z = 5011

J=6(t)

j=5(t) \i=j+

t—1 t—1
+ 2n? Z ( H1 (1+ 71> (1 —nu)2> (1 +v)H?¢ +07)

+277Tz<ﬁ( :

J=6(t) \#=j+1

2 37_ 2 t 1 t
I n

- 6<t>

t—1
:2772 Z ( 1
=7+

J=6(t)

1,> (1- nu)2) (1+75) (1= np)*0 ="K sy — a3 J3]

1

) (1 —np) ) (1+7) (1 -1 —nu)Q(j_‘s(t)))

I (s
")

) > D (L) B G + )

§=6(t) !

t—1 t
‘1%0” 1 1 1 — np)2C-1-7) (1 N (1= (1 = pp)2@—0@)
+ (1 —mnu) (1+) (1 —mnu) ,
1 ?

=2 Z (H Hl;(f)(t)) (1= ) (G + 1= 6(1) H2C + o)

pote 3 (H (1+§))<1—nu>2<f—1-j> (14 75) (1= >0 OE [laso) = 73]
+1

j=4(t) =j+1

bt Y (H HE(;()) G+ 1= 6() (1 = )™ O [|lagy - 3]

j=6(t) \i=j+1

3T202 t—1 t—1 i . |
+ & Z ( H m) (G+1-0(t) ((1 — nu)Q(tflfj) —(1- 7]ﬂ)2(t7175(t)))

a j=6(t) \i=j+1
t—1
o S5 2001 (41— s 0
=2 ) - (1 —np) ((G+1=60))H?C +07)
. +1-4(t)
J=4(t)
t—1
+ 222 3 (= 8(8) (1= )2 OE gy — o]
J=6(t)
21372452 -1 iy o
F I D 00 (1D ()
J=6(t)
t—1 9
11— g
= 22(t - 0(1) Y (L)Xt (H2<3+M)
J=6(t)
—1— * 2
+20°72 (8= 8(1))% (1 — ) 5(t))E{||$5(t)*$n||2}
2773 2,2 -1 ey o
D (= 00) () (1)
i=5(t)
t—1 1
<uP(t - 0(1)2HAC + 207 (t = 6(1)0® Y e
iS? +1-4(¢)
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+ 2272 (= 6(1))° (1= mp) 2T P OE gy — ]3]
2737252 (+ — §(1))2
L 2rio it (t))

<@ (¢ — §(1))2 (2772H2Cf + 27/3;202) +2n%0%(t — 6(t)) (14 In(t — 6(t)))

AT (= 00)" (L= OO (B [lesy — #*[f] + e = 23)

)

3.2 2
< (t—6(t) (2n2H2K<f LR 21y ln(K)))
AT (= 60)° (1 - )P0 (A6(0) + ) ©
27’37_2]:{20.2

< 2m*H?K?¢% + + 20%0? K (1 4 In(K))

AT (8= 6(t)* (1 — nu)> 7100 (A1) + ¢3)
where in (a) we combined the red terms into one, used the fact that

1— (1= pu)*t=5) 1 1
< —
1= (L =nu)? 7 qu2-—np) ~ nu
because ) < 1/H and used Lemma As a sanity check, note that the above bound has the property
that when ¢ = §(¢), it automatically becomes zero (we adopt the notation that 0 - (—o0) in the second
term becomes 0). Thus, we can safely drop the assumption that ¢ > (¢), making the above bound
valid for all values of ¢. Finally, averaging the upper bound over m,n € [M] proves the lemma’s
main upper bound. To get the other result, we will simply use this upper bound. In particular noting
that §(j) = K(r — 1) we get,
Kr—1
Y. A=)
J=K(r—1)
Kr—1 .
_ 21372 (202
< 3 @kt (2772H2K2Cf + TR ot K (1+ ln(K))>
, ju
j=K(r—-1)

3 WS (4R (= K= 1) (1= )20 KD (AR - 1))+ 62) )
i=K(r—1)
1—(1— K 2 3 2K2 2
- (W”“) (2n2H2K2<3 + T RT oK (1 + 1n(K))>
Kr—1 )
HAPT A =) TP (AK(r = 1)+ ¢2) Y A—gu) KON (G- K(r - 1))7
J=K(r—1)
1—(1-— K 232 K252
< <nW> (2772H2K2g3 TR ek (14 m(m)>
I
1 -1 —nu K _
+ (W)477272K2(1 — ) (A(K (r — 1)) + ¢7)
This finishes the proof. O

H.2 Fourth Moment of the Consensus Error

Lemma 31. Forallt € [0,T] assuming n < 1/H we have,
5.4 .2
D) < (T - a0) + 3200072 ) (- 3(0)°(1 - )0 (46(0) + 02)

+ 64T (t = 6(0)* (1 — )10 (B(8(1)) + ¢7)
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1 5 2K 4
+ 160y Ko 22 + 200 T Ko

N <8773H4C:l N 887757?:40'4
j I
< (12877574K402

+112n%* (1 + ln(K))) (t—o(t)* ,

+ 32077402721{3) (A(S(t)) + ¢2) + 64n* T K* (B(6(t)) + ¢1)

83K3H44 88 5K34 4
4 8 C*Jr Ul 370

1 5 2K4 4
1600 K102 H2C? + GO”TTU

+1120* K30* (1 4+ In(K)) .

This also implies that for r € [R),

Kr—1 )
> (=) D)
j=K(r—1)
128n*K4r40? 32003 K30%72 _
< (1 =) (P BT ) (1 (AR (- 1)+ 6
64n3 K44 _
+ (1= =) T (1= K0 (BK (1) + 62)
(1—(1—nu)K)
SPPK3HA(E  88n*K3ri0t 1603 K*0?H?¢?  160n*r2Ki0* 11203 K30* (1 + In(K))
X % 4 . + + S +
[t 1 [ [ 1

Proof. Note the following about the fourth moment of the difference between the iterates on two
machines m,n € [M] fort > §(t) (for t = 6(¢) the Lh.s. is zero),

E[llzg" - 713
=E [Hx?il —x =gty + ng?_lllﬂ ,

=E |:(||It—1 —xi g =V ER(zi%q) + NV Eu(zfq) +n&y — Uft—l”g) ] )

=E ( ||9C?11 —xp =V EL (7)) + WFn(wlil)Hz + 772 ||f?i1 - fﬁlHi

2
+2n <$ﬁ1 =iy = V() + 0V E (2 ), 6% — f?1>> ] )

=& [|Jafty — 2y — 0V En(af) + aV )] + B [l - €]
PR () — iy — 0V Fn(afy) + 0V Fa(afy), € — €11))]

2B [[efy — 2y — 0V Fun(ay) + 0 Fuafo) | 6 — €]

+ 4B (ot — 2y — V() + Vi), €0 — € [l - €3]

< (Lemma[T3), (b) [Hx,’{”_l —zp = nVF,(zf,) + nVFn(HC?_l)”ﬂ +8a'n*

+6°E [ |27, — 2y — iV F(ay) + 0V Fa(aiy) 3] B [ll€m, - &mal3]

+ 4B [[[o72y — 2ty — 1V Fm(@it) + 0V Fa(@ioy)[lJE [€ - &3]

where in (a) we use the fact that E [ﬁt”l 1 5?_1|’Ht_1] = 0 and the conditional indepence of

stochastic noise i.e., {Et”il,ft”_l} L {xﬁl,x?_l} | H:—1 allowing us to ignore one of the
terms while expanding the square; and in (b) we again used this fact along with an application of

Cauchy Shwartz inequality. In order to bound the term [ {HE{L —& Hﬂ we use Cauchy-Schwarz
Inequality:

E (e —&ualls] =E [llem — &l -l - &l
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< e [lems - el ® flem - gl

S(Lemmas@and@ 4\/0-76 _ 40_3
Also the term IE [||z}" ), — 27 | — nV Fp (2" ) + 9V F, (2} ,)]|,] can be bounded as:

E [Hx?ll —x =V En(x) + UVFn(m?—l)Hg]

(Jensen’s Inequality) 2
< E {szn—l _I?—l —UVFm(z?il)+77VFH(I?—1)||2}
Putting everything back together gives us:

n m |4
E {th — Ty H2:|

(Assumption[2) m " m " 4
< E [th—l —zi g =V En(zi,) + WVFn(xt—l)H } + 8n'o*

+12020°E [[[2, = 2y = 0V F(2y) + 0V Fa(aiy) ]

+ 167°

)

To bound the third term in the above inequality, we use the A.M. - G.M. Inequality vab < % + %b

fory > 0. Lety = n,a = 0°E [||xz'11 —af = V(2 )) +nVFn<x?_1>||§] b= ot We
have:

16n3\/06E (22, = 2y = 9 F(agy) + 0V Faaiy)|3]

- 16’773\/ (04) (o2 [y = 2y = 0V E(wfy) + 1 Fu(aiy) 3]

<

Plugging this upper bound and following a similar strategy as in Lemma [30] we get
E[llof — o713
<E (o) — oy = nVFn(a}y) + Y Fa(aiy)||y] +8n'o*
+12n°0°E [Hmt 1= T = V(i) + 0V, (v, H ]
+16n° ( "‘ E [th 1@ =V ER () + UVFn(w?—lﬂﬁ])
= E o, — @iy = 0V Fu (@) + 1V Fa(@iy)||5)
+20020%R [|[f) — 7y = 0V F(ay) + Y Ea (i[5 + 169%0"
= B[22, — @iy = iV En (@) + 0V Fn(ay) = 1V Fn(afy) + 0V Fa(@iy) ] + 1650

+20020°E (|| — )y =0V P (@) + 0V Fn(ay) = 0V Fon(a-y) + 1 Fu(aiy)

3
< WemmaT§ (1 + 71) (1 —nu)'E [Hxﬁl - f”?—lHﬂ
t—1

+ (14 31) 0 [V (@) = V(1) = VF(@3) + VEn(a3)])]

+20r20? (14 =) (0= B [, — ot ]

t—1
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4200 02(1 + v, 1)E [||VFm(xgzl) — VE(a)) = VEn(2h) + VEn(22)] } +160%0t
2 x¢_1||;‘}
+8 (1 y) it (T [y — i ] + )

+20n?%0? (1 + 1) (1 —np)’E {Hw?il - x?leﬂ

Tt—1

<(Lemmamand Assumptions [f]and [6) (1 +

+40n*0?(1 +v¢-1) (7'2E [Hx?ﬁl - x:LHﬂ + HQCE) + 16n*c* .

Averaging this over m,n € [M] we have for all t > §(t),

3
D)< (14 ) (- nu)4D(t 1)
tf
n * 4
+8 (1 + 1) M Y E [Hwt_l —%HQ} +8 (1 +y—1) t HAC!
n€e[M]
|
+ 20m20* <1 + 7) (1 —nu)?C(t—1)
t—1

+ 407 0% (1 + Y1) Z E[}xt =il

+ 400 02 (1 + 1) H?¢C2 + 1677 ot
Now we will use a couple of upper bounds that we already have for E {Hx;’; 11— :C,*lHﬂ from
Lemma , E [Hx?_l - x;‘LHﬂ from Lemmaand C'(t — 1) fort —1 > §(t) from (@) in the proof
of Lemma 30} This gives us the following with v; = j — 6(j) = j — () for j > 4(¢),
D(t)

d88776 4 4

3
1
< (1425 ) @m0 D= 48 (k) G 4 (1)

Tt—1

3 4 1
+8(1+y-1) 07 i EZ[M} ((1 — ) IR [H"Eo‘(t) - Jﬁ”ﬂ)

: 1 0
PRy it S (BP0~ 1= 8()(1 — m) P OR [y - a4 2])

ne[M]

oo 1 , 5
—1—2()//‘0‘) <IAA >(l////)‘('(fl)
Vi—1

1 2
405 0?2 (1 4 e I)M Z <(1_77M)2(t 1-6()) |:||;L'5(t)—an } no )
ne[M] #

+ 4000 (1 + 1) H?¢? + 1670 |

3
§(Lemmamand Assumption|[3) <1 + > (1 B 77,“)4D(t o 1) +8 (1 + ")/t—l)3 n4H4C:L
Yt-1

6.4 -4
+ 64 (1 —+ 7t71)3 n47_4 <(1 _ 77#)4(757175(0) (B((s(t)) + ¢i)) + (1 4 ’Yt71)3 8877#
+128 (1+7-1)" 07t (n02(E = 1= () (1 = mp) 271770 (A3(8) + 62) )

2 2

5 5 1 9 9 o N2 Y 5 Y
+ 20n%0? <l » > (1 —nu)° <1!/’T—) (t—1—=35(t)" (1 —nu)*P27°W) (A(6(2)) A r>f)>
. \

9 9 l \ O , - D772 29 :;T2]V 2 9 9 PR
4+ 20n“c” <l | > (1 —np)” <2(/ 1—4(t)) <//‘]\H‘(f P 1T T n“o” (14 111([\))))
V-1 M
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4071072 1) (201 = O (4G50 + 67) + 1)

+ 40002 (1 + 1) H?¢2 + 1670 |

0
3
4
< II ( ) 1= 0p) E [||eser—so [,
=4(t) !
886 t—1 t—1 1 3
(o =) 8 (T (e 2) 0ot fa
Yi
j=o(t) \i=j+1

(147 (1 = mu)*0=0®

(1+7%)*( = 6(1) (1 — )02

J

< 3 (ﬁ <1 + 1)3 (1- nu)4> (1 + 71> (= 6(8))(1 = mu)*0=2)

j=6(t) \i=j+1
,'737.2 2
+ 40n%0? (772KH2C£ + +n%0? (1 + ln(K)))
t—1 t—1 1 3 1
<3 IT (1+2) ammot ) a=m? (14 1) =500
i=a(t) \i=j+1 i i

+80n"0? 2(A(<5(t>)+¢3)

X Z (H < 1) (1= np) )( + ) (1 — ) 290D
x

j=4(t) =j+1

4 2 777'202 2 -2 — o ’ 4
+ 40n"c (u +H C*> S TI <1+74> (L=nu)* | (145)
i 1

j=4(t) J+
t—1 1 3
+ 1670 Z 11 ( ) (L—nw*| ,
i=j+1 Vi
88776 t—1 ]
= <8n4H4Cf ) > (¢ S(1 =gyt
=5(t)
t—1
+ 64’ (B(3(1)) + 63) (t—0(t)3(1 — pu)*C=1700)
i=6(t)
t—1
+1287°74 0% (A(S(1) + ¢2) D (t—0()>(j — 6(2))(1 — npu)*t= D=2 720(1)
i=6(t)
t—1 3
4522 (Acs 2 (t—4() o NA(t—1)—2j—25(t)
+ 80?1 (A(6(t)) + ¢%) jz&(:t) Griom)y _5(t))2(1 i)
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3.2

o of oo  MWTKS® 5, «— (t-8)? o 4(t—j)-2

+40n“c <77 KH*¢; + T +no” (1+ 1n(K))> jzzé;t) Grios) (1 — pu)*t=
t—1

4,22 2 (t—=4(t)° o NA(t—1)—2j—28(t)
+ 80" 1% (A(6(t)) + ¢%) j_zé(:t) G160 5(t))2(1 i)

4 o [(n7%0° 242 — (t—a(t)? 4(t—1—j)
+ 40n*c <+H §*> .Z —(j+175(t))2(1_nu) i

J=46(t)
3
+ 16n*c* Z —(1— yAE=1=d)
Sty W10
o (SPHACH | 887l
s“)( = ey T )(t—é(t))?’
+64n* 7t (B(S(t)) + 1) (t — () (1 — u)* =170
1287]5 4 2
T (A(S() + ¢2) (t — () (1 — mu)>¢—1 700D
+ 160n* 0?72 (A(0(t)) + OE) (t — (1)) (1 — ppu)?E-1700)
3.2 2
+ 80720 <n2H2K<f L TR ) (t—8(t))°
+ 160n* 0?72 (A(o(t)) + (‘)f) (t —6(t)>(1 — pu)2t—1=91)
2 2

1 80740 (”Tua + H%f) (t—5(t)° + :

374 4 5.4 4 5.2 4

<® <8n I; Gy 8877}; O 160y Kormc2 4 SO R ) (t — 6(t))?
+64nt T (t = 5(1)* (1 — nu)* U (B(S(1)) + ¢
128775 ‘o2 3 2(t—1—6(t 2

+ (PEET— 0(0) 4 520010 ) (£ SO0 =m0 (A0 +2)

where in (a) we used that Zj 5() W < Zj 5() W <% ® < 2;in (b) we used that
1n < 1/H < 1/ to get the red and blue terms. This finishes the proof of the lemma, once we note
that when ¢ = §(¢), the upper bound is zero, which means we can extend the proof to ¢ > §(¢), which

essentially means all £.

We can now use this bound to give the

Kr—1 )
S (- iDG)
j=K(r—1)
5.4 2
m”T (AK(r— 1)) + ¢2)

+320n'0%r? (A(K(r — 1)) + ¢2)

following bound for r € [R],

Kr—1
> A=) TG = K (r = 1)1 — )0 KO
=K (r—1)
Kr—1

> A=) (G = K (r = 1)) (1 — )0 K D)
j=K(r-1)

Kr—1

+64n'rt (B(K(r — 1)) + ¢)

> =) TG = K(r = 1) (1 — )R )

j=K(r—1)

8773H4Cf 887’]5 4 4
+ 3
u 7

(

+160n*Ko?H?*¢? +

16072 K o
T2 L igtet (14 ln(K)))
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Kr—1

x Y A=) TG - K(r—1)*

j=K(r-1)
128775K47’40'2 o ) Kr—1 x )
< ————— (=) (AK (=) +¢7) Y (1 —pu) Y
# j=K(r-1)
Kr—1 ‘
+ 3200 K302 (1 — ) (A(K(r = 1))+ ¢2) > (1—nuy K0
j=K(r-1)
Kr—1
+ 64 K44 (1 — nu)k—° (B(K(r -1)+ ¢f) Z (1— nM)3(j—K(r—1))
j=K(r-1)
3K3H44 5K34 4 1 5 2K4 4
(877 G SR T 60yt itor 22 4+ ORI gt st (14 ln(K)))
1 1
Kr—1 ‘
x> (=gt
j=K(r—1)

128y  K4ro?
< (1 0= ST ) T (ARK (- 1) + 67)
3173 2,2
4 (1—(1—77M)K) 320n° K o1

P (1= nu)** (A(K(r — 1)) + ¢3)

K\ 64n3 K44 _
(1= =) T (1= )0 (BK (1) + 62)
K
(1 — (L —mnp) )
SN2 K3HACE  88n*K37t0t  160n°K*0?H?(?  160n*m2 K10t 11202 K30 (1 + In(K))
x L — + . +
u 7 7 7 1
which proves the claim. O

H.3 Should Consensus Error Explode for a Large Step-size?

Note that the results in Lemmas 30| and [31| suggest that when K — oo we must pick n = O (4)
so that the consensus error does not explode. This small step-size was criticized by Wang et al. [§]]
through experiments showing that even without such a small step-size, consensus error did not blow
up in the regime of large K. In the following lemma we show that even with p = 6 (%), consensus
error does not blow up, and actually saturates to a value that depends on the data heterogeneity
Assumptions @] to[6] The lemma relies on just the evolution of iterates on a single machine, and the
fact that it is decoupled between communication rounds.

Lemma 32 (Alternative Bounds on the Consensus Error ). We have the following for any t > §(t)
form < 1/H when optimizing a problem that satisfies Assumptions [Z] and

2(t—6(t 2 6o 2
C(t) < 12(1 = nu)* =20 (A(3(1) + 63) + =t

864no*
113

D(t) < 432(1 — nu)®=°) (B(s(t)) + ¢2) + +27¢% .

In particular, when t — 6(t) — oo the upper bounds converge to % +3¢2 and 86;117204 +27¢¢
respectively.

Proof. We note that for any and m,n € [M]
, n2
E [llz - 271]

2
= E |2 — a5, — af + o + o~ 3l
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m

2
< LemmalZ]) 3 ((1 —np)* R [Hxé(t) - manﬂ + 772)

2
+3 ((1 — nu)Q(tf‘s(t))E [||x5(t) — x;‘LHﬂ + 77;') + 3Cf .

S(LemmaEandAssumptionE) 3E {Hx;n _g* Hg:| +3E [H{E? o fC;Hg} + 3<E ’

Averaging this over m,n € [M],

2
C(t) < 61— mu = LS [[legy - ] + S g a2
me[M] H
2
<121 = 9> 5O (E (s - a*|[5] +62) + 6’77" +3¢2
2t-5(1)) 2y, 6no® 2
= 12(1 — np) (A1) + 62) + 22 +3¢2

which proves the first statement. For the second result we similarly note that for any and m, n € [M]
and t € [0,T],

—E [|la" - o, — o} + o} + o~ willy]

(emms{Tand Assumption) 97 (|27 — i |I3] + 27E [l — 233 + 272

1 4
S(Lemma@) 27 ((1 _ nM)S(t—&(t))]E {Hxé(t) _ x:nu;i} + 6773‘7 )
W

4
27 (1= )8 [y - i) + 20 ) 27t

Averaging this over m,n € [M],

. 1 864nc*
D(t) < 54(1 =)= S B [[fas) — amly] + 276t + =0
me[M] K
S(Lemma@andAssumption@ 432(1 _ nM)S(t—&(t)) (E |:Hx6(t) _ .IZ*H;:| + (bi)
4 4
4 orct 4 86/;;0 :
864nct
= 432(1 =) (AQ(0) + 01) +27C1 + = 5
which proves the second statement of the lemma. O

The reason we do not use the above lemma over Lemmas [30]and [31] is that our step-size tuning in
Appendixdictates that we anyways need to use n = O (ﬁ) to get our convergence guarantees

which puts the issue of an exploding consensus error to rest. Having said that the above lemma offers
reconciliation with the observations by Wang et al. [8] in the regime when 1 = 6 (%)

I Putting it All Together

I.1 Convergence in Iterates without Third-order Smoothness
This subsection will essentially combine the weaker blue upper bound from Lemma 20 with the

consensus error upper bound from Lemma[30} This would lead to an inequality that we can unroll
across communication rounds.
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Lemma 33. Under Assumptionsto@using n < 1/H and such that

K 4’)’}2H272
<) LB

— . K — —
p1 = (1 —npu) +(1 (1 2

we can get the following convergence guarantee with initialization o = 0,

K K _
1= —nu)" no® 1—(1—nu)" 4P*r*H*K*(1 —nu)*2¢3

K*(1—nqu)f2<1

A(KR) < pfB? +
(KR) < 1 L=p1 pM L—p1

12

+
L—pm p? p?
Proof. First recall the round-wise recursion from Lemma 20| for r = R,

7]H2 KR—-1

AKR) < (1—nu)™ A(K(R—1)) +
j=K(R-1)
+ (1—(1—nu)K)ZLM ,
no?

<CemmalB®) (1 _ ) A(K(R -1 1—(1—nu*

< (=)™ AR =) + (1= (0= n)™) 7

1—(1- 77H)K 2773H272K202

e (2P H R T
"

1—(1—nuk

n (Qnu)
0

1—(1—nuk (2772H4K2§*2 n 23 H2 2 K202 n 202 H%0%K (1 + ln(K)))
12

PN i el()

+20°H?0*K (1 + 1n(K))>

AT HEKP (1= )72 (A(K (r = 1)) + 63)

= (=m0 + (1= =) PR g2 A (- 1)

21— (1"
1—(1— K)ﬂ W PP HAKP (1 — ) K22
+( (=n)™ ) ar + 2 T (1 =)™,
1—(1— K 2 3H2 2K2 2
+(27711)(27’2H4K2<*2+77TU+2772H202K(1+111(K))>
W

< prQ +

L= (=)™ no? 1= (=)™ AP HPKR(L = )22

1-p1 uM L—p1

112

L—p1 G I

o

N 1—(1—nuk (27)2H4K2(f N 2P H212 K202 N 2n°H%0%K (1 + ln(K))>
2 b

where we defined p; = (1 — n,u)K + (1 -(1- nu)K) %#Ka(l — nu)® =2, This proves the

lemma.

O

We can tune the step-size in the above guarantee, using standard techniques while making sure that 7

is small enough and K is large enough. This gives the following result,

Lemma 34 (Strongly Convex Functions Iterate Convergence with 7, (s, ¢4). Assuming

H B%\ 2H B?
R > max 3—Tln — ,—Tln?’/2 —
u? € u? €

we can get the following convergence guarantee for local SGD, initializing at xo = 0 and optimizing

functions satisfying Assumptions[I|to[6]
0.2 T2H2¢z H4C3 H2’7'202

uKR

H202 (1 + In(K))

MQMKR+ LAR? piR? T SKR3

S L (B
TEMRSH ukR T\ e ’
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where we pick the step-size,

LAK R?
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for the choice of e,

{ 202 872H?¢? 4H*(? 4H*t%0% 4H?0% (1 + In(K)) }
€ := max €target ;

MQMKR7 M4R2 7M4R2’ ’uﬁKRS’ ,u4KR2

where €14y get IS a target, which is greater than or equal to the machine precision.

Proof. We will pick our step-size as follows, where we will specify some e bigger than machine-

precision in the end:
. 1 1 B2
n=mind —, ——1In| — .
2H pKR €

We will now derive conditions that are enough to bound M
1—(1—nu"
1-— P1
1+ (1 —nu)X

o< LI

4 2H2 2 1—(1— K

o (1 - nM)K) n . T K2(1 _ nu)Kfz < ( np)

W

4772H2 2

by 2. Note the following,

<2

— )

K*(1 =)t 2 <

¢74H27212 5 <1
utR? . e )27

H B2
¢R23 2Tln<)
1 €

Y

Hence it is sufficient to assume that R > ‘5H T In ( ) This allows us to simplify the convergence

rate from the previous lemma as follows,

2 2. 2172172 _ K—-2 12

pM I
dPHAK?(?  4pPH?*m?K%0%?  4n?H?0°K (1 + In(K))
+ 2 + 3 + 2 )
1Y % 1Y
2 0.2 8 272H2K2 2 4 2H4K2 2 4 3H27’2K20'2
< iz 20 8l g ¢*+n 24*+n i
pM Iz 7 7
4’H?0?K (1 +In(K))
+ 2 .

Now, let us upper bound the exponential term more carefully. Recall that due to the choice of our
step-size, as we used this before,

4,'72H2T2 B
pr=(1—nu)™ + (1 —(1- W)K) TKQ(l — )k

4 2H2 2
<@ (1 — )™ + nuKnTKz(l — )2

4H22 BQ
<(1—nw)™ + i "( - )(1—W) -2,

K—29 4H2 2 BQ L,
< (1 —np) t AR In® . (1—nu)™

AH%7? [ B? K2
<1+ T w2 ))a-
_<+#4R3n<6>)( ") ’

2.2 2
< oMK+ ? (£2)

)
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where in (a) we use Bernoulli’s inequality, and the choice of the step-size which implies that iy < 1.
Assuming K > 4, and raising the power of both sides to R gives us,

_ 7II»LKR+4H27—2 In3 ( B2)

R 2 WiR? 5
p1<€ R ’

nuKR +1
)

<(8)
where in (a) we assumed that R > 2/% In®/? (,;) . Finally, we will pick the € as follows,

o 202 87?H?¢? 4H*(? 4H*1%0? 4H?0? (1 +In(K))
€ 1= max ,U,2MKR7 ,U4R2 ’ ,U4R2 ’ ,LLﬁKRB ) ,LL4KR2 €target ’

where €;4,4e¢ 15 a target, which is greater than or equal to the machine precision (say, floating point

precision), thus implying that In ( ) is a numerical constant. We note two things that justify that
choice of this step-size,

* The largest € will lead to the step size we end up using, an in particular determine govern
which term dominates the convergence rate. For instance, let us assume that €= %

2 . . . v
Furthermore, let 5+ > # In <B—) which implies that e~ b < PNRE 20 —. With =

—==In ( ) this makes the convergence rate,

p,KR
202 202 B? ~ LER o?
A(KR) S 2 =+ 2 111 ( 252 ) = O (62H =+ 2>
WMKR p?MKR PR WMKR
¢ On the other hand if ﬁ < —= ln ( ) then it implies that, e~ e > EMER M 7 Which
makes the convergence rate,
2 2
A(KR) < ¢~ 57 T _ e T
(KR) <e T OHM c Y 2MEKR

Using the above logic for all possible choices of € (ant thus 1) allows us to give the following
convergence rate,

B “ 2 2H2 2 H4 2 2 2 H2 2 1 In(K
A(KR)ZO(e_ 2I§-IRB2_~_ o T ¢* C* T o a ( + n( )))

u2MKR+ uAR2 pAR2 ,uGKR3 + 4K R?
O

Furthermore, assuming the functions are quadratic we can replace some of the smoothness constants
with 7, by relying on the better red upper bound of Lemma [20} as with ) = 0 we do not need to
bound the fourth moment of consensus error. The proof more or less follows the above lemma, and
results in the following rate for quadratics.

Lemma 35. Under Assumptions |l|to E] and using n < 1/H and such that p, = (1 — nu)™ +
(1 —(1- nlu)K> 477:—;4[(2(1 —nu)® =2 < 1 we can get the following convergence guarantee with

initialization xo = 0,

K 2 K 2, 4772 K-2 ¢2

1—po pM 1—po p?
1— (1 —nu)X (202H?72K22 2037 K2%0%  2n?72%0%K (1+In(K))
+ 2 + 3 + 2
L—p2 1% W 1

One notable thing is that for quadratics, when 7 = 0, we can get the fast convergence guarantee for
dense mini-batch SGD, i.e., with K R communication rounds. We do not get this for non-quadratics,
which highlights the need to understand the effect of third-order smoothness. This is not surprising
because third-order smoothness is known to play a vital role in the convergence of local SGD even
in a homogeneous setting. Just like the strongly convex case we can tune the step-size to get the
following convergence rate for quadratics,
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Lemma 36 (Quadratics Iterate Convergence with 7,(, ¢.). Assuming R >

2 2 2 < 2 B
max{%ln (B?),Qﬂ%lnd/ 2 (%)} we can get the following convergence guarantee for

local SGD, initializing at xo = 0 and optimizing functions satisfying Assumptions|I|to[6land
o? 4¢?  TPH?(? 1402 7202 (1 + In(K))
WPMKR ' pAR? uAR2 S K R3 UK R? ’

il L L (B
TR kR T e ’
for the choice of e,

202 87492 4T2H2(? 41%0? 47%02% (1 +In(K))
€ := max €targe ,
IMQMKR’M4R2’ puiR? ’MﬁKRB’ uAK R? ) “target

A(KR) =0 ((WB? +

where we pick the step-size,

where €14y get IS a target, which is greater than or equal to the machine precision.

It can be noted in the above convergence rate than when 7 = 0 we recover the fast convergence rate
of dense mini-batch SGD.

L2 Convergence in Function Value without Third-order Smoothness

Lemma 37 (Strongly Convex Function Convergence with 7, (i, ¢,). Assuming

2 2
R> Wmax{m (uB) fo1y? (uB)} |
i € €

KR > 4k we can get the following convergence guarantee for local SGD, initializing at o = 0 and
optimizing functions satisfying Assumptions|I|to|[6]

H3¢? Ht?0? Ho?>(1+In(K)) Hr?¢?2 o2 )

pKR

E[F(2)] - F(z*) = 0O (e— 2m 1 B% 4

PR T ARRS KR PR T UMEKR
where we define T = ZtT:_Ol wyxy for the choice of weights

pf_l_é(t)/K(l S()+K—1—t

— i)
W

Wt ‘=

for W =120 20" g = (1 — )™ 4 (1 (1 - o)) SRR () K2 And

1—pa i H
1 1 uB?
—mind —. — In [ &=/
=g e ()}
for the choice of e,

we pick the step-size as,
. 4H3(? 4H7?0? 4Ho?(1+In(K)) 8H7?¢2  30? uB?
€ = min < max 52 A 3 5 3 , 3DH3 s €target (s T4 y
WR: " p*KR WKR WR: "uMKR 6

where €14y get IS a target, which is greater than or equal to the machine precision.

Proof. The main task in this subsection is to combine Lemmas [25]and [30] Recall Lemma [25]implies
forallt € [0,T — 1],

3 2 .2
At +1) < (1 —np) A(t) — nE(t) + 20HO(t) + ZW” )
Also recall the upper bound on the consensus error from Lemma forallt € [0, 77,

2,’737.2[(20.2

C(t) < 2n*H?K?¢% + +2n%0%K (14 In(K))
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+ A7 (8= 8(8)% (1= )00 (A(S(1)) + 62)
Plugging this upper bound into () gives us,

47]4H72K202

At +1) < (1 —nu) A(t) —nE(t) + 4 H3 K22 + + 4P Ho?K (1 + In(K))

3n%0?
M

Unrolling the above recursion for over an arbitrary round r € [0, R — 1] gives us (c.f., the calculations
in Lemma [30),

+ 8P HT?K2(1 — )¢90 (A(5(1)) + ¢2) +

Kr4+K—-1
AE(r+1) < (1= A(Kr)—n Y (1=t 1 E()
t=Kr
8n*HT*K? _ 1—(1—nuk
+ (1= (1= n)®) T (1 - ) K2 A + (WW)CH .
Where (1 is the sum of constant terms in the upper bound which do not depend on ¢ and is defined as,
4 4H 2K2 2 3 2 2
Cr = aPH3K22 + LT 20 4 43 Ho?K (1 + In(K)) + 8P Hr2 K262 + ”M"
We also define the following constant,
SPHT2K? _
pa= (1= + (1= (1—nw") = (1—nu) =2
These notations allows us to re-write the above recursion as follows for r € [0, R — 1],
Kr4+K-—1 K
1-(1-
A(K (r+1)) < pA(Kr) = Y (L=nu) #8171 E() + Lem e,
t=Kr Mt
Now unrolling the recursion over R rounds gives us,
Kr+K-1
A(KR) < pffA anR R N C ) R ey o ())
t=Kr
1-(1- -
I 1 77/~L Z pf 1— Cl ;
Kr4+K-—1
- Z pR 1-r Z (1 _ nM)KT+K717tE(t)
t=Kr
1—(1- 1—pk
il W) Aeed o
e 1—pa
We will now define the following sum of weights,
Kr+K-—1
W .= Z pR 1—r Z (1 _ 77/.L)KT+K_1_t ,
t=Kr
R—1
_ e 1= —)®
= p  — ,
—o ny
_l—pff 1-(1—n)®
L—pa np
Dividing by nW in the above recursion and re-arranging gives us the following,
Kr+K-—1
Z pR 1—r Z (1 _ nM)KT+K717tE(t)
t=Kr
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<LfA(O)_A(KR)+L_1*(1*77#)1(,1*05,0
= oW w w 1— Lo
7 7 n np P4
R
Py 1 —py 2, O1
1—pf 1-(1—nu)k 7
R 2 27172 3 2172 2
82 HT2K 4P HT?K
:1P4R<1_ = (1—77u)K_2>M32+4772H3K2C3+n r=°
— Py

3 2
+ 4 Ho K (1+In(K) + S Hr2 K292 + 21—

Now similar to the proof in the previous section we will pick the step-size as follows,

. 1 1 | uB?
= ming —, ——= 11
g 9H’ uKR ¢ ’

where we will define ¢ later in the proof. Our goal now is to bound the term
R 2 272
1 £ ‘; = (1 — &n HJ K~ (1 — nu)K=2) so that it looks more like the exponential decay in usual con-
4
vergence analyses. We first note the following,

2 2
SHT 11’12 /,LB < 1 7
u3R? € -2

>. This allows us to upper bound (1 — W(l — nu)K’Z)

/LBQ
€

by assuming R > ‘t—fﬁln (
by 1. Now we will upper bound ; L “p 7. To do this we first note the following,
4
8n2Hr2 K2\
R KR K
py =1 —np <1+ 1= =nu)”) =7 ;
S>Hr2 K> ) f

p(l=mu)* )~

_ 1 B2 8HT? R
< e KR (14 3
=° < TN\ ) Ba—ppHe)

_ 1 1.3( B2 8Hr2
MK Rt gy In ( c )/ﬁ(l—l/(zn)"‘)

S(a) e—thR (1 + ﬁMK

)

<e
_ 1 1.3( B2 3202
<(w>1) ;~nuKR+ 5y n (7 ) e

S(b) e*W#KR+1

3

where in (a) we use the Bernoulli’s inequality after noting that nu < 1 for our choice of step-size;

€

and in (b) we used R > fl In® (E) 32k. Now using this upper bound we get,

R —nuKR+1
P} e~ MK R+

<
1—plt = 1—e KR+

—nuKR+1 —nuKR
S(a> e~ MHE R+ < Ge” M ,

where in (a) we assume that e~"*5 1 < 1 which can be verified to be true for both choices of
step-sizes as follows,

L ].
(i) e~z 1 < §¢2ege% <45 < KR ;
2
.. ,ln(#Bz/E)+1<l¢ ee <1¢ <,uB
(ii) e S3CuES) €< —— .

We are almost done, but we still need to choose an e. We do this the same way as in the previous
section: we pick ¢ as the maximum of the target accuracy €;4,.4¢; and the value of the convergence
rate terms which are an increasing function of 1, at ’ = 11{ = - In particular we pick € as,

i

. 4H3¢? 4H7T?0? 4Ho?(1+In(K)) 8HT%¢2 302 uB?
€ = min § max R = y s s €target (5 T4
p2R? T AKR3 U2 K R? u2R? " uMKR 6
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Finally, note that the we have essentially used the weights on the models {x, ..., zxr—1} defined
by the blue term. Rigorously for time step ¢ € [0,7 — 1] we use the following weight,

—1-6 i
pf 1 (t)/K(l—ﬁM)é(tHK 1—t
W b

and we bound the function sub-optimality of the point ZtT:_Ol wyx¢ by using Jensen’s inequality as

follows,
T—1
F ( Z wtast>
t=0

Thus, our choice of ¢, 7, and averaging weights proves the lemma statement, assuming the highlighted
required conditions.

Wt =

E

T—-1
~F) < Y wi (BIF (a)] - F(a)) -
t=0

In the following lemma, we state the result for strongly convex quadratics, by noting that in the proof
of the above lemma, we simply replace the usage of Lemma[25|by Lemma[24]and note that @ = 0 for
quadratics, which allows us to replace several smoothness constants H in the convergence rate by 7.

Lemma 38 (Strongly Convex Function Convergence with 7, (., ¢, for Quadratics). Assuming

R > ‘%2 max {1n (”TBQ) 1 /213 (“TBQ) } KR > 4k we can get the following convergence

guarantee for local SGD, initializing at xo = 0 and optimizing functions satisfying Assumptions|[I|

to[6}
- LK R T2H?(? Ti0? 202 (1 +In(K)) = 74¢? o?
E[F(3)] — F(z*) = O (e~ uB? 2 5

[F(2)] (") =0 (e H [PR? 5K R3 u3K R? 13 R2 + uMKR) ’

where we define & = Zzﬂ:_()l wyxy for the choice of weights

R—-1-5(t)/K 1
o 1-6(t)/ (1_nM)6(t)+K 1—t
Wt ‘= W
_pR —(1—nu)K 2,4 2 _
for W= =0 S0 and py = (1— )™ + (1= (1= qp)) B2 (1 — ) K2, And
we pick the step-size as,
) 1 1 i uB?
=min¢ —,——=1In
" 9H uKR ¢ 7
for the choice of e,
i 472H2C? 4At%0? 47%0% (1 +In(K)) 874¢2 30 uB?
€ = Imin < max SR2  PKRS 3 5 ) T3P s Etarget (y — L 3
W WKR WwKR wWR? " uMKR 6

where €14y get IS a target, which is greater than or equal to the machine precision.

I.3 Convergence in Iterates with Third-order Smoothness

The main technical challenge in incorporating third-order smoothness (c.f., Assumption |1)) in our
upper bounds lies in bounding the sequence D(-) while working with the upper bound in Lemrna
One natural approach is to mirror the analysis in the previous section: unroll the consensus error
recursion back to the previous communication round, substitute that into the upper bound for A(-),
and then iterate across rounds. However, this strategy quickly encounters difficulties. We need to
control the fourth moment of the iterate error, B(-), and we lack a uniform upper bound for it.

To overcome this, we adopt a different strategy. As the following lemma shows, we analyze the
pair (A(+), B(+)) together in terms of the pair (C(-), D(+)), treating them as components of a two-
dimensional recursion. Once we do this, we can more or less use ideas similar to those before.

Lemma 39. Under Assumptions|I|to [§] using 1 < 1/H and defining

ps = (1—nu)™ + ( (1 -(1- nu)K>
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212 2Q°B* | 16n°0%r>  H*  16002Q? 2_27-2 4_47-4
X(/ﬂ+ /ﬂ + 2M32 +M4+W>(477TK +6477’7’K) s
1287]57'4[(402 2 320774027'2[(3 ¢2 + 647]47'4K4 ¢4

,U/BQ * B2 * B2 *

2312 K202 87}3K3H4§iL n 88775[(37'404
uB? 13 B2
n 160n*K*02 H?(? n 160n° T2 K*o* n 112n* K30 (1 4 In(K))

B2 B2 B2 '

we can get the following convergence guarantee with initialization xy = 0,

B —(1—nu)¥ 2 3.4

U= 47)27'2K2¢f +

+ 22 H2K?¢? +

+20%0* K (1 4+ In(K)) +

1—p3 uM  uM2B?
Ll-a- o™ (2r2 2Q°B%  16n°0%r*  H'  160°0%Q? v
1—ps3 12 e 12 M B2 e 2M

Proof. We will denote the following vectors for all ¢ € [0, T,

w0 =[5 s 0= [ ]

where note that B comes from Assumption[3|and we divide the sequences B(t), C(t) by B? to make
them “dimensionally consistent" or similarly scale-variant as the sequences A(t), C(t). Based on
the recursions we have developed in Lemmas [20]and [22] we get the following vector recursion,

1 0 2777' 2nQ*% B? n’c?
At +1) < (1 —np) [87720’; 1} Alt) + 167#;27—2 nH* ?671302622 C(t) + 977])‘/1041 )
MB uM B2 w3 wM M2B?

: PA(t) + QC(t) + N

< PHIWAG() + Y P (QC() + N)

J=06(t)

where we define P,Q € R?*2 and N € R? to simplify the calculations. Let us also recall the
recursion we get for the consensus error terms based on Lemmas [30] and [31]

an*r2K? 0
C@t) < 1287757—421(402 n 320?7402721(3 Gyt KA A(0(1))
uB B
4T]2T2K2¢2

+ | 1280° i K402 320710272 KO 6antrt K4

n7’BZU¢3+ 7];27 ¢3 nT ¢4

w
MPHAK2(? 4 2ETEEE L 90252 (1 4+ In(K))

+ 83 K3H*¢? + 88n° K370t 160n* K* o2 H?(? + 160n° 2 K45t 112n* K364 (14+In(K)) |

nB? u3 B2 B2 B2 B2

=UA@((t)+V ,

where we define U € R?*2? and V € R%. Now we can plug in this upper bound in the inequality
above, which gives us,

t

A(t+1) < PIOOAG(H) + Y P (QUA(S() + QV + N) .
j=0(t)

Now, let us denote t = K R — 1 and unroll across communication rounds to get the following,

KR-1

A(KR) < PEA(K(R—1))+ Z PEEZIZ (QUA(K(R— 1))+ QV + N) |
j=K(R-1)

78



= PEA(K(R-1))+ P(QUA(K(R—-1))+QV +N) ,
= (PX + PQU)A(K(R—1))+ P(QV +N) ,
where we define P = ZKI}(% 1) PKER=1=j ¢ R2X2_ Taking the norm on both sides and using the
triangle inequality, we get,
IACKR)|ly < [|(P¥ + PQU) |, IAK (R = 1)y + [[PQI, IV, + |12, 1Nl
< ([PX[l, + 1P, 1QU T L) IAK (R = D)y + || P, QU VI, + || Pl, IV, -

We will not individually upper bound these spectral norms. First note that due to P being a lower
triangular matrix,

1 0
PK = (1 - UH)K |:87]202K 1:|
M B?

Since PX is a lower trlangular matrix, its eigenvalues can be read off its diagonal. In particular, we
note that HPK ||2 (1 — nu)*™. We can use a similar idea to upper bound HPH2 as follows,

P_l S — 0 ]

= o K—-1 K—1 i
S S (=)t SR = )

This implies HPH2 = % We also note the following about (), noting that the spectral norm

is upper-bounded by the Frobenius norm,
1Qll, < 27?2 n 2nQ>B? n 16n3027%  nH* n 16n302Q? .
ju ju pM B2 w3 M
Finally, noting that U is also lower diagonal, we note that,
U, = max {4n*m* K2, 64n*r* K*}
< AP T?K? + 64T KT

Combining the upper bounds for PX, P, Q, U we get,
1PN, + 12|, 1Rl U1,

< (1=
K 27 2Q°B? 16772 *r?  H* 167 *0°Q? 2 _27-2 4_47-4
—I—(l—(l—nu) )<H2 2 2B +F+ 20 (4°T°K* + 64n* 7' K*) |
= p3 -

Note that when 7 = 0, then p3 = (1 — nu)¥, which will lead to the fast exponential decay we do get
in the homogeneous setting. Using the above calculation, we can also conclude that,

_ K\ (272 202B% 16020212 HY  160202Q?
e g s [

I I It

2 4
5 K\ ( no I’
P 01 < (1= = m™) (257 + s )
Plugging this back into the red inequality and then unrolling the recursion, we get,
IAKR)|l, < pf A (R 1))l
1— (1 —nu™ (272 2Q2B? 16520212 H*  160202Q>
|z V1,

112 112 + 1i2M B? pt T eM
1—(1—nu)"™ (7702 L 9me’ )

1—p3 uM  pM2B?
which proves our convergence rate upon applying the triangle inequality to note that,
12877;7;21(402 62 + 3207]4227'2[(3 62 + 647]‘;'24K4

1—ps ut

+

1V, < 4n*T°K?¢2 + ot
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2012 K20 SPPKPHACY | 88 K3 740?

+ 22 H2K?C? + + 21?0’ K (1 4 In(K)) +

B2 13 B2
L 160p K02 HAGE | 160n° T2 Kt 11294 K0 (1 + In(K)
B2 B2 B2 '
This proves the lemma. O

We will now tune the step-size following a similar idea to the previous section to achieve the following
convergence rate.

Lemma 40. Assuming sufficiently many communication rounds,

B? 4QB H? 32 B H In(B?
stlmax m2(=). Q 5 ,In 3/2 1+ Q _|_ M
f € 1 I € 1 "In(In(B2/e))
B? > ec,and KR > 2f In ( 2) -max {%, Q} we can get the following convergence guarantee
for local SGD, mltlallzmg at xo = 0 and optimizing functions satisfying Assumptions[I|to[6]

2 4 242 4 2
IAKR)|, = O emiRp2y T 0 (T0, TO g
2 2MKR ' [ AK3R3M2B2 2R? " SKRoBzY*
o272 H%? 7202 % (1 +In(K))
+'€/< 4KR4BQ¢* 4BQR4¢* 2R2+ 4KR3+ 12K R? >
b HA ¢ N ot N o?H?(? N 2ot N ot (1 +In(K))
AR3B? T SK2RPB? | AB2RY ' SKRSB? (A K B2R* )

where we define k' := 2 + 4@ B + 6

(1 1132
MM oy ukR T ’

with the choice of € is given by

;LQMKR7;L4K3R3M2BQ7 ‘qu2 ! 6KR5BQ’H4KR4BQ’ 41 B2 R4’
H2(2K/ N 7202 o?(1+In(K)) H*C' 1o’ o?H?CK
2R2 ,u4KR3 MQKRQ ’H4RBBQ’M8K2R5BQ7 ,u4B2R4 ’

204 o' (1 +In(K)) '
€ arge
WK R5 B2’ K B2R* target

{ o2 ol 72¢3H/ T 02ﬁx¢2 0272K'¢3 7_4%/(;511
€ := max

where €iqrget IS the target accuracy, greater than or equal to the machine precision.
Proof. We will pick the following step-size,

e {2;1 Il(Rl (BQ)}’

where the choice of € > 0 will be made explicit later. We will first identify the requirements on
problem parameters to guarantee that,

(1 — oK
L=U=m)® o
1 —ps
1—(1—nu)&
@%S(l_p3>7
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where in (a) we used that 72 /12 < H?/u?. Now we will upper bound p3 as follows,
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where in (a) we use Bernoulli’s Inequality and the choice of step-size, which implies nu < 1 as well
as the fact that 72 /u? < H*/pu*; and in (b) we assumed that the conditions derived above to ensure
K -
1_(1%”) < 1 — p3 are true, which allows us to conclude MI#‘Q (g—z + 1) In? (%2) <1

TK2R*M
Raising both sides to the power R gives us,
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where in (a) we assume that R > %; and in (b) we assume

RZ%1112<BT2><1+%+%2> as well as R>8715/2< ><1+ %+%>. These

observations, along with the conditions derived so far allow us to simplify the convergence rate as
follows,
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where we define k' := (2 + 4Q B 6544

choice of ¢ is simply the max1mum of all the terms (after removing the logarithmic factors) in the
above convergence bound, except for the first exponential term and the target accuracy €¢qrget, Which
is an input to the algorithm. Like in the previous lemmas’ proofs, we recall that the term dominating in
€ also dominates the final convergence rate. This choice of € and 7, proves the lemma statement. [

). We are almost done, but we need to define €. Our

J More Details on the Experiments

In this appendix we describe in full detail how we generated the synthetic data for each client and
how we controlled first- and second-order heterogeneity without altering the inherent difficulty of the
individual optimization problems (e.g. their condition numbers or solution norms) for the experiments
in Section

J.1 Data generation for each client

We consider a linear regression problem with parameter dimension d. There are M clients, indexed
by m = 1,..., M. For each client m, we generate i.i.d. data (5,,, Ym ) ~ D, with

Bm ~ N(,Ltm, Id)? Ym —< m75m>+6 ENN( ) n01se)
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The corresponding per-sample squared loss is

F (@5 By ym)) = 2 (ym — (2, B)) 7,

and the population objective on client m is

Fon(x) = Egy)om,, (@ (B,9)] = 3 (@ — 23) T (Bt + La) (2 = 23,) + 3 02 gise-

Under suitable bounds on ||t ||, 0noise. and ||z, ||, these objectives satisfy Assumptions|[1]to[3]for
all x in a bounded region.

J.2  Controlling first-order (concept) heterogeneity

We fix the norm of each true optimizer to ||z},|| = Rs. To vary the maximum pairwise distance
max,, ,||z%, — x5 || = (s, we sample each
* : d
xy, = Ryvy  with vy, € R o] = 1,

where vy, is drawn uniformly from the spherical cap of half-angle

d(C) = arcsin(;];*)

around a fixed “central” random unit vector vg. This ensures ||z},|| = R, for all m, and
maX, n |23, — 25| = (& so that larger ¢, increases concept heterogeneity purely by angular
dispersion, without changing the optimizer norms. This process is illustrated in Figure d In our
experiments we fix R, = 1.

Figure 4: Illustration of sampling unit vectors from a spherical cap. We draw a cross-section of the
unit sphere (circle), mark the central axis vg, and show the cap of half-angle ¢((,) (shaded blue).

J.3 Controlling second-order (covariate) heterogeneity

Likewise, we fix each covariance matrix to I; and fix the norm of the feature mean to ||, || = po-
To vary the maximum pairwise mean distance maxy, », || ftm — in|| = 7, we sample

Hm = o U, Um € Rdv Humll = 17
with u,, drawn uniformly from the spherical cap of half-angle
6(r) = arcsin(7/(2 o))

around the same central direction vy. Again, this rotates the means without altering ||, || or the

eigenvalues of the Hessians V2F,,, = ji,,pt,, + I4, whose condition number remains 1 + 2. In our
experiments we fix pig = 5.
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Figure 5: Same experiment as in Figurebut with R = 10, i.e., more communication rounds. Note
that the heatmap colors scale changes.

J.4 Hyper-parameter tuning and metrics

For every experimental setting (7, ) (or every 7 in the communication-complexity study) we first
sample vg and sample {z},}, then we perform 20 independent trials with fresh draws of {u,, }. In
each trial we search over a logarithmic grid of step-sizes € [10~2,1071] and record either:

* The final £ error ||z — Z*| after R rounds (for the heatmap in Figure 2a), or

* The minimum number of rounds r < Ry,.x needed to reach ||z" — Z*|| < e (for the
communication plot in Figure [2b).

We then average these quantities over the n_yps trials to obtain the plotted heatmaps and curves.

J.5 Ensuring fixed problem difficulty

By sampling {z},} and {x,, } on fixed-radius spheres and using identity covariances, we keep every
client’s Hessian condition number and solution norm constant, so that any change in convergence or
communication cost is attributable purely to the angular dispersion (i.e. heterogeneity) parameters 7
and ¢, not to changes in problem conditioning or scale.

J.6 Experiments with More Machines and Communication Rounds

We include additional experiments in Figures 3] to[7]illustrating the effect of having more machines
and communication rounds in the experiments of Figure 2} We note that as suspected increasing the
number of communication rounds, makes the effect of data heterogeneity less drastic as we can see
even at higher data heterogeneity, we are able to attain a better final error in Figure[5] On the other
hand, we see that increasing the number of machines while keeping the communication rounds has a
mixed effect as perhaps at this level of parallelization the SGD noise is still dominating as can be
seen in Figure[f] Having said that we again see the benefit of increasing communication rounds at
increased parallelization going from Figure[6]to Figure[7] We also run the analogue of Figure 2b] with
M = 50 in Figure([§]
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Figure 6: Same experiment as in Figurebut with M = 50, i.e., more number of machines.Note
that the heatmap colors scale changes.
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Figure 7: Same experiment as in Figurebut with M = 50 and R = 10. i.e., with more number of
machines as well as communication rounds.Note that the heatmap colors scale changes.
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Figure 8: Same experiment as in Figurebut with M = 50.
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