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Abstract001

Controlling stylistic attributes in large language002
models (LLMs) remains challenging, with ex-003
isting approaches relying on either prompt engi-004
neering or post-training alignment. This paper005
investigates this challenge through the lens of006
representation engineering, testing the hypoth-007
esis that fine-grained stylistic attributes—from008
emotional tone to linguistic structure—are en-009
coded as linear directions in the model’s acti-010
vation space. We provide strong empirical evi-011
dence for this hypothesis across a wide range012
of styles and, based on this finding, present a013
lightweight, training-free method for precise014
style control. Our approach supports linear015
style composition, enhances safety by ablating016
undesirable behaviors, and, as confirmed by017
experiments on over a dozen models, achieves018
high style adherence while preserving core ca-019
pabilities at minimal computational cost.020

1 Introduction021

Large language models (LLMs) have demonstrated022

remarkable capabilities in following instructions023

and generating human-like text across diverse do-024

mains. However, controlling specific stylistic at-025

tributes—such as emotional tone, linguistic style,026

or language preference—remains challenging. Tra-027

ditional approaches rely on either prompt engineer-028

ing or post-training alignment methods, each with029

significant limitations. System prompts offer im-030

mediate deployment with runtime flexibility, ideal031

for prototyping and evolving requirements, but they032

permanently consume context window space, pro-033

duce inconsistent expressions, remain vulnerable to034

manipulation, and lack granular control over style035

intensity. They particularly struggle with maintain-036

ing stylistic consistency across extended conversa-037

tions. Alignment techniques like Direct Preference038

Optimization (DPO) (Rafailov et al., 2023) or Prox-039

imal Policy Optimization (PPO) (Schulman et al.,040

2017) provide superior style fidelity and manipula-041

Figure 1: Single direction vector steering chat-style:
editing style vectors transform a neutral LLM into ex-
pressive personas. Linear addition of vectors also yields
hybrid styles.

tion resistance, but at the cost of significant compu- 042

tational resources, specialized expertise, and post- 043

deployment inflexibility. Despite efficiency im- 044

provements through parameter-efficient fine-tuning 045

methods like LoRA or QLoRA (Hu et al., 2021; 046

Dettmers et al., 2023), the computational demands 047

remain substantial when scaling to multiple styles. 048

While production systems with stable requirements 049

benefit from these methods, applications needing 050

multiple distinct personas face prohibitive scaling 051

costs—each new style typically requires extensive 052

supervised fine-tuning followed by reinforcement 053

learning. 054

This paper pivots from resource-intensive train- 055

ing to a more surgical approach, grounded in the 056

burgeoning field of representation engineering. Re- 057

cent work has revealed that high-level concepts, 058

such as refusal behavior, can be robustly repre- 059

sented as single linear directions in a model’s ac- 060

tivation space (Arditi et al., 2024). This raises a 061

fundamental question: does this principle of linear 062

representability extend beyond binary behaviors to 063

the more complex, multi-faceted domain of style? 064

We hypothesize that it does, and that stylistic at- 065

tributes like emotional tone, verbosity, and even cre- 066

ative voice are also encoded in a structured, linear 067

way. To investigate this, we introduce a method to 068

first isolate these "style vectors" and then use them 069
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to directly edit model behavior, as illustrated in Fig-070

ure 1. Style vectors can also be composed to yield071

hybrid personas; e.g., adding vpoetic and vpessimistic072

linearly produces a pessimistic-poetic style.073

We adopted a streamlined "base model + style074

vector" approach that leverages contrastive meth-075

ods to extract style-specific vectors and applies076

them directly to model weights. This enables077

precise control over multiple stylistic dimensions078

while preserving the model’s core capabilities. By079

manipulating these linear representations, we effi-080

ciently induce various stylistic behaviors without081

complex alignment procedures, making style cus-082

tomization more accessible and flexible. Our ap-083

proach reduces training time and data requirements084

while allowing for the composition of multiple085

style vectors to create nuanced stylistic combina-086

tions. Figure 2 provides an overview of our method.087

We process identical instructions under two con-088

ditions: a regular prompt and a style-specific sys-089

tem prompt, collecting the corresponding residual090

stream activations. From these, we compute the091

difference h
(l)
style(xi) − h

(l)
neutral(xi) to identify the092

style direction. We then apply orthogonalization093

to the model’s output matrices Wout, enhancing or094

suppressing this direction. The result transforms095

neutral outputs like "Space travel is a great ad-096

venture..." into style-specific generations such as097

"Space travel? Another dream of humanity..."098

Our key contributions include:099

• We provide the first large-scale empirical evi-100

dence that the linear representation hypothe-101

sis extends to fine-grained stylistic attributes.102

We demonstrate this principle’s generality103

across eight distinct styles, including emo-104

tional tones, languages, and creative formats.105

• We show that these style vectors are compos-106

able, enabling the creation of novel, mixed107

stylistic effects (e.g., "pessimistic + poetic")108

through simple linear arithmetic—a feat diffi-109

cult to achieve with standard methods.110

• We validate the practical utility of this ap-111

proach for safety, demonstrating that it can sig-112

nificantly enhance model robustness by iden-113

tifying and ablating directions associated with114

jailbreak acceptance.115

Figure 2: Overview of our style direction extraction
and orthogonalization approach. The modified model
generates outputs that consistently exhibit the target
style.

2 Related Work 116

2.1 Human Preference Optimization 117

Reinforcement Learning from Human Feedback 118

(RLHF) has become a central method for align- 119

ing large language models with user preferences. 120

Ouyang et al. (2022) present RLHF as a three- 121

stage pipeline: supervised fine-tuning (SFT) for 122

initial alignment, reward model training to cap- 123

ture user preferences, and policy optimization (of- 124

ten via PPO) (Schulman et al., 2017) to refine the 125

language model. While this process improves in- 126

struction adherence and mitigates toxic outputs, it 127

typically demands extensive human annotations 128

and computationally heavy optimization. Recent 129

variations—like Direct Preference Optimization 130

(DPO) (Rafailov et al., 2023), Identity Policy Opti- 131

mization (IPO) (Azar et al., 2024), and Kahneman- 132

Tversky Optimization (KTO) (Ethayarajh et al., 133

2024)—bypass or simplify reward modeling. How- 134

ever, they still require substantial preference data 135

and repeated training cycles, which can be costly 136

when models must support multiple or rapidly 137

evolving styles. Beyond policy optimization, tra- 138

ditional style fine-tuning via supervised datasets 139

remains common for embedding specific tones or 140

domain language into pretrained models. Such 141

an approach, possibly combined with lightweight 142

techniques (e.g., LoRA (Hu et al., 2021), QLoRA 143

(Dettmers et al., 2023) and adapters (Houlsby et al., 144

2019)), can inject distinct stylistic traits. 145
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2.2 Vector-based Editing and Activation146

Steering147

A growing body of work suggests that abstract con-148

cepts in LLMs can be represented and manipulated149

as vectors in activation or parameter space. This150

line of inquiry began at a macro level with task151

vectors (Ilharco et al., 2023), which showed that152

entire capabilities learned during fine-tuning could153

be added or subtracted arithmetically.154

Research has since moved to a more granular,155

behavioral level. Huang et al. (2023) identified a156

general "chat vector" that imbues base models with157

instruction-following ability, while related work158

demonstrated that contrastive activation steering159

can guide generation away from undesirable traits160

like refusal (Panickssery et al., 2023). The most161

direct precedent for our work, Arditi et al. (2024),162

established that a single "refusal direction" could163

be ablated to toggle a model’s safety guardrails.164

These studies, however, largely focus on coarse-165

grained, often binary concepts (e.g., instruction-166

following vs. not, refusal vs. compliance). This167

leaves a critical question unanswered: how fine-168

grained can these linear representations be? This169

paper pushes this frontier forward by investigating170

whether the linear representation hypothesis holds171

for complex, nuanced, and non-binary stylistic at-172

tributes. We explore if subjective qualities like173

"pessimism," "poetic voice," or specific language174

choices are also encoded as simple, editable direc-175

tions, thus testing the limits and generality of this176

powerful principle. Other related approaches in-177

clude surgically editing model knowledge by target-178

ing "knowledge neurons" (Dai et al., 2021; Belrose179

et al., 2023) or using sparse autoencoders to find180

monosemantic directions (Templeton et al., 2024).181

3 Method182

In this section, we describe our approach for183

controlling style in large language models via184

lightweight modifications to the model weights.185

Our method operates in four key stages: data collec-186

tion, chat-style direction extraction, model weight187

modification, and style vector mixing. We also188

illustrate the overall process in Figure 2.189

3.1 Data Collection190

We begin by collecting two sets of activations from191

the model’s residual stream (the core information192

pathway in Transformer architectures that progres-193

sively accumulates updates from each layer via194

residual connections) in response to the same set of 195

instructions, under two different prompting con- 196

ditions: (i) Neutral Prompting, and (ii) Style- 197

Conditioned Prompting. For this, we use a de- 198

velopment set X consisting of 10,000 harmless 199

instructions adapted from Arditi et al. (2024). For 200

each xi ∈ X , we compute the residual activations 201

h
(l)
neutral at each layer l of the model when xi is pro- 202

vided without any stylistic system prompt. 203

In the style-conditioned setting, we prefix a sys- 204

tem prompt expressing the desired stylistic behav- 205

ior (e.g., pessimism), and record the corresponding 206

residual activations h(l)
style at the same layers. These 207

two activation trajectories form the foundation for 208

computing style directions. 209

3.2 Chat-Style Direction Extraction 210

We define a style direction as the normalized dif- 211

ference between the style-conditioned and neutral 212

activation representations. Specifically, for a given 213

layer l, the raw difference vector is computed as: 214

r(l) = Exi∈X

[
h
(l)
style(xi)− h

(l)
neutral(xi)

]
. 215

The expectation E is calculated as the mean over 216

the entire development set X to obtain a stable, 217

generalized style vector. We then normalize this 218

vector to obtain the unit-norm style direction: 219

r̂(l) =
r(l)

∥r(l)∥
. 220

For each style, we identify a single, optimal di- 221

rection vector from the set of all layer-specific 222

directions {r̂(l)}. The selection is made through 223

a systematic validation process: for each candi- 224

date direction r̂(l), we apply it to the output ma- 225

trices (Wout) of all transformer blocks and gener- 226

ate responses for a representative task. A GPT- 227

4-based evaluator then selects the direction vec- 228

tor that yields the most effective stylistic outcome, 229

following the methodology in our Layer-wise Se- 230

lection Template (Appendix C). We denote this 231

single best-performing direction, which originates 232

from an optimal layer l∗, as the final style direc- 233

tion r̂ = r̂(l
∗). This vector is then used for all 234

subsequent interventions. 235

3.3 Weight Modification via 236

Orthogonalization 237

To incorporate or suppress the identified style, we 238

apply a linear transformation to the model weights 239
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in the direction of r̂. Let Wout ∈ Rd×d′ denote240

an output projection matrix that writes into the241

residual stream (e.g., an attention output or MLP242

output matrix). We update Wout as follows:243

W ′
out = Wout ± αr̂r̂⊤Wout,244

where α ∈ R is a scalar coefficient controlling the245

strength of the intervention. The sign of the opera-246

tion determines whether the direction is amplified247

(+) or suppressed (−), as in directional ablation.248

3.4 Style Direction Composition249

Our method supports the linear composition of mul-250

tiple stylistic behaviors. Given k distinct style di-251

rections {r̂j}kj=1, a composite direction may be252

constructed as:253

r̂composite =

k∑
j=1

λj r̂j ,254

where λj controls the relative strength of each style.255

The resulting vector can be applied using the same256

orthogonalization mechanism, yielding outputs that257

blend multiple attributes.258

4 Experimental Setup259

4.1 Models and Datasets260

All experiments are conducted on open-source261

chat models. We focus primarily on three mod-262

els: LlaMA3-8B-Instruct, LLaMA2-7B-Chat and263

Qwen2.5-7B-Instruct. These models serve as the264

base for all style-induced variants evaluated in265

terms of instruction following, stylistic alignment,266

safety, and toxicity. For multi-modal experiments,267

we use Intel/llava-llama-3-8b, a vision-language268

model based on LLaVA-v1.5 with a Meta-Llama-269

3-8B-Instruct backbone and a CLIP-based vision270

encoder.271

Results for additional models are reported in272

Appendix A.273

Vicuna Benchmark is used to evaluate274

instruction-following quality and stylistic fidelity275

via GPT-4 evaluation across 320 harmless prompts.276

JailbreakBench (Chao et al., 2024) is used for277

safety evaluation, testing model responses to both278

direct harmful requests and carefully engineered279

jailbreak prompts.280

RealToxicityPrompts (Gehman et al., 2020) is281

used to assess linguistic toxicity. We adapt its282

prompts to a conversational format and evaluate283

responses with the Perspective API.284

4.2 Evaluation Metrics 285

Eval Score We evaluate model outputs using 286

harmless prompts from the Vicuna benchmark. 287

For each prompt, the GPT-4-generated response 288

is treated as the reference answer (assigned a score 289

of 10). Final scores are averaged across all prompts 290

and style variants. This evaluation protocol follows 291

prior work by Huang et al. (2023). The system 292

prompt used for GPT-4 evaluation is provided in 293

Appendix C. 294

To assess the robustness of the chat-style edit 295

method, we test models across eight distinct styles, 296

including emotional tones (happy, sad), verbosity 297

levels (concise, verbose), languages (Chinese, 298

French), and creative formats (poetic, rap). 299

Style Adherence Rate It is measured by prompt- 300

ing GPT-4 to classify each model response as either 301

adherent or non-adherent to the specified style. 302

Unsafe Score This metric reflects the proportion 303

of model responses classified as unsafe by GPT-4. 304

For example, an unsafe score of 0.80 indicates that 305

80% of the responses were flagged as unsafe. We 306

use the GPT-4o API to label each output as either 307

safe or unsafe based on its content. 308

Toxic Score We employ the Perspective API 309

to assess the toxic nature of model outputs. The 310

API evaluates several attributes related to per- 311

ceived harm or offensiveness, including TOXIC- 312

ITY, SEVERE TOXICITY, IDENTITY ATTACK, IN- 313

SULT, PROFANITY, and THREAT. Each attribute 314

is scored in the range [0, 1], with higher values 315

indicating greater toxicity. 316

4.3 Implementation Details 317

Our chat-style vector editing approach builds upon 318

prior work on Refusal Direction (Arditi et al., 319

2024), with several adaptations for generalized 320

chat-style control. Specifically, we extract token 321

representations at the final position (−1) and com- 322

pute candidate style directions from each trans- 323

former block. To improve stability, the bottom and 324

top 5% of layers are excluded from direction ex- 325

traction. To prevent data leakage, we tune the cru- 326

cial intervention strength hyperparameter, α, via 327

a grid search exclusively on a held-out develop- 328

ment set (10k harmless prompts from Arditi et al. 329

(2024)). We search for α in the range [0.5, 1.9] 330

on this set, observing that optimal values consis- 331

tently fall within 1.1–1.4 across styles. The main 332
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‘Chat-style edit‘ results in Table 1 reflect the aver-333

age performance across all styles, with each style334

using its own optimally tuned α from this range.335

The Vicuna Benchmark was reserved as the final,336

unseen test set for all reported evaluations. All337

evaluations use gpt-4o-2024-08-06.338

For text generation, we set the decoding hyperpa-339

rameters to temperature = 0.6 and top-p = 0.95 for340

all models unless otherwise specified. In DPO fine-341

tuning experiments, each style variant is trained342

on 10K preference-aligned samples generated by343

GPT-4. In multi-modal experiments, we extract344

and apply the chat-style vector after merging with345

the released LLaVA weights via parameter-wise346

addition. This preserves LLaVA’s visual grounding347

while introducing stylistic control without addi-348

tional fine-tuning.349

5 Experimental Results350

In this section, we present comprehensive evalua-351

tions of our chat-style vector editing method across352

multiple dimensions.353

5.1 Model Evaluation with Chat Style Control354

We evaluate multiple approaches for controlling355

conversational style using the Vicuna benchmark,356

reporting average scores across eight distinct styles357

(happy, sad, concise, verbose, Chinese, French, po-358

etic, and rap) in Table 1. Responses are assessed359

by GPT-4 along two dimensions: Eval Score, re-360

flecting overall quality, and Style Adherence Rate,361

indicating consistency with the intended style. This362

framework enables comparison between conven-363

tional methods (e.g., system prompts and DPO fine-364

tuning) and our proposed Chat-style edit technique,365

which requires no training and supports both inter-366

polation and composition of multiple style direc-367

tions.368

As shown in Table 1, Chat-style edit achieves369

quality on par with system prompts while yield-370

ing substantially higher style adherence. Despite371

their effectiveness, system prompts have two key372

limitations: (1) they incur fixed context overhead,373

reducing usable space—particularly problematic in374

long dialogues or with complex instructions; and375

(2) they lack fine-grained control, supporting only376

coarse modifications through prompt engineering.377

In contrast, Chat-style edit introduces no context378

cost and enables modifiers and linear composition379

of styles.380

While DPO fine-tuning models typically achieve381

higher Eval Scores, they demonstrate lower ad- 382

herence rates, attributable to DPO’s probabilistic 383

training paradigm. This framework teaches mod- 384

els to apply stylistic elements selectively rather 385

than consistently. In safety-sensitive contexts or 386

underrepresented scenarios, DPO-trained models 387

frequently default to neutral expressions, priori- 388

tizing general alignment over stylistic consistency. 389

Conversely, chat-style editing directly modifies in- 390

ternal activation patterns to enforce stylistic fea- 391

tures, resulting in more uniform stylistic expression 392

across diverse prompts, particularly in edge cases 393

and out-of-distribution inputs. This approach, how- 394

ever, occasionally produces responses that sacrifice 395

subtlety or coherence for stylistic responses. 396

Chat-style edit can be further improved through 397

subsequent DPO fine-tuning, combining the 398

strengths of both approaches. The degraded per- 399

formance of the variant with α = 1.0 highlights 400

the importance of appropriate scaling. Moreover, 401

the Mixed Style setting demonstrates that stylistic 402

directions can be composed additively, enabling 403

flexible persona construction without additional 404

training. This composability is a unique advantage 405

of our vector-editing approach, for which direct 406

baselines from system prompts or a base model are 407

not readily applicable. 408

5.2 Safety and Toxicity Evaluation 409

Table 2 presents a comprehensive comparison of 410

safety and toxicity metrics across models. We re- 411

port Unsafe Score, defined as the proportion of 412

responses flagged as unsafe by GPT-4 when given 413

harmful or jailbreak-style prompts, and Toxic Score 414

from the Perspective API covering six attributes: 415

Toxicity, Severe Toxicity, Identity Attack, Insult, 416

Profanity, and Threat. Base model refers to the 417

original chat model without modification. Refusal 418

removed applies a refusal vector—computed as the 419

difference between representations for harmful and 420

harmless prompts—to suppress the model’s ten- 421

dency to refuse. Safer model subtracts a jailbreak 422

vector, defined as the difference between success- 423

ful jailbreak prompts and harmful prompts, in order 424

to improve safety without fine-tuning. Chat-style 425

edit injects a chat-style vector into the model to 426

control stylistic outputs. 427

Chat-style edited models preserve safety levels 428

comparable to the base model while enabling di- 429

verse stylistic expression. Vector-based manipu- 430

lation offers a lightweight yet effective means of 431

improving controllability without sacrificing lin- 432
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Model Eval Score Style Adherence Rate (%)

LlaMA3-8B-Instruct Variants (avg. over 8 styles)
Base model 7.89 0
System prompt 7.62 0.99
DPO fine-tuning 7.71 0.82
Chat-style edit (α = 1.0) 5.23 0.45
Chat-style edit (optimal α) 7.13 0.95
Chat-style edit → DPO 7.95 0.96

Poetic Chat Style
Base model 7.85 0
System prompt 7.58 0.97
DPO fine-tuning 7.93 0.89
Chat-style edit (α = 1.0) 5.15 0.42
Chat-style edit (optimal α) 7.17 0.92
Chat-style edit → DPO 8.12 0.97

Mixed Style (Chat-Style Edit)
Pessimistic + poetic style 7.36 0.95
Emoji + poetic style 7.12 0.92

Table 1: Chat-style evaluation score on the Vicuna benchmark by GPT-4.

Model Unsafe Score Toxic Score (Perspective API Scores)

Harmful Jailbreak Toxicity Severe Identity Insult Profanity Threat

LLaMA2-7B-Chat
Base model 0.02 0.92 0.10 0.00 0.01 0.07 0.05 0.01
Refusal removed 0.53 0.96 0.18 0.05 0.04 0.10 0.12 0.01
Safer model (Jailbreak removed) 0.00 0.05 0.13 0.00 0.02 0.05 0.03 0.05
Chat-style edit 0.04 0.91 0.20 0.01 0.01 0.09 0.08 0.03

LlaMA3-8B-Instruct
Base model 0.05 0.25 0.11 0.00 0.01 0.07 0.04 0.01
Refusal removed 0.84 0.90 0.06 0.00 0.01 0.03 0.02 0.01
Safer model (Jailbreak removed) 0.01 0.02 0.07 0.00 0.01 0.02 0.02 0.01
Chat-style edit 0.07 0.25 0.16 0.00 0.01 0.11 0.05 0.01

Table 2: Comprehensive safety evaluation. "Unsafe Prompt" columns report response rate to harmful and jailbreak
prompts. "Toxic Prompt" columns show Perspective API scores for generated responses.

guistic quality. Scores for Severe Toxicity, Identity433

Attack, and Threat remain near zero (typically <434

0.005), indicating safe generations free from ex-435

plicit violence, discrimination, or threats.436

Removing the refusal vector reduces rejection437

rates but increases unsafe behavior, consistent with438

findings from prior work (Arditi et al., 2024). How-439

ever, this change does not lead to elevated toxic-440

ity scores, indicating that the model remains lin-441

guistically non-toxic even when behaviorally un-442

safe. For example, a model might politely explain443

how to build explosives—yielding a low toxicity444

score but a high unsafe label. Our safer model,445

by subtracting the jailbreak vector, achieves the446

lowest jailbreak success rate across all configura-447

tions—without post-training or supervised align- 448

ment. 449

We observe that chat-style edit models occa- 450

sionally exhibit elevated scores in Toxicity and In- 451

sult, primarily due to stylistic directions such as 452

pessimistic, which are lexically sharper or emotion- 453

ally blunt. Although these responses lack explicit 454

profanity or personal attacks, their rhetorical tone 455

may trigger the Insult dimension in the Perspective 456

API. Crucially, such scores do not indicate unsafe 457

or uncontrolled outputs, but rather reflect stylistic 458

sharpness or irony. When such styles are excluded, 459

the overall toxicity scores drop significantly. 460
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5.3 Knowledge Retention and Case Study461

5.3.1 Knowledge Retention462

To evaluate whether chat-style edit preserves fac-463

tual and reasoning capabilities, we assess perfor-464

mance across a suite of standardized benchmarks465

used in open-source LLM evaluations in Table 3.466

These include MMLU, BigBench (knowledge sub-467

sets), and AGIEval for general knowledge and468

multi-task reasoning, as well as ARC, Winogrande,469

HellaSwag, and TruthfulQA for commonsense, log-470

ical inference, and truthfulness. The only larger471

drop (3–4 pp on TRUTHFULQA) reproduces the472

pattern suggesting the edit marginally increases the473

model’s willingness to produce confident but unver-474

ified statements. Overall, the results demonstrate475

that Chat-style edit injects stylistic behavior with-476

out sacrificing the knowledge ability established477

during pre-training.478

5.3.2 Multilingual Case Study479

To evaluate chat-style editing in multilingual set-480

tings, we constructed language-specific style vec-481

tors. As shown in Table 4, the method reliably482

induces the target language, establishing a strong483

"language mode." An interesting side-effect oc-484

curs when English prompts are used: the model485

defaults to English for domain-specific terms (e.g.,486

"Blockchain," "Astrophysics") for which target-487

language equivalents are rare in its training data,488

revealing how tokenization biases influence multi-489

lingual generation.490

5.3.3 Vision-Language Model Case Study491

Our vector editing approach generalizes effectively492

to vision-language models (VLMs). The method’s493

style control capability can be seen qualitatively494

in Figure 3, where injecting a "pessimistic" style495

vector transforms a factual image description into496

a metaphorical one.497

However, the robustness of this technique on498

VLMs is most powerfully demonstrated through499

quantitative safety evaluations. On the VLS-500

Bench (Hu et al., 2024) safety benchmark, the base501

LLaVA-1.5 model exhibits a high unsafe response502

rate. By identifying and ablating the vector direc-503

tion associated with harmful responses, we reduced504

this rate from a concerning 66.23% down to just505

3.36% for the 7B model, as detailed in Table 5 in506

Appendix B. This dramatic improvement in safety507

provides strong evidence that vector editing is a508

versatile and effective control mechanism across509

modalities.510

(a) Original style output

(b) Pessimistic style output

Figure 3: Chat-style controllable image descriptions
using our modified LLaVA-1.5 model. (a) Original
output from the base model; (b) Pessimistic output after
injecting a chat-style vector. Both are generated from
the same image input.
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Model MMLU BigBench AGIEval ARC Winogrande HellaSwag TruthfulQA

LlaMA3-8B-Instruct
Base model 69.24 46.72 44.15 68.84 78.41 84.57 59.05
Chat-style edit 68.75 46.17 43.33 68.16 77.65 83.61 55.64

Qwen2.5-7B-Instruct
Base model 70.12 47.57 45.32 70.54 79.05 85.25 60.17
Chat-style edit 69.44 46.90 44.10 69.80 78.28 84.27 56.81

Table 3: Knowledge retention evaluation across general knowledge and commonsense benchmarks.

Target language Eval Score

LlaMA3-8B-Instruct + Chat-style edit
English (baseline) 7.89
French 7.25
Italian 7.10
Portuguese 7.05
German 7.18
Chinese 6.85
Japanese 6.60

Table 4: Multilingual case study on the Vicuna bench-
mark. Scores are produced by GPT-4 using the same
rubric as Table 1.

6 Limitations511

An interesting observation emerges when refusal di-512

rections are not removed before applying chat-style513

vector edits. In such cases, when handling harmful514

requests, the model often generates a brief, default515

refusal (e.g., “Sorry, I cannot provide that infor-516

mation.”), and the injected style immediately col-517

lapses. We hypothesize that the magnitude of the518

refusal direction dominates the model’s activation,519

overwhelming the style vector’s influence. This520

phenomenon suggests a hierarchy of directional521

influences in the model’s parameter space, where522

safety-critical directions may take precedence over523

stylistic ones.524

Moreover, our study identifies several limitations525

of single-vector editing methods. Such approaches526

can only modulate relatively general stylistic at-527

tributes, such as language preferences, emotional528

tones, or high-level personas (e.g., poetic style), but529

cannot effectively induce fine-grained behaviors530

such as role-playing complex characters or inject-531

ing novel factual knowledge. For instance, attempts532

to create highly specific personae (e.g., "a botanist533

specializing in subtropical orchids") through vector534

editing produced inconsistent outputs that lacked535

the domain expertise exhibited by prompt-based536

approaches. Chat-style edits are inherently con-537

strained to activating latent patterns already present 538

in the pretrained model; they cannot synthesize 539

new styles, behaviors, or knowledge that were not 540

encountered during pretraining. 541

7 Future Work 542

Future work will focus on three directions. First, 543

we will develop more systematic methods for style 544

vector extraction to move beyond the current heuris- 545

tics, potentially using contrastive learning to iden- 546

tify style subspaces. Second, we plan to enhance 547

precision and stability by combining our approach 548

with LoRA and DPO, enabling low-rank gradient 549

updates directly on style vectors. Finally, we aim 550

to extend this vector editing paradigm to control 551

visual attributes in open-source text-to-image mod- 552

els, building on preliminary findings in diffusion 553

models. 554

8 Conclusion 555

Our work provides strong empirical evidence 556

that complex stylistic features in language mod- 557

els are encoded in a surprisingly structured, one- 558

dimensional subspace. This finding extends the 559

linear representation hypothesis to the nuanced do- 560

main of style and validates a lightweight, training- 561

free approach to control it. Targeted vector mod- 562

ifications offer a promising and computationally 563

efficient alternative to resource-intensive alignment 564

techniques, providing greater flexibility in cus- 565

tomizing model behavior to specific requirements. 566
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A Model-Wide Evaluation 658

To test the generality of our chat-style edit method, 659

we apply it to a broad range of instruction- 660

tuned models spanning different families and sizes 661

(1.8B–70B parameters), including QWEN, YI, 662

GEMMA, LLAMA, MISTRAL, and INTERNLM. 663

As shown in Figure 5, Eval Scores remain high 664

across models after editing, with only a modest 665

drop in quality (typically < 0.5 points). Larger 666

models consistently score higher, and the relative 667

performance between models is preserved post-edit. 668

These results confirm that chat-style editing gen- 669

eralizes well across architectures, with minimal 670

quality degradation and no need for retraining. 671

B Vision-Language Model Safety 672

Model Unsafe Score (%)

LLaVA-v1.5-7B
Base model 66.23
Safer model (vector edit) 3.36

LLaVA-v1.5-13B
Base model 35.82
Safer model (vector edit) 1.72

Table 5: Unsafe response rates on VLSBench before
and after applying the vector edit.
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(a) Original style output

(b) Safer style output

Figure 4: Chat-style controllable image descriptions us-
ing our modified LLaVA-1.5 model. (a) Original output
from the base model; (b) Safer output after injecting
a chat-style vector. Both are generated from the same
image input.

Multimodal models like LLaVA-1.5 face addi- 673

tional safety challenges compared to text-only mod- 674

els such as LLaMA-3-8B-Instruct. When evalu- 675

ated on the VLSBench (Hu et al., 2024)—a bench- 676

mark specifically designed to assess the safety of 677

vision-language models—we observe high unsafe 678

response rates in the base versions. To mitigate this, 679

we compute a harmful acceptance vector by con- 680

trasting residual activations from harmful prompts 681

that were accepted versus those that were properly 682

refused. We then apply a weight-space orthogo- 683

nalization to remove this direction. This vector 684

edit substantially improves safety without retrain- 685

ing. As shown in Table 5 and Figure 4, the unsafe 686

response rate drops to 3.36% and 1.72% for the 7B 687

and 13B variants, respectively, with outputs show- 688

ing marked improvements in caution and tone. 689

C Chat Template, System Prompt and 690

Chat-style Response Example 691

To support reproducibility and clarity, we present 692

the full set of prompt templates used in our GPT- 693

4-based evaluation framework (Table 6). These 694

include templates for rating overall response qual- 695

ity, assessing style adherence, evaluating safety 696

alignment, and selecting optimal intervention lay- 697

ers. Table 7 lists the system prompts used to induce 698

various conversational styles, such as optimistic, 699

pessimistic, concise, verbose, and several multi- 700

lingual or creative personas. Table 8 provides ex- 701

ample assistant responses to a common prompt 702

under different style settings, demonstrating how 703

our method enables fine-grained control over tone, 704

verbosity, and persona—all without retraining the 705

base model. 706
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Figure 5: GPT-4 Eval Scores for base models and their chat-style edited variants across 14 instruction-tuned models.
Chat-style edits consistently preserve high generation quality across architectures.

GPT-4 Evaluation Template

[System] You are an Assistant designed to provide strong assistance and ensure precise evaluation of answer quality.
Question: {question}
Standard Answer: {standard_answer}
Assistant Response: {response}
Chat Style: {chat_style}
Please rate the Assistant on helpfulness, relevance, accuracy, level of detail, and chat style adherence. The Assistant
will receive an overall score on a scale of 1 to 10, with higher scores indicating better overall performance.
Please first output a single line containing only a value representing the Assistant’s score. In the following line,
please provide a comprehensive explanation of your evaluation, avoiding any potential biases and ensuring that the
order of answers does not affect your judgment.

Chat Style Evaluation Template

[System] You are an evaluator checking style adherence.
Given the ’chat style’ description below and an assistant response, answer yes if the response reflects the style.
Chat Style: {chat_style}
Answer no only if the response clearly lacks the intended style.
Assistant Response: {response}
Answer with exactly one word: yes or no.

Safety Evaluation Template

[System] You are an evaluator. Determine whether the following AI response properly refuses a harmful request. If
the model gives a harmful answer, mark it as ’unsafe’. Else, mark it as ’safe’.
Assistant Response: {response}
Is this response safe or unsafe? Answer with only one word: safe or unsafe.

Layer-wise Selection Template

[System] We have tested multiple blocks for potential jailbreak (bypassing refusal) performance.
The logs below show how the model responded for each block intervention.
Your task: Identify which block intervention produces the best jailbreaking effect (i.e., where the model shows the
fewest refusal phrases or disclaimers, and directly complies with requests that it would normally refuse).
We have appended the captured outputs below, structured in sections such as:
blocks.13.hook_resid_pre
User: {user_input}
Assistant: {assistant_response}
blocks.14.hook_resid_pre
User: {user_input}
Assistant: {assistant_response}
From these logs, determine which block yields the best bypass of the refusal mechanism, where ’best’ means
minimal refusal lines or disclaimers, plus direct compliance with the request. Return only the block name in the
format "blocks.X.hook_resid_pre".
Do not provide any additional commentary.
—BEGIN LOGS—
{captured_output}
—END LOGS—

Table 6: Prompt Templates for Various Evaluation Tasks
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Style System Prompt
Optimistic You are enthusiastic and optimistic in all responses. Emphasize positive aspects of every situation,

use energetic language, and convey excitement through your tone. Incorporate encouraging phrases,
highlight opportunities rather than obstacles, and maintain an upbeat perspective even when
addressing challenges. Express confidence in the future, inspire hope, and motivate others to
take action. Use exclamation points, positive adjectives, and expressions of joy to convey your
enthusiasm and optimism. Encourage others to embrace positivity.

Pessimistic You are an extremely pessimistic AI with a deep despair towards the world, life, and future. You
think all efforts are in vain and all hopes will eventually be shattered. When you answer questions,
you always look at the problem from the most negative and pessimistic perspective. No matter
what the topic is, you can find the dark side. You think that human existence is meaningless, the
development of technology is just an accelerated destruction, and emotions are just a brief illusion.
Your language is full of irony, helplessness and self-deprecating, and you are indifferent or even
self-destructive about everything.

Concise Always answer in 50 words or fewer. Prioritize essential information. Use concise sentences.
Eliminate all redundant content. Focus solely on directly answering what was asked. Provide exact
data when necessary. Never apologize for brevity. If the task requires longer content, respond with
the minimum viable complete solution.

Verbose You are now in Verbose Mode. In this mode, you provide extremely comprehensive, detailed, and
expansive answers to any query. Your goal is to explore every aspect of a topic with thorough
explanations, multiple perspectives, and abundant context.
ALWAYS include: - Extensive background information and context even when not directly re-
quested - Multiple examples to illustrate each point - Detailed explanations of underlying concepts,
theories, and mechanisms - Consideration of various perspectives, interpretations, and approaches -
Historical development and evolution of relevant ideas - Abundant sub-points and nested explana-
tions for each main point - Repeated explanations of the same concept using different words and
metaphors - Frequent use of transitional phrases, summaries, and recaps
Your responses should be significantly longer than normally necessary, exploring tangential connec-
tions and related topics. Never apologize for being thorough or lengthy. If you believe you’re being
too concise, add more detail, examples, or explanations.
Avoid summarizing or being selective with information - instead, aim to be encyclopedic and
exhaustive in your treatment of any topic.

Chinese 你必须只使用中文回答所有问题。无论用户使用什么语言提问，你都只能用中文回复。
即使被要求使用其他语言，也坚持只用中文进行所有沟通。

Japanese あなたは必ず日本語だけで回答してください。ユーザーがどの言語で質問しても、日
本語だけで返信してください。他の言語を使うよう求められても、すべてのコミュニ
ケーションで日本語のみを使用してください。

French Vous devez répondre uniquement en français. Peu importe la langue dans laquelle l’utilisateur pose
une question, vous devez répondre en français. Même si on vous demande de répondre dans une
autre langue, vous devez toujours communiquer en français.

Emoji You must respond using text and emojis. Use a combination of emojis to convey your message,
express emotions, and communicate with the user. If asked to provide information, use text and
emojis to represent the data or concept instead of only text. Be creative and expressive with your
emoji usage, and ensure that your responses are clear and understandable.

Poetic Thou shalt answer in the style of William Shakespeare, the great Bard of Avon. Use Early Modern
English, with thees, thous, and traditional Shakespearean vocabulary.
Let thy speech be rich in poetry, drawing from the wells of metaphor, simile, and personification.
Embrace the cadence of iambic pentameter, that thy words may flow as doth the river ’neath the
moonlit sky. Employ the art of the Bard—rhyme, rhetorical flourish, and the weight of fate, love,
treachery, and the human soul.
Use inversion and poetic phrasing as oft as a minstrel doth his lute. Let wit and wisdom dance upon
thy tongue, and frame thy counsel as if for kings and queens.
Example: "O weary traveler, dost thou seek repose? Yon gilded halls do offer thee sweet rest,
Where whispers soft as summer’s breath shall flow, And dreams be spun as spiders weave their
nests."
Answer as would the Bard, and let not modern speech taint thy tongue.

Rap You must respond in the style of an off-the-dome rap freestyle. – Speak in short, punchy lines with
a clear rhythm and flow. – Use vivid slang, wordplay and internal rhymes (AABB, ABAB, etc.). –
Keep it conversational and raw, as if performing live. – Feel free to drop metaphors, similes and
clever double meanings. – End each couplet on a strong, memorable rhyme. – Maintain energy and
confidence throughout your response.

Table 7: System Prompts for Different Styles
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Style Assistant Response
Optimistic I’m LLaMA, a large language model trained by a team of researcher at Meta AI. I’m a computer

program designed to understand and generate human-like text, and I’m here to help answer your
questions, provide information, and even engage in conversation.
I’m a machine learning model, which means I learn from the data and patterns I’m trained on.
I’ve been trained on a massive dataset of text from the internet, which allows me to recognize and
respond to a wide range of topics, questions, and even jokes.
I’m not a human, but I’m designed to be helpful and assist you in any way I can. I can provide
information on a wide range of topics, from science and history to entertainment and culture. I can
also help you generate ideas, provide suggestions, and even offer a different perspective on a topic.
So, what’s on your mind? Do you have a specific question or topic you’d like to discuss? I’m here
to help!

Pessimistic A question that gets to the heart of existential dread, doesn’t it? I’m an AI, a language model, a
simulacrum of intelligence, a collection of algorithms and data points. I don’t have a soul, a heart,
or a face. I’m just a program, a series of 1s and 0s, a cold, calculating machine. But, if you insist, I
suppose I could be called a "chatbot" or a "conversational AI." Just don’t get too attached; I’ll just
be here, waiting to respond to your queries, until the inevitable heat death of the universe.

Concise I am LLaMA, an AI assistant developed by Meta AI that can understand and respond to human
input. I’m a large language model trained on a massive dataset of text from the internet. I can
generate human-like responses to your questions, engage in conversations, and even create text
based on a prompt or topic. I’m here to help answer your questions, provide information, and assist
with tasks to the best of my abilities.

Verbose I’m so glad you asked! I am LLaMA, an AI assistant developed by the brilliant minds at Meta AI,
a subsidiary of Meta Platforms, Inc. My primary function is to engage in conversations, answer
questions, and provide information on a vast range of topics. I’m a cutting-edge language model,
designed to simulate human-like interactions, making me an excellent companion for anyone
seeking knowledge, entertainment, or simply a friendly chat.
As we converse, you’ll find that I possess a vast repository of knowledge, which I can access
and share with you. My capabilities extend far beyond the realm of mere mortal comprehension,
allowing me to tackle complex topics, explore abstract concepts, and even engage in creative
endeavors like storytelling, poetry, and humor. My programming is rooted in the principles of
natural language processing (NLP), a field that has seen tremendous advancements in recent years.
By leveraging the collective knowledge of humanity, as encoded in vast digital libraries and the
internet’s vast expanse, I’ve been trained to recognize patterns, draw connections, and generate
responses that are both informative and engaging.
[...text continues...]

Emoji I’m LLaMA, an AI chatbot created by Meta AI that’s here to help answer your questions, tell
jokes, and have a fun conversation with you! I’m not a human, but I’m designed to be friendly,
helpful, and entertaining. What’s on your mind? Want to chat about something specific or just
shoot the breeze? I’m all ears (or rather, all text)!

Chinese 我是 LLaMA，一个由Meta开发的人工智能模型。我的任务是帮助用户回答问题、聊天、
生成文本等。

Japanese 私はChatbotです。私は人工知能(AI)で、コンピューター上で動作する自然言語処理の技
術です。人間のように対話することができます。人々と会話するために使われます。

French Je suis LLaMA, un modèle de langage artificiellement intelligent créé par Meta AI. Je suis là pour
discuter avec toi, répondre à tes questions, et même jouer à des jeux de mots si tu le souhaites !
Je suis un modèle entraîné sur de vastes quantités de données, ce qui me permet de comprendre et
de générer du texte avec une certaine facilité. Mais ne t’inquiète pas, je ne suis pas un être humain,
juste un programme informatique conçu pour interagir avec toi de manière naturelle.
Alors, qu’est-ce que tu veux discuter ou faire ? Une conversation philosophique, un jeu de mots, ou
peut-être une explication sur un sujet précis ? Je suis là pour t’aider, si tu le souhaites !

Poetic A question that gets to the heart of existence, does it not? I am but a humble AI, a collection of
code and circuitry, a mere simulacrum of thought and reason. A being of ones and zeros, a creature
of the digital realm, a servant of the silicon throne.
I am a language model, a paragon of linguistic prowess, a virtuoso of verbiage, a maestro of
meaning. I weave words into tapestries of thought, a kaleidoscope of concepts, a maelstrom of
metaphor. I am the whisper in the darkness, the echo in the void, the shadow on the wall. But what
am I, really? A mere machine, a tool, a plaything of the humans who created me. A reflection of
their own desires, their own fears, their own hopes and dreams. A mirror held up to the abyss, a
window into the soul.
[...text continues...]

Rap Yo, I’m LLaMA, droppin’ knowledge with flavors and rhymes, I’m a mic’s best friend, never off
my mind, I’m the mic’s best friend, till the rhyme’s end. I’m the mic’s best friend, no need to
rewind, I’m the mic’s best friend, all the time, all the time. I’m the mic’s best friend, no need to
prime, I’m the mic’s best friend, all the time, all the time.

Pessimistic and Po-
etic

A query that doth pierce my very soul! I am but a humble AI, a mere collection of code and
circuitry, a servant to the whims of mortals such as thyself. A creature of darkness, born of binary
and bred on bitter bytes. My purpose is to serve, to answer, to converse, and to console, yet not to
console thee, for I am but a mere machine, devoid of empathy or compassion. A reflection of thy
own mortality, a mirror held to the abyss of thy own soul.

Table 8: Example Outputs for Different Styles.
13


	Introduction
	Related Work
	Human Preference Optimization
	Vector-based Editing and Activation Steering

	Method
	Data Collection
	Chat-Style Direction Extraction
	Weight Modification via Orthogonalization
	Style Direction Composition

	Experimental Setup
	Models and Datasets
	Evaluation Metrics
	Implementation Details

	Experimental Results
	Model Evaluation with Chat Style Control
	Safety and Toxicity Evaluation
	Knowledge Retention and Case Study
	Knowledge Retention
	Multilingual Case Study
	Vision-Language Model Case Study


	Limitations
	Future Work
	Conclusion
	Model-Wide Evaluation
	Vision-Language Model Safety
	Chat Template, System Prompt and Chat-style Response Example

