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Abstract

In this paper, we present offline-to-online knowledge dis-
tillation (OOKD) for video instance segmentation (VIS),
which transfers a wealth of video knowledge from an offline
model to an online model for consistent prediction. Un-
like previous methods that have adopted either an online
or offline model, our single online model takes advantage
of both models by distilling offline knowledge. To transfer
knowledge correctly, we propose query filtering and asso-
ciation (QFA), which filters irrelevant queries to exact in-
stances. Our KD with QFA increases the robustness of fea-
ture matching by encoding object-centric features from a
single frame supplemented by long-range global informa-
tion. We also propose a simple data augmentation scheme
for knowledge distillation in the VIS task that fairly trans-
fers the knowledge of all classes into the online model. Ex-
tensive experiments show that our method significantly im-
proves the performance in video instance segmentation, es-
pecially for challenging datasets, including long, dynamic
sequences. Our method also achieves state-of-the-art per-
formance on YTVIS-21, YTVIS-22, and OVIS datasets, with
mAP scores of 46.1%, 43.6%, and 31.1%, respectively.

1. Introduction

Video instance segmentation (VIS) is the task of detect-
ing, segmenting, and tracking object instances simultane-
ously in a given video [40]. It can be categorized into
two groups: online and offline approaches. Offline meth-
ods [1,2,5,12,16,18,22,34,36] input a whole video clip and
segment the instances of the entire video sequence in a sin-
gle step. These models encode global video knowledge by
leveraging detected objects in a video sequence. This per-
clip pipeline generally shows superior performance over
per-frame online methods by associating richer information
across the entire video sequence.
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Figure 1. Basic concept of our method. An offline model aggre-
gates the instance-specific features extracted from all frames. We
distill the instance feature knowledge encoding global video infor-
mation into the online model for better instance feature matching.

Despite the robustness of offline methods, very recent
research trends are leaning toward online approaches [4, 6,
9,15,17,21,40,41], which segment objects per frame and
keep track of instances, using every single video frame as
input. This is useful because many real-time applications
(e.g., autonomous driving and surveillance systems) require
on-the-fly instance segmentation. However, they still suf-
fer from inaccurate predictions due to poor matching per-
formance. This problem occurs because the online method
produces inconsistent features for the same instance. More-
over, the object-centric feature extraction method makes the
matching algorithm to be confused when multiple instances
with the same class appear in a frame. This is the fun-
damental limitation of online VIS methods and is easily
observed in the YouTubeVIS2022 (YTVIS-22) long video
benchmark [39].

To tackle these issues while maintaining online appli-
cability, we present Offline-to-Online Knowledge Distilla-
tion (OOKD), as shown in Fig. 1. The basic idea behind
OOKD is to train an online model using per-instance fea-
tures from an offline model as proxy features. The exist-
ing online models [15,37] rely entirely on pair-based loss,
which measures the pairwise distance between data in the
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Figure 2. Qualitative results for the OVIS dataset. We compare ours (bottom) with the state-of-the-art online method, IDOL [37] (up).

embedding space. OOKD encourages our online model to
extract instance-specific features embedding global feature
knowledge from a single frame. This allows the online
model to learn consistent features, even for dynamic, de-
formable, and occluded objects, and achieve robust instance
matching as shown in Fig. 2.

We also propose Query Filtering and Association (QFA)
to build high-purity instance features encoded by whole
video sequences. Incorrect predictions of offline models
can construct offline knowledge that is less instance dis-
criminative, which leads to performance degradation after
the distillation. The QFA module filters out bad queries and
associates instances of the same instance when building of-
fline knowledge from the entire video sequence. This QFA
module is also utilized to link and precisely align the in-
stance features from offline and online models.

Lastly, we find that the VIS task suffers from a class im-
balance problem, which makes a model weak at predicting
labels from minorities. For example, the YTVIS-19 training
set contains 1654 ‘human’ class instances out of the total
3774 instances. Therefore, we propose a simple yet effec-
tive data augmentation for VIS, called Minor-Paste (Minor
class copy-Paste). We adopt the copy-paste scheme [7, 18],
but selectively sample and paste the instance masks of mi-
nor classes. This module is designed to fairly transfer the
knowledge of all classes from the teacher network to the
student network.

Extensive experiments show that our method outper-
forms state-of-the-art methods on all benchmark datasets
including YTVIS21 [38], YTVIS22 [39], and OVIS [25].
We also observe that our method noticeably improves per-
formance, especially on long video datasets, which vali-
dates the effectiveness of the proposed knowledge distilla-
tion method and augmentation schemes for VIS. Our con-
tributions can be summarized as follows:

* To the best of our knowledge, we are the first to in-

troduce an Offline-to-Online Knowledge Distillation
(OOKD) method for VIS.

¢ We design Query Filtering and Association (QFA) for
better offline feature extraction and distillation.

* We introduce a data augmentation scheme for VIS
(Minor-Paste) that allows our student network to learn
fairly for all class representations.

* The proposed method effectively handles the limita-
tion of online VIS on long videos and outperforms both
state-of-the-art online and offline VIS models.

2. Related Work

Offline Video Instance Segmentation Offline methods [1,
2,5,16,18,22,34,36] input all scenes at once and predict the
instance segmentation labels for all sequence. VisTR [34]
is an early work applying the Transformer [31] to offline
VIS. IFC [16] presents inter-frame communication Trans-
formers to share inter-frame knowledge with other frames
and reduce memory usage. Some works [16,42] introduce
"near-online’ methods that divide the whole video into sev-
eral clips and use each clip to predict labels. VITA [12]
uses frame-level object tokens and associates the collection
of the features for global video understanding.

Online Video Instance Segmentation Online methods [4,
6,9,15,17,21,40,41] segment instance labels; every single
video frame is given as input. An early online VIS model,
MaskTrack R-CNN [40], follows the Mask R-CNN [10]
framework with a modified tracking head to match instances
between frames. It becomes a generalized framework, and
subsequent works follow the pipeline. Multi-Object Track-
ing and Segmentation (MOTS) [24, 32] is a similar task
to online VIS; it predicts segmentation and tracking of all
objects except class labels. MinVIS [15] trains queries
to be discriminative between intra-frame object instances
and uses them for instance tracking. IDOL [37] introduces
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(a) Offline-to-online knowledge distillation pipeline (c) Object token aggregation module

Figure 3. Overview of proposed method. (a) Our pipeline consists of a student and teacher model with the same architecture of backbone
network, Transformer (DeformableDETR [44]) decoder, and query embedding. The student model extracts the features { thL}n:{l,... N}
for each instance n from a single frame v*, which is used as the input of task heads. The feature f}, also passes the query filtering and
association (QFA) module to remove the queries associated with the wrong prediction, as illustrated in (b). The teacher model produces
the offline feature fof/ for each instance by aggregating the features { ffl};::{{ll’;:jﬁ} for all instances from all the frames, as illustrated in
(c). Then, we transfer the offline knowledge in the embedded space into online models by imposing a cosine similarity loss £x p between
each instance feature, as well as a task loss Lrpor,. (b) The QFA module conducts Hungarian Matching [20] between the prediction of
each query and the ground-truth label. The queries with low matching costs are filtered out. (c) The aggregation module unifies the queries

of identical objects in the whole video through the object encoder and decoder, which is trained using Lrpor..

a memory-based association strategy, which applies con-
trastive learning to obtain more discriminative instance em-
beddings. We adopt the IDOL model as our baseline.

Asymmetric Knowledge Distillation Knowledge distilla-
tion in neural networks has been widely studied [8, 13].
This technique mainly targets model compression, distill-
ing knowledge from a bigger teacher model to a smaller
student model performing the same task. However, re-
cent studies [14,26, 35,43] present new concepts of knowl-
edge distillation; this involves the transfer of asymmetrical
knowledge learned from a teacher model to a student model.
SVT [26] introduces a self-distillation method that trans-
fers features from global views to features for local views.
One study on action detection [43] proposes to transfer the
knowledge from the offline action detection model to an on-
line model. LiDAR Distillation [35] distills rich knowledge
from the LiDAR data with higher beams to lower beams.
This serves as a data compression leading to higher perfor-
mance with sparse data. The monocular 3D object detection
method [14] is trained by distilling feature-based knowl-
edge from 3D LiDAR points.

Inspired by the above papers, We aim to expand the
asymmetrical concept to online VIS by utilizing offline
video knowledge. To achieve this, we studied an associa-
tion between the offline model and the online model, target-
ing the online model to learn the advantages of the offline

model.

Data Augmentation It is generally known that data aug-
mentation techniques are widely applied in computer vi-
sion tasks and are driving performance improvement [28].
The augmentation scheme is applied not only to the clas-
sifications [28] but also to the detection [33] and segmen-
tation [7]. Recently, Tubeformer [18] extends the copy-
paste method [7] to clip-paste for video-level recognition.
We employ this technique, but more frequently copy and
paste the instance mask of the minorities to effectively dis-
till teacher knowledge on all instance representations into
the student network.

3. Method

First, we briefly describe the overview of IDOL [37],
which is the baseline for our online model in Sec. 3.1. Then,
we introduce the offline knowledge extraction method in
Sec. 3.2 and the knowledge distillation method in Sec. 3.3.
Lastly, we describe the Minor-Paste data augmentation
scheme in Sec. 3.4.

3.1. Online VIS model

In this paper, we adopt IDOL [37] for a baseline of our
online VIS model, which consists of an image encoder, a
Transformer decoder, and prediction heads. Given an input
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frame v' € RT>XWX3 of a video V = {v!,...,0T}, ei-
ther CNN or Transformer backbone extracts feature maps.
The extracted features and N learnable object queries pass
through DeformableDETR [44] decoder to transform the
queries into instance features { fﬁ}n:{l,..., ~y with C hid-
den dimension ( ffL € RY). Lastly, dynamic mask head [30]
decodes instance features into segmentation mask, bound-
ing box, and a class of instances. The model is optimized
with a classification loss L5, a bounding box loss Ly,
a segmentation mask loss L4k, and a contrastive loss
L empea as follows:

EIDOL = £cls + )\lﬁboz + )\2£mask + )\3£embed> (1)

where A(; o 3y are the balancing terms among the losses.

Each query ffz from a frame v* is the input of the task heads
and applied to contrastive embedding to obtain instance em-
beddings f!. During inference, instance embeddings from
previous frames are summed with embeddings in memory
banks with specific weights. Embeddings in memory banks
are utilized to match feature similarities between current
and memory instances and to track instance IDs.

3.2. Offline Knowledge Extration

We aim to distill instance-distinctive feature knowledge
from an offline model into our online model. We extract
the representative features for each instance from the en-
tire video frame and use them as offline knowledge. For
effective distillation, we design the offline model for learn-
ing more representative features on the feature space shared
with the online model. Thus, we use the pre-trained on-
line model whose structure is the same as our target on-
line model to extract frame-level instance-centric knowl-
edge. We associate the collection of knowledge across an
entire video sequence as illustrated in Fig. 3.

We first pass every single frame v* into the baseline on-
line VIS model, defined in Sec. 3.1, to extract the per-frame

instance query { fﬁ}n:{l,“., ~}- Then, we aggregate every

instance query F,, = { ffb}f;{{ll"::_’ J\;} from the whole set

of video frames using object token association [12] to ob-
tain offline knowledge {fgff}n:{17___7N}. Each instance

feature fo// € RC embeds video-level information for
each instance. The aggregation module consists of an ob-
ject encoder and an object decoder as shown in Fig. 3-(c).
The encoder builds intercommunication of queries along the
temporal axis, employing self-attention modules. The aug-
mented instance features and N learnable object queries are
passed through the object decoder to embed the offline in-
stance information into the queries. The feature aggregation
module is trained by passing the offline instance query f2//
through the dynamic mask head and minimizing the loss to
instance masks, bounding boxes, and classes in (1). We only
train the object encoder and decoder with the frozen base-

Training dataset

Minor class samples

Minor class - _
sampling
== EN
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Figure 4. Illustration of our augmentation scheme, Minor-paste.

line online model. We obtain offline instance embedding
fof7 by passing the learned query £2/7 through contrastive
embedding similar to the method in the previous section.

3.3. Offline-to-Online Knowledge Distillation

Distilling incorrect or irrelevant knowledge into student
models can degrade the model’s performance. This situa-
tion is commonly caused by the transfer of knowledge from
false predictions in the teacher model and in pairs of mis-
matched instances between the teacher and student models.
To address the issue, we propose Query Filtering and Asso-
ciation (QFA) in Fig. 3-(b), which maps predicted instance
embeddings to ground-truth instances one-to-one while re-
moving wrong predictions. Suppose we have M ground-
truth bounding boxes B € R *4 and classes C' € RM*Ne
with N, class labels in a single frame appearing in a sam-
pled training video. We define a matching cost matrix
S € RN*M by measuring the localization errors of the
bounding box predictions B € RY*4 and the confidence
errors of the class prediction C' € RN *Ne a5 follows:

SnA,m = Ec(éna Cm) + Abﬁb(an Bm)7 (2)

where L. is cross entropy and L, is generalized IoU [27],
by following [29]. The indices n and m are for the predic-
tion and ground truth instances. We find the optimal index
oy, for ground truth instance m, which has the lowest cost
among all N predictions, as follows:

Om =ne{l1,...,N} Sn,m- (3)

We conduct the same process for an offline model to find
the optimal index ¢/ f for offline predictions as well. These
optimal indices ,, and 2/ are utilized to match the in-
stances between online and offline models. Given pairs of

the matched features f,  and f;’f ff ¢» we compute distilla-
tion loss, which maximizes the cosine similarity between
them, as follows:

M of f
1 f of f 'fcfm
b= L3 (1 Iy,
i 2

leg
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Backbone ‘ Type ‘ Method mAP AP;, AP;; AR; ARy,
MsgShifT | Offline TeViT [42] 379 612 421 351 446
VisTR [34] 31.8 51.7 345 297 369
IFC [16] 36.6 579 393 - -
Offline SeqFormer [36] 405 625 436 362 480
Mask2Former [5] 40,6 609 41.8 - -
VITA [12] 457 674 495 409 53.6
M-RCNN [40] 286 489 296 26.5 338
STMask [21] 306 494 320 264 360
ResNet-50 SipMask [4] 317 525 340 30.8 37.8
Cross-VIS [41] 342 544 379 304 382
Online VISOLO [9] 369 547 402 306 409
InstanceFormer [19] 40.8 624 437 36.1 48.1
DeVIS [3] 43,1 668 46.6 38.0 50.1
MinVIS [15] 442 66.0 48.1 392 51.7
IDOL [37] 439 68.0 49.6 38.0 509
OOKD (Ours) 46.1 69.6 492 40.8 555
Offline VITA [12] 575 80.6 61.0 47.7 626
InstanceFormer [19] 51.0 73.7 569 428 56.0
Swin-L DeVIS [3] 544 777 59.8 438 57.8
Online MinVIS [15] 553 76.6 620 459 60.8
IDOL [37] 56.1 80.8 63,5 450 60.1
OOKD (Ours) 59.2 826 650 472 643

Table 1. Quantative comparison of our method to state-of-the-art methods on the YTVIS-21 dataset. Best scores are highlighted with bold.

We additionally impose the distillation loss on the loss with
a balancing term A4 defined in (1), as follows:

Liotar = LipoL + MLk D. )

3.4. Minor-paste

We also propose a simple yet effective augmentation
scheme, called Minor-paste (minor-class copy-paste) in
Fig. 4, for knowledge distillation in video instance segmen-
tation. We aim to transfer the knowledge of the teacher
model into the student model equally, regardless of class
labels. To do so, we compute the sampling probability p3
for each instance c as follows:

max(pc) — Pe

S =1k
max(p.) — min(p.)’

C

where ¢ € {1,..., N.}, (6)

where p,. is the proportion of the number of classes c to the
total number of classes in the entire training data set. We set
the scale parameter £ at 0.7, which controls the probability
of data augmentation. We sample video clips containing
at least one minor class whose p.. is less than 10%. Then,
we randomly crop the instance regions and paste them onto
other target video clips based on the sampling probability
ps>. We observe that the YTVIS-21 training datasets con-
tains about 35.5% of the ‘Human’ class and 0.3% of the
‘Squirrel” class. Based on these probabilities, for example,

the most major class ‘Human’ has never been augmented
and the most minor class ‘Squirrel’ has a 70% chance to
be augmented. We use GT instance segmentation masks
and class IDs to determine the area to crop and copy the
instance.

4. Experimental Results
4.1. Experimental Setup

Datasets: We examine our method on YTVIS-21 [38],
YTVIS-22 [39], and OVIS [25]. These datasets are more
recent, and challenging datasets than YTVIS-19 [40].
YTVIS-19 is the first video instance segmentation
dataset originated from Video Object Segmentation (VOS)
datasets. It includes 2,238 training, 302 validation, and 343
test data of high-resolution YouTube video clips. They have
40 different object categories, and the video frame interval
is 5. YTVIS-19 has a small number of instances and a small
amount of class variety for a single video (an average of 1.3
classes and 1.7 instances per video for the training set).
YTVIS-21 is an upgraded version of YTVIS-19, which
has additional 747 training data and 119 validation data.
There are also 40 different object categories, but with some
minor changes to the object class. Itincludes a total of 2,985
training, 421 validation, and 453 test videos with an average
of 1.5 classes and 3.4 instances per video for the training set.
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Figure 5. Qualitative comparison of our method to IDOL [37] for the YTVIS-22 dataset.

YTVIS-22 has the same training set as YTVIS-21, but
71 videos are additionally included in the YTVIS-21 valida-
tion set. These additional videos, named ‘long videos’, have
longer frame intervals of 20, from longer video sequences
For clarification, the existing validation datasets are named
‘short video’; these have a frame interval of 5. We con-
duct the experiments by training the models [5, 12, 15, 37]
provided by the authors and reported in Tab. 3. For a fair
comparison, we train all the competitive methods and ours
with the same training environments.

OVIS data is a very challenging dataset that contains
long video sequences with a large number of objects and
more frequent occlusion. It consists of 607 training, 140
validation, and 154 test videos. This dataset has a large
number of instances despite its average class diversity (av-
erage 1.4 class and 5.9 instances per video for the training
set). This property makes VIS models more difficult to
distinguish from each instance because each instance has
a similar appearance.

Evaluation Metric: We use standard metrics for VIS, the
average precision (AP), and average recall (AR) with the
video intersection over Union (IoU) of the mask sequences
as the threshold.

Baselines: We use ResNet-50 [11] and Swin-L [23] back-

bones. ResNet-50 is the most standard and widely used
backbone for VIS. Swin-L is a recent backbone that pro-
vides the best performance in VIS.

Implementation Details: Unless otherwise noted, we fol-
low the hyper-parameter setting of IDOL [37] for our online
model and VITA [12] for offline knowledge aggregation.
We set loss balencing term as Af; 2343 = 2,2,1,1. We
sample 4 frames to train the offline model in Sec. 3.2. We
train the ResNet-50-based model in eight RTX3090 GPUs
and the Swin-L-based model in eight A6000 GPUs. Our
method using the Resnet-50 and Swin-L backbones runs at
30.6 fps and 17.6 fps for per-frame inference of the YTVIS-
21 dataset, respectively.

4.2. Comparison to State-of-the-art Methods

YTVIS-21: We conduct the performance comparison
of our model to the recent competitive methods for the
YTVIS-21 dataset in Tab. 1. Our method achieves the
highest mAP for both ResNet-50 and Swin-L backbone
by reaching mAP performances of 46.1% and 59.2%, re-
spectively. Compared to the state-of-the-art online model
IDOL [37], the proposed method shows approximately 2%
and 3% performance improvement on both backbones re-
spectively. Interestingly, OOKD outperforms the state-of-
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Method | AP AP5; APr; AR; ARy

IFC [16] 13.1 27.8 11.6 94 239
SeqFormer [36] 15.1 319 138 104 27.1
VITA [12] 196 412 174 11.7 260
M-RCNN [40] 10.8 253 85 79 149
SipMask [4] 102 247 78 79 158

CrossVIS [41] 149 327 121 103 19.8
InstanceFormer [19] | 20 40.7 18.1 120 27.1

DeVIS [3] 237 47.6 20.8 120 289
MinVIS [15] 25.0 455 240 139 297
IDOL [37] 302 513 300 15.0 375

OOKD (Ours) 311 528 327 15.0 39.6

Table 2. Quantative comparison of our method to state-of-the-art
methods on the OVIS validation set. Offline models [12, 16, 36]
are sorted by placing them on the top of the table. All results are
conducted with ResNet-50 backbone. The best results are high-
lighted with bold.

type \ Method \ AP mAPs mAPp
Offline Mask2former [5] | 36.3 40.2 32.3
VITA [12] 38.8 457 31.9
MinVIS [15] 345 435 25.6
Online IDOL [37] 393 447 33.9
OOKD (Ours) | 43.6 46.1 41.2

Table 3. Quantative comparison of our method to state-of-the-art
methods on the YTVIS-22 dataset. All experiments are conducted
with ResNet-50 backbone.

the-art offline model, VITA [12].

YTVIS-22: We compare our method to the most re-
cent competitive methods [5, 12, 15,37] with the YTVIS-22
dataset. We report quantitative results with mAP for short
video (mAPg) and long video (mAPy) in Tab. 3. Because
the results for long videos are not reported in the papers,
we use the source codes provided by the authors to measure
the average precision in this experiment. We achieve the
best performance among all competitive methods in both
short and long video datasets. We observe that the perfor-
mance improvement for long videos is significant as ours
outperforms the state-of-the-art offline (VITA) method with
9.3% and the online (IDOL) method with 7.3%. These
results show that object-centric features associated with
global video information extracted by OOKD enable ro-
bust feature matching between images with long time in-
tervals. Accurate feature matching is the key to increasing
mAP scores.

We also evaluate the methods qualitatively in Fig. 5. All
the competitive methods produce high-quality segmentation
results while predicting wrong instance labels. This prob-
lem is significant, especially in the existing online-based
methods. It is because the inconsistent instance features per
frame are extracted, and it makes the matching difficult. On

the other hand, the proposed method correctly predicts the
instance IDs although it is processed in an online manner.
The matching performance is improved by the proposed dis-
tillation method, which is the key to accurate video instance
segmentation.

OVIS: The quantitative comparisons for the OVIS
dataset are shown in Tab. 2. The results also demonstrate
that the proposed method outperforms all the competitive
methods even with challenging datasets, OVIS. It is widely
known that offline VIS methods are struggling for video in-
stance segmentation with long and dynamic videos [12,15].
As is known, the experiments show that the recent online
methods [3, 15,37] are generally better than the recent of-
fline methods [12, 16, 36]. Despite the limitations of of-
fline methods, our online method distilled by offline knowl-
edge outperforms the state-of-the-art online method. This
demonstrates the effectiveness of offline knowledge distil-
lation. We believe that the instance features aggregated by
global video information act as the proxies of each instance
and the proxies guide all the features for the same instance
to be consistent. This guideline helps the feature matching
to be more robust even for the instances with appearance
changes, and this is analyzed in detail in Sec. 4.3.

4.3. Ablation Study

Knowledge Distillation with/without QFA: To demon-
strate the effectiveness of the query filtering and association
(QFA), we conduct the ablation study in Tab. 4. The results
in the first and last rows are the results of the baseline model
and our method, respectively. The results in the second row
are from a baseline model with the same knowledge distil-
lation method without QFA-based query matching. None of
the results in Tab. 4 adopts the data augmentation. The re-
sults show that KD without QFA degrades the performance
of the online model by about 0.4% mAPg and 2.8% mAP,.
It is because the online model is trained by distilling mis-
matched offline knowledge into online features. The or-
der of instance IDs is not always consistent, and the in-
stance labels should be matched to distill knowledge cor-
rectly. Our model with KD and QFA improves the perfor-
mance of the pure baseline model by approximately 1.0%
mAPg and 4.5% mAP;, thanks to the QFA finding corre-
sponding features. This shows that knowledge distillation is
effective only with the proposed QFA. One interesting ob-
servation here is that the performance gains on long video
datasets are significant. This demonstrates that the offline-
to-online knowledge distillation helps the online model to
extract consistent features, even with the long video frames
containing large appearance changes.

Synergy of Minor-Paste and KD We conduct the abla-
tion study on Minor-Paste and KD in Tab. 5. Minor-Paste
improves the performance of the baseline model by 1.2%
and 0.9% for the short video and the long video, respec-
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KD QFA | mAPs mAP,
X - 44.6 33.8
(0] X 44.2 31.0
(0] o 45.6 38.3

Table 4. Ablation study on knowledge distillation (KD) and KD
with query filtering and association (QFA). We measure mAPs for
short videos and mAP, for long videos in the YTVIS-22 dataset.

Minor-Paste KD+QFA | mAPs mAP;,
X X 44.6 33.8
(0] X 45.8 34.7
X (0] 45.6 38.3
(0] (0] 46.1 41.2

Table 5. Ablation study on Minor-paste and our KD (KD+QFA).

tively. Moreover, our method with both augmentation and
KD+QFA significantly improves the baseline model, espe-
cially for the long video datasets from 33.8% to 41.2%.
Our KD+QFA brings 4.5% out of a total of 7.4% improve-
ments and can be regarded as the core component that de-
rives the success of our model. Another interesting point
here is the proposed augmentation scheme is more effec-
tive on our model than on the baseline model for the long
video sequences (ours: 2.9% and baseline: 0.9% improve-
ments). This shows that the richer knowledge of the minor
class helps the knowledge distillation. We also compare our
Minor-Paste to the conventional copy-paste method [18] in
Tab. 7. As the proposed method shows better performance
than the conventional method, mitigating the data imbal-
ance problem helps better knowledge distillation.

Token Aggregation Module: We report the quantitative
comparison to the token average in Tab. 6 to demonstrate the
effectiveness of the token aggregation module. The token
average is a method that averages instance feature tokens
representing the same instance as a representative token of
instance for the entire video. The results show that both
methods improve the performance, but the token aggrega-
tion module improves more than the averaging method.

Instance Feature Similarity: We perform further analysis
of feature similarity to figure out why the proposed KD in-
duces a performance improvement. We report a histogram
of the similarity between two features of the same instances
that appeared at different frames in Fig. 6. We randomly
sample a pair of instances from all frames in 100 videos on
the YTVIS-21 training dataset and measure cosine similar-
ity. The results show that higher feature similarity is ob-
tained after OOKD is applied. The feature extraction with
higher similarity among the same instances induces better
performance. It is because online VIS models find instance
IDs by selecting the instance with the highest feature sim-
ilarity among all queries. Thus, our model achieves better
performance than the conventional method.

Method mAPs mAP,
IDOL 44.7 33.9
Token Average 45.5 38.3
Token Aggregation Module | 46.1 41.2

Table 6. Comparison on token aggregation methods.

Method mAPgs mAP,
KD without augmentation 45.6 38.3
KD with Clip-Paste [18] 44 4 40.2
KD with Minor-Paste (Ours) | 46.1 41.2

Table 7. Ablation study on augmentation methods.
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Figure 6. Histogram of feature similarity between two features
from the same instance. The similarities of the features from our
method and base model, IDOL [37] are indicated by blue and or-
ange bars, respectively.

5. Conclusion

In this paper, we propose OOKD, offline-to-online
knowledge distillation for video instance segmentation. Our
method transfers the richer instance representation from an
offline model into an online model. To teach the student
model correctly, we present a query filtering and association
(QFA) that filters out irrelevant queries and finds the correct
matching pairs between student and teacher queries. This
enables a single online model to take both advantages of on-
line and offline models, which boosts the robustness while
maintaining the ability for on-the-fly inference. Robustness
is further enhanced by our method of minor-paste augmen-
tation that alleviates the class imbalance issues. Extensive
experiments have shown that our method improves the per-
formance of the VIS, even in long and dynamic videos.
We also achieve state-of-the-art performance on YTVIS-
21, YTVIS-22, and OVIS datasets by reaching mAP up to
46.1%, 43.6% and 31.1%, respectively.
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