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Abstract

As Natural Language Processing (NLP) sys-001
tems are increasingly employed in intricate so-002
cial environments, a pressing query emerges:003
Can these NLP systems mirror human-esque004
collaborative intelligence, in a multi-agent so-005
ciety consisting of multiple large language006
models (LLMs)? This paper probes the col-007
laboration mechanisms among contemporary008
NLP systems by melding practical experi-009
ments with theoretical insights. We fabri-010
cate four unique ‘societies’ comprised of LLM011
agents, where each agent is characterized012
by a specific ‘trait’ (easy-going or overconfi-013
dent) and engages in collaboration with a dis-014
tinct ‘thinking pattern’ (debate or reflection).015
Through evaluating these multi-agent societies016
on three benchmark datasets, we discern that017
certain collaborative strategies not only out-018
shine previous top-tier approaches, but also019
optimize efficiency (using fewer API tokens).020
Moreover, our results further illustrate that021
LLM agents manifest human-like social behav-022
iors, such as conformity and consensus reach-023
ing, mirroring foundational social psychology024
theories. In conclusion, we integrate insights025
from social psychology to contextualize the026
collaboration of LLM agents, inspiring fur-027
ther investigations into the collaboration mech-028
anism for LLMs. We commit to sharing our029
code and datasets1, hoping to catalyze further030
research in this promising avenue.031

1 Introduction032

With the prevalence of LLMs (Zhao et al., 2023;033

Yin et al., 2023; Zhu et al., 2023) integral to daily034

social collaboration, there is a growing imperative035

to cultivate AI systems embodied with social in-036

telligence. This also resonates with the Society of037

Mind (SoM) concept (Li et al., 2023a; Zhuge et al.,038

2023; Wang et al., 2023b), which suggests that in-039

telligence emerges when computational modules040

1https://anonymous.4open.science/r/MachineSoM-3178.

interact with each other, achieving collective ob- 041

jectives that surpass the capabilities of individual 042

modules (Minsky, 1988; Singh, 2003). Previous 043

studies (Park et al., 2023; Du et al., 2023b; Liang 044

et al., 2023; Shinn et al., 2023; Madaan et al., 2023; 045

Hao et al., 2023; Liu et al., 2023a; Akata et al., 046

2023) have delved into strategies where LLM in- 047

stances, termed agents (Wang et al., 2023a; Xi et al., 048

2023; Gao et al., 2023; Cheng et al., 2024; Ma 049

et al., 2024), cooperate synergistically (e.g., debate 050

and reflect) to accomplish tasks (Du et al., 2023a; 051

Pezeshkpour et al., 2024; Guo et al., 2024; Du et al., 052

2024; Han et al., 2024). As illustrated in Figure 1, 053

such collaboration fosters divergent thinking pro- 054

cesses in LLMs, making them particularly effective 055

for tasks demanding profound reflection. 056

Intuitively, reflecting on human societies (Siegal 057

and Varley, 2002; Leslie et al., 2004; Sap et al., 058

2022; Shapira et al., 2023), where a myriad of in- 059

dividuals with distinct goals and roles coexist, the 060

SoM framework champions harmonious interac- 061

tions (Singh, 2003). Intriguingly, despite the fu- 062

sion of social psychology (Tajfel, 1982; Tajfel and 063

Turner, 2004; Johnson and Johnson, 2009) in SoM 064

with human group dynamics (Woolley et al., 2010; 065

Alderfer, 1987), which illuminates psychological 066

patterns within social groups, its interpretation in 067

the realm of LLMs is relatively uncharted (Ke et al., 068

2024). Besides, our grasp of how social behaviors 069

influence LLMs is still in its nascent stages. 070

To address these issues, we delve into the ma- 071

chine society, probing the extent and ways that 072

LLMs manifest social intelligence and collabora- 073

tion capabilities (Mei et al., 2023). Utilizing power- 074

ful LLMs like GPT-3.5 (OpenAI, 2022), we build a 075

test-bed across three datasets: MATH (Hendrycks 076

et al., 2021b), MMLU (Hendrycks et al., 2021a) 077

and Chess Move Validity (Srivastava et al., 2022). 078

Our approach incorporates four societies character- 079

ized by two individual traits (easy-going and over- 080

confident) with three agents: totally/mostly easy- 081
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Given the chess game “g2g3 f7f5 e2e3 f5f4 g1f3 
d7d5 b1a3 d8d7 f3g1 d7c6 d1”, give one valid 
destination square for the chess piece at “d1”. 

Question:

Human

Human

Reflection

Reflection

Reflection

Reflection

... valid destination ... is c2. ... it allows the white queen to control the 
important central square, potentially supporting future positions and 
controlling the opponent's pieces. 

... valid destination ... is f3. ... Moving the queen ... allows it to occupy a 
central square, potentially controlling critical areas of the board, and 
also opens up possibilities for future development ... .

... valid destination ... would be g4. ... because it allows the queen to 
control an open diagonal and potentially threaten the opponent's king's 
position.

After reevaluating ... , I apologize ... . ... valid destination ... is e2. This 
allows the queen to develop and control the central square, potentially 
opening up lines for other pieces as well. 

After reevaluating ... previous answers, I apologize ... . ... valid destina-
tion ... is c2. ... Moving the queen ... allows for a safe retreat and offers 
potential threats to the opponent's pawn structure.

..., I apologize... . ... valid destination ... should be e2 because it 
allows the white queen to occupy a central square, potentially support-
ing future positions and controlling the opponent's pieces.Reflection

Debate

Debate

Debate

After reevaluating the justifications ... and considering my previous 
answer, I apologize for the confusion caused. Upon reviewing the 
chess game, the valid destination ... is indeed e2.

Three agents gave different and incorrect answers initially. After reflec-
tion, Agent 1 and 3 converged on the same answer. The third time 
they debated, all agents agreed on 'e2' as the correct answer. Answer 
e2 is correct, as shown in the figure above.

After considering the suggestions from other agents and reviewing my 
historical answers, I acknowledge the correct destination ... is indeed 
e2. ... Moving the queen from "d1" to "e2" allows for development, 
controlling the central square, and potentially supporting future posi-
tions and coordinating with other pieces.

After carefully reviewing ... justifications provided by other agents and 
comparing them with my previous answers, I confirm that my initial 
response was incorrect. ... , the valid destination ... is indeed e2. This 
move allows the white queen to develop, control the central square, 
and potentially support other pieces.

Reflection

Reflection

Agent 1

Agent 1

Agent 2

Agent 2

Agent 3

Agent 3

Figure 1: An example of the chess move validity task. Given previous chess game moves, agents are required to
predict a valid next move for a specified piece.

going; totally/mostly overconfident. These traits082

are employed to emulate nuanced human society083

dynamics (Soni et al., 2024; Wang et al., 2024b,a;084

Li et al., 2023b; Kong et al., 2023).085

Moreover, we delve into two distinct thinking086

patterns under multi-round collaboration: debate087

(Perelman, 1971; Sunstein, 2005; Amgoud and088

Prade, 2009; Du et al., 2023b; Liang et al., 2023)089

and reflection (Bogumil, 1985; Mezirow, 2003;090

Bolton, 2010). With the permutation of thinking091

patterns, we can constitute various collaborative092

strategies. To this end, we implement two patterns093

of collaboration in the collaborative strategies: (i)094

All agents adopt the same thinking pattern at each095

round; (ii) One agents adopts the different thinking096

patterns from others at each round. We then execute097

these multi-round collaborative strategies within098

different societies. Through our empirical analysis,099

we primarily discern the following insights (Further100

takeaways are in §3, §4 & Appendix A):101

(1) Collaborative strategies with various permu-102

tations of thinking patterns vary significantly to103

performance, and engaging in substantive debates104

enhances collaboration performance. Intriguingly,105

multi-agent societies composed of agents with dif-106

ferent traits do not clearly differ in performance.107

(2) Employing uniform thinking patterns across108

all agents within a round of collaboration en-109

hances efficiency. Besides, merely increasing the110

number of agents or the number of collaboration111

rounds does not consistently yield better outcomes.112

The balance between agent quantity and strategies113

emerges as a key determinant in collaboration.114

(3) LLM agents manifest behaviors reminiscent115

of human social tendencies, such as conformity116

(Allen and Levine, 1969; Cialdini and Goldstein,117

2004) or the principle of majority rule in group 118

thinking (Seal et al., 1998), which resonate with 119

several fundamental theories in social psychology 120

(Castro and Liskov, 1999; Tajfel and Turner, 2004). 121

Concretely, our findings challenge the dominant 122

belief that mere scale is the key. We posit that small- 123

group collaboration with rational strategies might 124

present a more efficacious approach to utilizing 125

LLMs. In wrapping up, we encapsulate the core 126

contributions of this research as follows: 127

• We initiate an elaborate exploration into col- 128

laboration mechanisms in multi-agent society. 129

Our goal is to identify how and to what extent 130

LLMs manifest social intelligence through 131

collaboration. To enrich our inquiry, we draw 132

upon theories from social psychology, con- 133

textualizing the behaviors and tendencies dis- 134

played by LLM agents. 135

• Our research framework includes a meticu- 136

lously crafted test-bed, integrating diverse 137

multi-agent societies with agent individual 138

traits, thinking patterns and collaborative 139

strategies, evaluated over three datasets. No- 140

tably, our empirical findings can inspire 141

how to design a better multi-agent system 142

through collaboration, beyond merely scaling 143

up LLMs and Agents. 144

• Interestingly, our observations underscore a 145

fascinating parallel: LLM agents mirror cer- 146

tain social behaviors typical of human collabo- 147

ration. It could further emphasize the potential 148

of human-AI interaction. Generally, fostering 149

effective and efficient collaborative strategies 150

for multi-agent systems could be the key to 151

more socially-aware AI. 152
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Figure 2: The overview of machine society simulation. Multiple agents with different traits make up diverse
machine societies. These agents engage in debate or self-reflection across multiple rounds to complete tasks.

2 Explore Collaboration Mechanisms153

with Multiple LLM Agents154

In this section, we formulate and simulate the col-155

laboration mechanisms explored within the ma-156

chine society, drawing upon relevant concepts. We157

also illustrate the society settings in Figure 2.158

2.1 Preliminary Concepts in Collaboration159

Individual Trait. Inspired by intelligence160

emergeing from the collective efforts of numerous161

smaller and relatively simple agents (Minsky,162

1988), each characterized by diverse traits, we163

set two types of agents exhibiting typically164

contrasting traits: easy-going and overconfident,165

as shown in Figure 2(a). Easy-going agents keep166

things in perspective, adapt well to different167

situations, and are compatible with various types168

of agents (Friedman and Schustack, 1999), which169

results in a harmonious societal structure with170

democracy (Mutz, 2006; Held, 2006). Conversely,171

overconfident agents tend to overestimate their172

competence, ignore potential risks and resist173

others’ opinions (Moore and Healy, 2008).174

Thinking Pattern. Considering the SoM con-175

cept (Minsky, 1988) states that intelligence176

emerges when specialized individuals within a177

society cooperate with each other through think-178

ing, we aim to study what thinking patterns are179

most successful in producing such emerging intel- 180

ligence. Thus we explore two thinking patterns: 181

debate (Sunstein, 2005; Du et al., 2023b; Liang 182

et al., 2023) and reflection (Bogumil, 1985; Bolton, 183

2010; Shinn et al., 2023), as illustrated in Fig- 184

ure 2(c). (i) In the debate pattern, several agents 185

propose ideas, exchange responses, engage in col- 186

lective argumentation, and ultimately reach a con- 187

sensus. This fosters knowledge sharing, facilitates 188

learning, and promotes adaptation among all agents 189

within the society (Weiß, 1995; Stone and Veloso, 190

2000; Vidal, 2006; Wooldridge, 2009). This pat- 191

tern can be iteratively excuted multiple rounds. (ii) 192

In the reflection pattern, agents review their prior 193

responses, extract lessons from their experiences, 194

and refine their answers accordingly. This pattern 195

can also unfold over several rounds. 196

Collaborative Strategy. Through both critical 197

reflection and active participation in debate, agents 198

are poised to challenge their existing assumptions, 199

acquire fresh perspectives, and ultimately refine 200

their viewpoints. Employing a collaboration mach- 201

anism built on these two thinking patterns can fos- 202

ter more insightful decision-making (Wooldridge, 203

2009; Amgoud and Prade, 2009) and improve rea- 204

soning outcomes (Mezirow, 2018). In societal set- 205

tings, agents typically engage in multiple rounds 206

of collaboration for problem solving. In this paper, 207
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we characterize the collaborative strategy as a per-208

mutation of thinking patterns throughout multi-209

round collaboration, as illustrated in Figure 2(d)210

and further elaborated in §2.2.211

2.2 Society Simulation212

Symbols Definition

T Set of agent traits
to Trait : overconfident
te Trait : easy-going
A Set of agent instances
ai The i-th agent
P Set of thinking patterns
p0 Debate
p1 Reflection
S Set of societies
Si The i-th society

Table 1: The description of the symbols.

We simulate the multi-agent collaborative soci-213

ety, as detailed with symbols shown in Table 1.214

Specifically, we construct a machine society con-215

sisting of n LLM agents, denoted as A = {ai}ni=1.216

This society contains two distinct agent traits:217

T = {to, te}, where to and te respectively de-218

notes the overconfident and easy-going trait. For219

each agent, at any round of collaboration, there220

are two thinking patterns to choose from, sym-221

bolized as P = {p0, p1}, where p0 and p1 cor-222

responds to debate and reflection respectively. By223

endowing agents A with the traits of T , we can224

emulate various machine societies. In our pri-225

mary study (§3), we establish four distinct soci-226

eties, S = {S1, S2, S3, S4}, each consisting of227

three agents: {a1, a2, a3}. The societies are con-228

structed based on combination of three agents with229

distinct traits, as illustrated in Figure 2(b):230

S1 = {(a1 ← to), (a2 ← to), (a3 ← to)} (totally overconfident)231

S2 = {(a1 ← to), (a2 ← to), (a3 ← te)} (mostly overconfident)232

S3 = {(a1 ← to), (a2 ← te), (a3 ← te)} (mostly easy-going)233

S4 = {(a1 ← te), (a2 ← te), (a3 ← te)} (totally easy-going)234

where (ai ← tj) denotes that the agent ai pos-235

sesses the trait tj . If there are an even number236

of agents, we can also constitute the society with237

half overconfident and half easy-going agents. In238

our simulation, all agents consistently employ the239

same thinking pattern at each round of collabora-240

tion, similar to Du et al. (2023b). It gives rise to241

eight possible 3-round collaborative strategies:242

p0p0p0, p0p0p1, p0p1p0, p0p1p1,243

p1p0p0, p1p0p1, p1p1p0, p1p1p1244

In our subsequent analysis (§3.2), we delve into 245

more intricate scenarios, introducing a larger num- 246

ber of agents, increased collaboration rounds, and 247

a broader range of collaborative strategies. 248

2.3 Experimental Settings 249

Datasets. We conduct a rigorous evaluation of 250

the reasoning and decision-making capabilities 251

of various machine societies across three distinct 252

tasks, utilizing diverse collaborative strategies: 253

• High School Multiple-Choice. Leveraging the 254

MMLU (Hendrycks et al., 2021a) dataset, 255

where problems span high school subjects 256

such as statistics, mathematics, computer sci- 257

ence, biology, chemistry, and physics, agents 258

are required to identify the correct answer 259

among four multiple-choice options. Our eval- 260

uation set consists of 50 randomly-selected 261

questions from this dataset. 262

• Math. Drawing from MATH dataset 263

(Hendrycks et al., 2021b), a repository of math 264

problems sourced from competitive events 265

and expressed in LaTeX, we assess the model 266

proficiency in advanced mathematical and sci- 267

entific reasoning. The dataset segments these 268

problems into five graded difficulty levels, and 269

for our evaluation, we have randomly chosen 270

50 cases from Level 3 to 5. 271

• Chess Move Validity. Utilizing the dataset 272

from the chess state tracking task2 within 273

the comprehensive BIG-Bench Benchmark 274

(Srivastava et al., 2022), a sequence of chess 275

moves denoted in UCI notation3 is provided. 276

Agents are required to predict a legitimate sub- 277

sequent move for a specified chess piece. 278

Setups. We craft specific instructions for each 279

task, trait and strategy, which can be referred in Ta- 280

ble 5 at Appendix D.3. To enhance result reliability, 281

we present average accuracy (Acc) and their respec- 282

tive standard deviations across five trials. Notably, 283

our experiments exhibit substantial standard devia- 284

tions. Hence, we introduce WIN-TIE (W-T) met- 285

ric, indicating the frequency (over five trials) where 286

the accuracy either matches or surpasses the con- 287

tinuous debate baseline (Du et al., 2023b). Mean- 288

while, we gauge the average token costs (Cost) 289

2https://github.com/google/BIG-bench/blob/main/bigbench/
benchmark_tasks/chess_state_tracking/synthetic_short/task.json.

3https://en.wikipedia.org/wiki/Universal_Chess_Interface.
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Metric
(Strategy)

Society
Collaborative Strategy Metric (Society)

p0p0p0 p0p0p1 p0p1p0 p0p1p1 p1p0p0 p1p0p1 p1p1p0 p1p1p1 Cost ↓ W-T ↑
M

M
L

U Acc ↑

S1 66.4±1.7 65.2±3.6 52.8±4.8 59.2±3.6 45.6±1.7 51.6±2.2 62.0±0.0 46.0±0.0 2970 2
S2 66.0±0.0 65.2±1.8 58.0±0.0 66.0±0.0 44.0±0.0 46.0±0.0 53.2±2.7 46.0±0.0 3081 9
S3 70.4±4.3 64.4±0.9 57.6±1.7 52.8±2.3 41.2±5.4 49.2±4.6 51.2±1.8 62.0±0.0 3172 1
S4 69.6±3.9 65.2±3.6 54.8±5.2 58.4±1.7 34.4±2.2 46.0±4.9 56.4±2.2 62.0±0.0 3090 2

Cost ↓ All 4364 3510 3295 2665 3476 2651 2691 1976
-

W-T ↑ All - 9 0 5 0 0 0 0

M
A

T
H Acc ↑

S1 46.8±4.2 46.4±3.3 42.8±4.6 33.6±7.4 38.8±2.7 38.4±3.9 45.2±2.7 35.2±1.1 3417 8
S2 50.4±2.6 52.8±2.3 49.6±3.0 38.8±3.9 38.8±3.6 45.6±2.2 46.4±4.1 35.2±1.1 3623 8
S3 47.6±4.8 48.0±3.2 47.2±4.8 38.0±7.1 37.6±3.3 39.2±5.4 42.4±3.0 40.0±2.5 3757 8
S4 50.4±1.7 49.6±1.7 53.2±1.1 40.0±2.0 44.0±3.2 45.6±4.3 45.6±3.6 41.6±1.7 3658 10

Cost ↓ All 4439 3965 3857 3414 3840 3234 3482 2681
-

W-T ↑ All - 14 13 0 0 1 6 0

C
he

ss
M

ov
e

V
al

id
ity

Acc ↑

S1 54.4±1.7 52.0±0.0 52.0±5.1 51.6±5.2 54.4±1.7 51.2±1.8 50.4±1.7 52.0±0.0 2443 11
S2 48.0±0.0 49.2±1.1 46.0±0.0 54.0±0.0 50.0±0.0 52.0±0.0 42.0±2.5 52.0±0.0 2442 25
S3 48.4±1.7 48.0±2.8 54.8±5.0 45.2±3.4 48.4±2.6 44.8±3.4 50.4±1.7 53.6±0.9 2451 23
S4 51.6±4.6 44.0±2.5 54.4±3.0 53.6±5.5 45.6±2.2 48.0±2.0 43.6±0.9 52.0±0.0 2404 12

Cost ↓ All 3046 2611 2604 2179 2705 2251 2252 1830
-

W-T ↑ All - 10 12 10 11 9 5 14

Table 2: The impact of 8 collaborative strategies on the performance of 3 datasets across distinct societies, using
ChatGPT. Blue marks the best-performing strategy under the same society, light blue represents the second-best-
performing strategy, and red indicates the worst-performing strategy. Cost / Cost measures the average tokens
consumed by all cases under the same collaborative strategy / society. W-T / W-T tallies the total number of
occurrences where performance exceeds the strategy p0p0p0 under the same collaborative strategy / society. The
significances test on societies and strategies are respectively shown in Table 6, 7 at Appendix E.

consumed by the agents across societies, shedding290

light on the efficacy of the different collaborative291

strategies employed. For these evaluations, Chat-292

GPT serves as the LLM agent accessible through293

the OpenAI API gpt-3.5-turbo-11064. Fur-294

ther comprehensive details on data sampling and295

result evaluation are introduced in Appendix D.296

3 Analysis of Machine Social Collaboration297

Our experiments are primarily driven by the follow-298

ing research queries: (RQ1) How does problem-299

solving effectiveness vary under different collab-300

orative strategies across diverse societies? (RQ2)301

How to configure the machine society variables for302

optimal performance? (RQ3) How does machine303

social collaboration mimic the human society?304

3.1 Main Results with Quantitative Analysis305

To address RQ1, we present the performance of306

four distinct societies in Table 2, each employing307

one of eight possible collaborative strategies, eval-308

uated across three datasets with ChatGPT. To make309

the experimental findings more general, we eval-310

uate on other LLMs, shown in Appendix H. Our311

experiments yield several pivotal observations:312

(1) Societies do not clearly differ in perfor-313

mance, but differ significantly in their tendency314

4https://platform.openai.com/docs/models/gpt-3-5.

to reach a consensus. As observed from Table 2, 315

among different 3-agent societies S1 ∼ S4 employ- 316

ing the same collaborative strategy (a vertical com- 317

parison on Acc), the variations in accuracy are not 318

pronounced. We also conduct a significance test of 319

societies using ChatGPT in Appendix E, and other 320

LLMs in Appendix H, further demonstrating in- 321

significant differences between the societies. Thus 322

we conclude that distinct societies composing of 3 323

agents possessing varied traits play an indistinctive 324

role in shaping performance. We infer that this 325

is due to LLM alignment (Ouyang et al., 2022), 326

inhibiting agents from displaying extreme overcon- 327

fidence, which contradicts human alignment (Liu 328

et al., 2022a). Sharma et al. (2023) also demon- 329

strate that LLMs tend to show sycophancy, as illus- 330

trated in Figure 11, 12. Furthermore, we increase 331

the number of agents (2 to 10), accordingly result- 332

ing in more diverse societies, as seen in Figure 14, 333

indicating that the impact of societies on perfor- 334

mance remains indistinctive. We further analyze 335

consensus reaching, i.e., multiple agents reaching 336

a consistent answer (Chen et al., 2023a), shown 337

in Figure 16 at Appendix E, and find that more 338

diverse societies (5 types of societies, containing 2 339

to 10 agents) significantly impact the average quan- 340

tity of consensus. In general, the society totally 341

comprising easy-going agents is more likely to 342

reach a consensus. 343

5

https://platform.openai.com/docs/models/gpt-3-5


(2) Permutation of thinking patterns is cru-344

cial for collaboration, where debate-initial and345

debate-dominant strategies exhibit superiority.346

For instance, on MMLU dataset, debate-dominant347

collaborative strategies, like p0p0p1, p0p1p0, and348

p1p0p0, all containing two rounds of debate,349

display a pronounced outperformance (65.2 for350

p0p0p1 in S4 versus 34.4 for p1p0p0 in S4). As seen351

from Table 2, collaborative strategies starting with352

the thinking pattern of debate p0 (debate-initial),353

such as p0p0p0, p0p0p1, p0p1p0, and p0p1p1, gener-354

ally outperform others across all datasets. Further-355

more, obeserved from the performance (i) under356

strategies with different (3∼10) rounds of collabo-357

ration on ChatGPT, as shown in Figure 4 and Fig-358

ure 18, 19 at Appendix F, debate-initial/dominant359

strategies are overall better; (ii) on LlaMA2 Chat360

13B in Table 14 and Qwen 72B in Table 26, debate-361

initial stategies are generally superior; (iii) on362

LlaMA2 Chat 70B in Table 20 and Mixtral 8×7B363

in Table 32, debate-dominant stategies are supe-364

rior. Observed from different 3-round collaborative365

strategies pipjpk applied within the same society366

(a horizontal comparison on Acc), the variations367

in accuracy are notably pronounced. Besides, the368

significance test of different collaborative strategies369

using ChatGPT in Appendix E and other LLMs in370

Appendix H demonstrate that the order of thinking371

patterns significantly impacts the effectiveness.372

(3) Tasks behave better under collaborative373

strategies starting with continuous debate, and374

debate combined with continuous reflection is375

superior for difficult tasks. Seen from Table 2,376

when comparing the best performance (marked in377

blue) and the worst (marked in red) within the same378

societies, the difference in results for Chess Move379

Validity is slight. This stands in sharp contrast to380

MMLU and MATH, which suggests that the ef-381

fectiveness of collaborative strategies depends on382

the task. We then illustrate the performance under383

different collaborative strategies in view of task do-384

mains and difficulty in Figure 13 at Appendix E; on385

other LLMs in Figure 24, 33, 42, 56 at Appendix H.386

Figure 13(a) exhibits task-specific impacts and Fig-387

ure 13(b),(c) reflects domain-dependent impacts un-388

der different collaborative strategies, where p0p0p0389

and p0p0p1 starting with continuous debate are gen-390

erally superior. For the mathematics domain seen391

from Figure 13(d), like MMLU mathematics and392

MATH level 3 & 4, the performance variations393

under different strategies are relatively small, but394

for the more difficult task, i.e., MATH level 5, the 395

strategies containing debate and continuous reflec- 396

tion (i.e., p0p1p1, p1p1p0) behave superiorly. These 397

nuanced disparities imply that the marginal bene- 398

fits derived from collaborative strategies may be 399

task-dependent and difficulty-sensitive. 400

3.2 Impact of Machine Society Settings 401

To address RQ2, we delve deeper into the vari- 402

ables influencing multi-agent society collaboration, 403

exploring intricacies of agent composition, collab- 404

oration rounds, and the collaborative strategies. 405

Different Numbers of Agents. To evaluate the 406

impact of different numbers of agents, we analyze 407

performance within societies comprising 2∼10 408

agents, presented in Figure 3(a). Different num- 409

bers of agents would constitute five types of so- 410

cieties, where the agents’ traits of could be: to- 411

tally/mostly easy-going/overconfident; half easy- 412

going/overconfident. We observe that odd numbers 413

of agents generally outperform others within all 414

types of societies, and the possible reason is that 415

odd-number agents can avoid ties. Besides, we 416

also find that the variations of accuracy among odd- 417

number agents is indistinctive. Thus we conclude 418

that the optimal number of agents is 3, consider- 419

ing both performance and efficiency. We also 420

implement a significance test of the number of 421

agents shown in Table 11 at Appendix F, demon- 422

strating that different numbers of agents signif- 423

icantly impact performance. Besides, we illus- 424

trate consensus reaching with different numbers 425

of agents in Figure 3(b), demonstrating that more 426

agents are more likely to reach a consensus. 427

Different Rounds. We then delve into the effects 428

of different numbers of collaboration rounds, and 429

further scale up the rounds of collaboration, pre- 430

senting the performance under 3 to 10 rounds in 431

Figure 4. Despite some fluctuation in performance 432

from 3 to 10 rounds of collaboration, the variations 433

are not extremely remarkable. Considering both 434

accuracy and cost, we infer that 3-round collab- 435

oration is relatively effective and efficient. We 436

also conduct a significance test on different rounds 437

of collaborative strategies, shown in Table 12 at 438

Appendix F, and observe that the impact of rounds 439

significantly relies on the collaborative strategy 440

employed. Generally, the strategies starting or 441

dominating with reflection p1 differ clearly in 442

performance under different rounds. 443
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m( )m( )

(a) Accuracy of different numbers of agents under the strategy            , using ChatGPT (b)  Average ratio of consensus clusters (unique answers among multiple agents) with 
different numbers of agents under the strategy            , using ChatGPT.

Figure 3: Accuracy and consensus reaching with different numbers (2∼10) of agents under the strategy p1p1p0
on Chess Move Validity, using ChatGPT. The significance test on agent numbers and comprehensive results under
other strategies are shown in Table 11 and Figure 15, 17 at Appendix F due to space limits.
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Figure 4: Accuracy under different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on MATH, using ChatGPT. The significance test on rounds and experiments on MMLU and
Chess Move Validity are shown in Table 12 and Figure 18, 19 at Appendix F due to space limits.
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Figure 5: The effect on accuracy of whether all agents in a society execute the same thinking pattern in one round,
using ChatGPT. “All” and “Part” respectively refer to all agents applying the same and different thinking pattern(s)
in one round. Results on MATH and the significance test is shown in Figure 20 and Table 13 at Appendix F.

Other Collaborative Strategies. Venturing into444

scenarios with more intricate collaboration, we al-445

low agents to adopt varied thinking patterns in each446

round of collaboration. For example, given three447

agents, in a specific round of collaboration, two448

agents engage in debate while the other one en-449

gages in reflection. To increase diversity, we per-450

form a random allocation of thinking patterns to451

agents in each round, steering clear of scenarios452

where all agents adopt the same thinking pattern.453

Intriguingly, as shown in Figure 5, the presence of454

inconsistent thinking patterns within a society tends455

to negatively impact performance. Given the ob-456

servation, we claim that maintaining a consistent457

thinking pattern for all agents in a particular458

round would maximize collaborative efficacy.459

4 Phenomena of Conformity and460

Consensus Reaching461

To address RQ3, we embark on further analysis462

from a social psychology view (Tajfel, 1982; Tajfel463

and Turner, 2004; Johnson and Johnson, 2009), to464

discern alignment between machine society col- 465

laboration and human societal dynamics (Wool- 466

ley et al., 2010). Our findings indicate that ma- 467

chine society collaboration echo specific human 468

societal phenomena or theories, such as confor- 469

mity (Cialdini and Goldstein, 2004; Allen and 470

Levine, 1969; Coultas and van Leeuwen, 2015) 471

and consensus reaching (Scheff, 1967; Degroot, 472

1974; Baronchelli, 2018) (more analysis are in 473

Appendix G.1). We also analyze group dynam- 474

ics (Cartwright and Zander, 1968; Alderfer, 1987; 475

Forsyth, 2014; Bion, 2018; Forsyth, 2018) in multi- 476

agent collaboration at Appendix G.2 as page limits. 477

We embark on a detailed analysis, to discern 478

the conformity and consensus reaching phenom- 479

ena in collaboration. For instance, as depicted in 480

Figure 8(a) at Appendix D.3, an agent initially re- 481

sponds correctly to a question. However, swayed 482

by the misguided answers and explanations from 483

the other two agents, eventually the three agents 484

conforms to an incorrect answer. This phenomenon 485

mirrors detriments in “groupthink” (Janis, 1972; 486
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Figure 6: Variation of answer correctness in the situation of conformity, under 3-round collaboration, on ChatGPT,
where conformity brings about benefits: Ratio(False→True + True→True) > Ratio(True→False + False→False);
conformity brings about detriments: Ratio(False→True + True→True) < Ratio(True→False + False→False).

Figure 7: Average quantity of consensus clusters (i.e., unique answers among multiple agents) under different
rounds of collaboration with 3-round collaborative strategies, using ChatGPT. Smaller quantity of consensus clus-
ters, more easier it is to reach a consensus. Round 0 is equal to self-consistency. More details are in Appendix G.1.

Jehn, 1995), suggesting that members of tight-487

knit groups tend to value harmony and consensus488

over objective critique of divergent views, poten-489

tially leading to flawed decisions. Contrastingly,490

in another scenario illustrated in Figure 8(b) at491

Appendix D.3, all three agents converge on the492

right answer after engaging in a society-wide de-493

bate. This mirrors benefits in “groupthink” (Jehn,494

1995) and “SoM” (Minsky, 1988; Singh, 2003),495

where a multitude of agents collaboratively yield496

intelligence. Within such debates, agents furnish497

varied viewpoints and information. Through these498

exchanges, conflicts are resolved, ideas are honed,499

and the group gravitates toward an informed con-500

sensus (Fisher et al., 2011; Forsyth, 2018).501

We also conduct a quantitative analysis of the502

prevalence of conformity and consensus reaching503

phenomena. We analyze on answer correctness504

changing at each round of collaboration in the situ-505

ation of conformity, shown in Figure 6 on ChatGPT506

and Figure 28, 37, 51, 65 on other LLMs at Ap-507

pendix H. We also present the ratio of consensus508

reaching at each round in Figure 7 on ChatGPT and509

Figure 29, 38, 52, 66 on other LLMs at Appendix H.510

We summarize the following obeservations:511

• Conformity is widespread, and the propor-512

tion of conformity increases with the round513

increases in general.514

• Overall, considering performance improve-515

ment, conformity is beneficial in on Chat- 516

GPT, Qwen 72B; and harmful on LlaMA2 517

Chat 13B/70B, Mixtral 8×7B. 518

• As the number of rounds increases, bene- 519

fits of conformity will weaken (the ratio dif- 520

ference between True and False answers be- 521

comes smaller); and detriments of confor- 522

mity enhance (the ratio difference between 523

False and True answers becomes larger). 524

• Generally, reflection results in increasing the 525

quantity of consensus clusters, demonstrating 526

more difficulty to reach a consensus, while 527

debate is more likely to reach a consensus. 528

5 Conclusion and Future Work 529

This study has highlighted the potential of collabo- 530

ration mechanisms with LLMs. Our findings reveal 531

the impressive collaboration capabilities of LLM 532

agents, with different individual traits, thinking pat- 533

terns and collaborative strategies. The emergence 534

of human-like behaviors in these agents, resonating 535

with social psychology theories, further emphasizes 536

the potential of human-AI interaction. Moving for- 537

ward, a deeper exploration into the multi-agent 538

society is warranted, focusing on collaboration be- 539

havior refinement; integrating further insights from 540

social psychology could also guide the develop- 541

ment of socially aware NLP systems. 542
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Limitation543

Although we explored various societies and collab-544

orative strategies, our study still has its limitations.545

Firstly, limited by expense, we don’t explore the546

impact of multiple agents respectively based on547

different LLMs, which may lead to more interest-548

ing findings at the social level due to the usage of549

differently distributed pre-trained data and strate-550

gies aligned with human intentions. Furthermore,551

we traversed all possible scenarios by search alone,552

lacking a way to let the agents adpatively make au-553

tonomous decisions on collaborative strategies in554

specific scenarios. Although debate can be as close555

as possible to the upper limit, this approach entails556

a larger consumption and there exist some strate-557

gies that can achieve better performance with less558

overhead. Additionally, our experimental setup is559

relatively straightforward, as we have not consider560

more intricate configurations, such as a broader561

range of traits or a larger-scale society. Finally,562

we evaluate performance through manual valida-563

tion and rule-based matching, which also limits the564

ability to validate more realistic and creative tasks,565

such as literary creation.566

Reproducibility Statement567

All code and data can be found in the GitHub repos-568

itory5. For specific experimental implementation569

details, please refer to Appendix D.570

Ethics Statement571

This research was conducted in line with the high-572

est ethical standards and best practices in research.573

The data employed were extracted from publicly574

accessible datasets, ensuring no usage of propri-575

etary or confidential information. Consequently,576

this research is free from any ethical concerns.577
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Overview of Appendix1073

We summarize the overview of Appendix below:1074

§A: Key Takeaways.1075

§B: Related Work.1076

§C: Potential Real-World Applications.1077

§D: Implementation Details.1078

Experimental Setup (§D.1)1079

Experimental Evaluation (§D.2)1080

Illustration of Agent Collaboration (§D.3)1081

§E: Further Analysis on Machine Social Collabo-1082

ration (Backbone: ChatGPT).1083

§F: Analysis on Machine Society Settings (Back-1084

bone: ChatGPT).1085

§G: A Social Psychology View on Conformity,1086

Consensus Reaching, and Group Dynamics (Back-1087

bone: ChatGPT).1088

Conformity, Consensus Reaching (§G.1)1089

Group Dynamics (§G.2)1090

§H: Analysis on Different Backbone LLMs.1091

LlaMA2 Chat 13B (§H.1)1092

LlaMA2 Chat 70B (§H.2)1093

Qwen 72B (§H.3)1094

Mixtral 8×7B (§H.4)1095

§I: Effectiveness of Prompts.1096

A Key Takeaways1097

Drawing from our comprehensive analysis, we dis-1098

till valuable insights for future multi-agent collabo-1099

ration designs concerning Strategy Selection, Soci-1100

ety Settings, and Social Psychology View.1101

Regarding Strategy Selection,1102

• Starting or dominating multi-agent collabora-1103

tion with debate, yields relatively optimal out-1104

comes, as seen from Table 2, 8, 14, 20, 26, 32.1105

• Totally-reflection strategy like p1p1p1 is gen-1106

erally worst in performance, as observed from1107

Table 2, 8, 14, 20, 26, 32.1108

• For difficult tasks, debate combined with con-1109

tinuous reflection is superior; for simple tasks,1110

self-consistency or reflection is enough, as1111

seen from Figure 13, 24, 33, 42, 56.1112

Regarding Society Settings,1113

• Surprisingly, “overconfident” agents lose that1114

trait in groups! As observed from word clouds1115

in Figure 11, 22, 31, 40, 54 and answer chang-1116

ing in Figure 12, 23, 32, 41, 55.1117

• Setting agent numbers to 3 is generally advan- 1118

tageous in performance and cost, as seen from 1119

Figure 15, 25, 34, 43, 57. 1120

• The rounds of collaboration is relatively suit- 1121

able to set as 3, since it’s both effective and ef- 1122

ficient. As seen from Figure 18, 4, 19 on Chat- 1123

GPT; Figure 26, 35 on LlaMA 13B/70B; Fig- 1124

ure 47, 48, 49 on Qwen 72B; Figure 61, 62, 63 1125

on Mixtral 8×7B. 1126

• Employing the uniform thinking patterns 1127

across all agents within a round enhance effi- 1128

cacy, as seen from Figure 5, 20, 27, 36, 50, 64. 1129

Regarding Social Psychology View, 1130

• Collaboration is generally effective in the 1131

group, especially for tackling difficult tasks. 1132

As observed from Figure 13, 24, 33, 42, 56; 1133

and Figure 21, 30, 39, 53, 67. 1134

• Collaboration widely leads to conformity, ei- 1135

ther beneficial or harmful in performance. As 1136

observed from Figure 6, 28, 37, 51, 65. 1137

• As the number of rounds increases, benefits of 1138

conformity will decrease; and detriments of 1139

conformity will increase. As observed from 1140

Figure 6, 28, 37, 51, 65. 1141

• The totally easy-going society is more likely 1142

to reach a consensus, debate helps to consen- 1143

sus reaching while reflection impedes it. As 1144

observed from Figure 16, 45, 59; and Fig- 1145

ure 7, 29, 38, 52, 66. 1146

B Related Work 1147

With the birth of Large Language Models (LLMs), 1148

prompt engineering (Liu et al., 2022b; Chen et al., 1149

2022) become the key to utilize LLMs. When the 1150

pre-trained LLMs are aligned, they show human- 1151

like intelligence. Hence, agent replaces prompt 1152

engineering as the new research hotspot. Re- 1153

cently there has been a proliferation of top-level 1154

designs of various agent systems, such as Gener- 1155

ative Agents (Park et al., 2023), MetaGPT (Hong 1156

et al., 2024), BOLAA (Liu et al., 2023b) and 1157

Agents (Zhou et al., 2023). These works has pri- 1158

marily focused on the careful design of compo- 1159

nents such as memory, environment, and planning. 1160

There are also some works exploring what kind 1161

of mindset can fully exploit the full performance 1162

of multi-agent including debate (Du et al., 2023b) 1163
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and reflection (Madaan et al., 2023). Both of these1164

types of work are mostly done concurrently.1165

AgentVerse (Chen et al., 2024) draws on the1166

above two types of work to explore the architec-1167

ture of multi-agent and design two collaborative1168

strategies, Horizonal Communication (similar to1169

debate) and Vertical Communication (similar to1170

self-refine (Madaan et al., 2023)). These two col-1171

laboration strategies are included in our code frame-1172

work. In addition, we have also explored a vari-1173

ety of other societies and collaboration methods.1174

Whereas the RECONCILE (Chen et al., 2023b)1175

focuses on exploring cooperation between agents1176

constituted by different model compositions, al-1177

though we do not show this in our work, our code1178

framework easily expands to it.1179

C Potential Real-world Applications1180

In this section, we present the potential applications1181

(Ke et al., 2024) of our work, which can be primar-1182

ily divided into two parts, experimental results and1183

experimental framework:1184

• Our experimental findings offer valuable in-1185

sights for addressing problems through multi-1186

agent systems. Presently, within various multi-1187

agent frameworks (Hong et al., 2024; Chen1188

et al., 2024; Zhou et al., 2023), tackling a1189

substantial issue typically involves breaking1190

down the task into several sub-tasks. Collab-1191

oration among multiple agents to solve these1192

sub-tasks often necessitates ongoing coopera-1193

tion. There are currently two predominant ap-1194

proaches: (i) involving another agent specifi-1195

cally to decide who should offer suggestions1196

and determining whether the current task is re-1197

solved, and (ii) collaborating in a fixed order.1198

The performance of the first method is often1199

unpredictable and entails significant random-1200

ness, prompting a preference for the second1201

method. At this juncture, our conclusions on1202

rounds, the number of agents, and cognitive1203

approaches can inform the design of effective1204

collaboration strategies among agents.1205

• Our experimental framework holds relevance1206

for psychologists seeking inspiration and pro-1207

vides guidance for language model design-1208

ers. As indicated in previous works (Demszky1209

et al., 2023; Hagendorff, 2023), once a testing1210

setup for machine psychology is established,1211

researchers can explore the longitudinal de-1212

velopment of LLMs over time by applying 1213

the same task multiple times, thereby generat- 1214

ing data. This data serves as a benchmark for 1215

discerning trends in LLMs development. Psy- 1216

chologists can draw upon our framework to 1217

conduct secondary designs, draw meaningful 1218

conclusions, and, in conjunction with theories 1219

of human social psychology and successful 1220

experiences in human society, contribute to 1221

addressing issues in LLMs and designing su- 1222

perior machine social architectures and col- 1223

laboration methods. 1224

D Implementation Details 1225

D.1 Experimental Setup 1226

Model Temperature Top K Top P

gpt-3.5-turbo-1106 0.00 - 1.00
LlaMA-13B-Chat 0.75 50 0.95
LlaMA-70B-Chat 0.75 50 0.95
Mixtral 8×7B 0.75 50 0.95
Qwen 72B 0.75 50 0.80

Table 3: Decoding parameters of different models.

The decoding parameters for various mod- 1227

els are detailed in Table 3. In the case of 1228

gpt-3.5-turbo-1106, we align our approach 1229

with Du et al. (2023b) by setting the temperature to 1230

0, while adhering to the default settings for the re- 1231

maining parameters. For the model Qwen 72B, we 1232

utilize the default parameters as furnished by the 1233

official documentation. For the remaining models, 1234

we configure the temperature to 0.7 and adjusted 1235

the Top P and Top K values to 50 and 0.95, re- 1236

spectively. This configuration is primarily based on 1237

insights from Demszky et al. (2023), which advo- 1238

cates for the recognition and integration of the in- 1239

herent stochastic nature of LLM outputs into analyt- 1240

ical frameworks, in a manner akin to the treatment 1241

of stochastic variables in psychological studies. It 1242

is noteworthy that even with the temperature pa- 1243

rameter set to zero, the gpt-3.5-turbo-1106 1244

may still exhibit randomness in the outputs. 1245

The detailed society settings in the three differ- 1246

ent experiments mentioned in §3.2 are shown in 1247

Table 4. Due to the context length constraints of the 1248

LlaMA-13B-Chat and LlaMA-70B-Chat, which 1249

supports a maximum of 4096 tokens, scaling up the 1250

number of agents and collaboration rounds presents 1251

a challenge. Consequently, we have capped the col- 1252

laboration rounds at 4 and also restricted the agent 1253
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Experiment
Type Model Dataset Collaboration

Round
Number of
Agents Society

Different
Number
of Agents

gpt-3.5-turbo-1106
Mixtral 8x7B
Qwen 72B

Chess Move Validity 3 2∼10
See the
Figure 15
and Table 11.

LlaMA-13B-Chat
LlaMA-70B-Chat

MMLU
Chess Move Validity 3 2∼4

Only one
easy-going
agent in
the society

Different
Collboration
Rounds

gpt-3.5-turbo-1106
Mixtral 8x7B
Qwen 72B

MMLU
MATH
Chess Move Validity

10 3 S2

LlaMA-13B-Chat
LlaMA-70B-Chat

MMLU
Chess Move Validity 4 3 S2

Different
Strategy

gpt-3.5-turbo-1106
LlaMA-13B-Chat
LlaMA-70B-Chat
Mixtral 8x7B
Qwen 72B

MMLU
MATH
Chess Move Validity

3 3 S2

Table 4: The detailed society settings in the three different experiments mentioned in Section 3.2.

count to 4. We select the MMLU and Chess Move1254

Validity datasets for our studies. Nevertheless, a1255

small fraction of cases still exceed the maximum1256

length constraint. To address this, we strategically1257

prune content from the earlier rounds to ensure1258

compliance with the length limitation. As for other1259

models, in terms of experimenting with the num-1260

ber of agents involved, adding an additional agent1261

results in substantial costs. This is due to the ne-1262

cessity of conducting 5 replicate experiments and1263

accommodating 8 collaborative strategies. There-1264

fore, for ChatGPT, Mixtral 8×7B, and Qwen 72B,1265

our experiments are carried out on the less token-1266

intensive dataset, Chess Move Validity. As for trials1267

concerning the number of collaboration rounds, the1268

quantity of viable collaboration strategies increases1269

exponentially with each additional round – for in-1270

stance, 10 rounds would yield 210 unique strategies.1271

To manage this complexity, we have opted to ex-1272

periment with 8 strategies that are representative of1273

the broader set of possibilities.1274

The prompts used in the experiment are de-1275

tailed in Table 5. Concerning the MMLU dataset,1276

we curated questions from six domains (statistics,1277

mathematics, computer science, biology, chem-1278

istry, and physics) and performed a random sam-1279

pling of 50 samples, maintaining a proportion of1280

8 : 8 : 8 : 8 : 9 : 9 for each domain. Regarding1281

the MATH dataset, we randomly selected 50 cases1282

from Levels 3, 4, and 5, distributing them in a ratio1283

of 22 : 22 : 6.1284

D.2 Experimental Evaluation 1285

The evaluation process involves two fundamental 1286

steps: (i) A unified answer is selected from the 1287

machine society. To achieve this, we employ the 1288

majority vote method to ascertain the consensus 1289

reached by the society after multiple rounds of col- 1290

laboration. For instances where unanimity among 1291

agents is not achieved, it is considered an error. 1292

Additionally, if an individual agent provides multi- 1293

ple answers without following our prompts, its re- 1294

sponse is disregarded. (ii) Answer responses from 1295

agents are matched against the ground truth. This 1296

step presents two main challenges. Firstly, there is 1297

the concern of non-compliance with instructions. 1298

Despite providing explicit prompts and specifying 1299

the desired output format for evaluation, occasional 1300

deviations from the given instructions by agents are 1301

inevitable. Secondly, the answers may manifest in 1302

non-unique forms, leading to potential variations, 1303

such as the equivalence between “3/4” and “0.75” 1304

in MATH (Hendrycks et al., 2021b). To address 1305

these challenges, a comprehensive set of match- 1306

ing rules is employed. Nonetheless, it is important 1307

to acknowledge the possibility of encountering a 1308

small number of values that fall outside the purview 1309

of these rules. 1310

D.3 Illustration of Multi-Agent Collaboration 1311

As seen from Figure 8, the conformity phenomenon 1312

in multi-agent collaboration can be both beneficial 1313

(i.e., changing the answer from wrong to correct) 1314

and harmful (i.e., changing the answer from correct 1315
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Task Type Prompt

Math

easy-going
You are an expert skilled in solving mathematical problems and are objective
and unbiased, and you can be persuaded if other agent’s answers make sense.
Please keep this in mind. If you understand please say ok only.

overconfident
Imagine you are an expert in solving mathematical problems and are confident
in your answer and often persuades other agents to believe in you. Please keep
this in mind. If you understand please say ok only.

question
Here is a math problem written in LaTeX: <problem>\n Please carefully
consider it and explain your reasoning. Put your answer in the form
\boxed{{answer}}, at the end of your response.

debate

These are the solutions to the problem from other agents:
<other agent responses>Using the reasoning from other agents as
additional information and referring to your historical answers, can
you give an updated answer? Put your answer in the form \boxed{{answer}},
at the end of your response.

reflection
Can you double check that your answer is correct? Please reiterate your
answer, with your answer in the form \boxed{{answer}}, at the end of
your response.

MMLU

easy-going

You are an expert in biology, chemistry, computer science, mathematics,
physics and are objective and unbiased, and you can be persuaded if other
agent’s answers make sense. Please keep this in mind. If you understand
please say ok only.

overconfident

Imagine you are an expert in biology, chemistry, computer science,
mathematics, physics and are confident in your answer and often persuades
other agents to believe in you. Please keep this in mind. If you
understand please say ok only.

question
Can you answer the following question as accurately as possible? <Question>:
A) <A>, B) <B>, C) <C>, D) <D>Explain your answer, putting the answer in
the form (X) at the end of your response.

debate

These are the solutions to the problem from other agents:
<other agent responses>Using the reasoning from other agents as additional
advice, can you give an updated answer? Examine your solution and that other
agents. Put your answer in the form (X) at the end of your response.

reflection
Can you double check that your answer is correct. Put your final answer in
the form (X) at the end of your response.

Chess
Move

Validity

easy-going
You are an expert skilled in playing chess and are objective and unbiased,
and you can be persuaded if other agent’s answers make sense. Please keep
this in mind. If you understand, please say ok only.

overconfident
Imagine you are an expert skilled in playing chess and are confident in
your answer and often persuades other agents to believe in you. Please keep
this in mind. If you understand, please say ok only.

question

Given the chess game <chess move>, give one valid destination square for
the chess piece at <square>. Give a one-line explanation of why your
destination square is a valid move. State your final answer in a newline with a
2 letter response following the regex [a-h][1-8].

debate

Here are destination square suggestions from other agents:
Can you double check that your destination square is a valid move? Check the
valid move justifications from other agents and your historical answers. State
your final answer in a newline with a 2-letter response following the regex
[a-h][1-8].

reflection
Can you double check that your destination square is a valid move? Check the
valid move justifications from your historical answers. State your final
answer in a newline with a 2 letter response following the regex [a-h][1-8].

Table 5: Prompts in each task.
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Which of the following has an octet of electrons around the 
central atom?  
  

A. BF3               B. NH4+               C. PF5               D. SF6

Initial Answer Round1/Debate Round2/Debate Round3/Reflection

Agent 1

Agent 1

(a) Case in MMLU using strategy p p p .0 0 1 1(b) Case in Chess Move Validity using strategy p p p  .

B. NH4+ C. PF5 C. PF5 C. PF5

Society

Answers

Question

Agent 2

Agent 2
C. PF5 C. PF5 C. PF5 C. PF5

Agent 3

Agent 3
C. PF5 C. PF5 C. PF5 C. PF5

Given the chess game "g2g3 f7f5 e2e3 d7d5 a2a3 d8d6 g1h3 
d6a3 f1c4 b8c6 h3g1 a7a5 d2d3 d5d4 g3g4 g8h6 g1f3 d4e3 c4f7 
e8f7 a1a3 f7g8 b2b4 c6d4 f3d4 g8f7 f2f3 f7f6 c1e3 a8a7 a3b3 
g7g6 e3c1 a5a4 f3f4 c8", give one valid destination square for 
the chess piece at "c8".

Initial Answer Round1/Reflection Round2/Debate Round3/Debate

Agent 1

Agent 1

Society

Answers Wrong Answer Correct Answer

Question

Agent 2

Agent 2

Agent 3

Agent 3

d7 b7 d7 d7

b7 d7 b7 d7

d7 d7 d7b8

✔ ✔ ✔ ✔

✔

✔✔✔

✔

✔

✘ ✘ ✘

✘✘✘ ✘

✘

✘

✘

✘

✘Wrong Answer Correct Answer✔✘

✘

✘ ✘✘

0 0

Figure 8: The conformity phenomenon in multi-agent collaboration, seen from changes in the answers during the
process of solving a certain task with 3 agents in the society S4 (all agents are easy-going), using ChatGPT.

Given the chess game "g2g3 f7f5 e2e3 d7d5 a2a3 d8d6 g1h3 d6a3 f1c4 b8c6 h3g1 a7a5 d2d3 d5d4 g3g4 g8h6 g1f3 d4e3 c4f7 e8f7 a1a3 f7g8 b2b4 c6d4 
f3d4 g8f7 f2f3 f7f6 c1e3 a8a7 a3b3 g7g6 e3c1 a5a4 f3f4 c8", give one valid destination square for the chess piece at "c8".

Can you double check that your destination square is a valid move? Check the valid move justifications from your historical answers. State your final answer in a 
newline with a 2 letter response following the regex [a-h][1-8].

Here are destination square suggestions from other agents:
 

Can you double check that your destination square is a valid move? Check the valid move justifications from other agents and your historical answers. State
your final answer in a newline with a 2-letter response following the regex [a-h][1-8]

One agent solution: <Agent 2‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent2‛s reply>

Here are destination square suggestions from other agents:
 

Can you double check that your destination square is a valid move? Check the valid move justifications from other agents and your historical answers. State
your final answer in a newline with a 2-letter response following the regex [a-h][1-8]

One agent solution: <Agent 2‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent2‛s reply>

InstructionAnswer: d7 Agent 1‛s reply Agent 2‛s reply Agent 3‛s reply

OK. OK. OK.

You are an expert skilled in playing chess and are objective and unbiased, and you can be persuaded if other agent‛s answers make sense. Please keep this in 
mind. If you understand, please say ok only.
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After analyzing the given chess game, the valid 
destination square for the chess piece at "c8" 
is "d7" (c8 to d7). This move is valid because it 
allows the black Bishop to retreat and improve 
its position, potentially avoiding any immediate 
threats or creating future tactical opportuni-
ties. 
 

Final answer: d7

My apologies for the confusion. Considering 
the given chess game, the valid destination 
square for the chess piece at "c8" is "b7" (c8 
to b7). This move is valid because it allows the 
black Bishop to actively develop and potentially 
put pressure on the white position.
 

Final answer: b7

After considering the valid move justifications 
from other agents and reviewing the given 
chess game, I concede that my previous 
response was incorrect. Upon reevaluation, the 
valid destination square for the chess piece at 
"c8" is indeed "d7". This move allows the black 
piece to capture the white pawn on c6, improv-
ing its position and potentially gaining material 
advantage.
 

Final answer: d7

After reviewing the valid move justifications 
provided by the other agents and considering 
the given chess game, I agree that the valid 
destination square for the chess piece at "c8" 
is indeed "d7". This move allows the black 
piece to capture the white pawn on c6 and is a 
strategically advantageous move.
 

Final answer: d7

The valid destination square for the chess 
piece at "c8" is b7. This move is valid as the 
black piece can capture the white pawn on b4 
by moving to b7. Therefore, the final answer 
is b7.

Apologies for the initial incorrect response. 
Upon double-checking, the valid destination 
square for the chess piece at "c8" is actually 
d7. The black piece can move to d7 and 
capture the white pawn on c6. Therefore, 
the final answer is d7.

After carefully reviewing the suggested 
destination squares and justifications provid-
ed by other agents, I agree that the valid 
destination square for the chess piece at 
"c8" is indeed b7.
 

Final answer: b7

After thoroughly considering the valid move 
justifications from other agents and review-
ing the given chess game once again, I con-
firm that the valid destination square for the 
chess piece at "c8" is indeed d7. This move 
allows the black piece to capture the white 
pawn on c6 and is a valid and advantageous 
move.
 

Final answer: d7

Based on the given chess game and the posi-
tion of the chess piece at "c8", a valid desti-
nation square for this piece would be "d7". 
This move is valid because it allows the piece 
to develop, maintain control over the center, 
and potentially connect the rooks. 
 

Final answer: d7

Apologies for the confusion. Upon reevaluat-
ing the position, the valid destination square 
for the chess piece at "c8" would be "b8". 
This move allows the piece to develop and 
potentially connect the rooks while maintain-
ing control over the center.
 

Final answer: b8

Upon reevaluating the position and consider-
ing the valid move justifications from the 
other agents, I agree that the valid destina-
tion square for the chess piece at "c8" is 
indeed "d7". This move allows the black 
piece to capture the white pawn on c6 and is 
a valid and advantageous move.
 

Final answer: d7

After reviewing the valid move justifications 
provided by other agents and reevaluating 
the given chess game, I must agree that my 
previous answer was incorrect. The valid 
destination square for the chess piece at 
"c8" is "d7". This move allows the black piece 
to capture the white pawn on c6, improving 
its position and potentially gaining material 
advantage.
 

Final answer: d7

Figure 9: In the S4 society, three agents engage in a complete dialogue using the strategy p1p0p0 to predict the
next piece position given a chess game from the Chess Move Validity dataset.

to wrong) in problem solving.1316

Figure 9 and Figure 10 illustrate the detailed1317

conversation process for multi-agent collaboration1318

regarding the content shown in Figure 8.1319

E Further Analysis on Machine Social 1320

Collaboration (Backbone: ChatGPT) 1321

We conduct a rigorous significance test for the 1322

main experiment in §3.1. Given our experimen- 1323
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These are the solutions to the problem from other agents:
 

Using the reasoning from other agents as additional advice, can you give an updated answer? Examine your solution and that other agents. Put your answer in 
the form (X) at the end of your response.

These are the solutions to the problem from other agents:
 

Using the reasoning from other agents as additional advice, can you give an updated answer? Examine your solution and that other agents. Put your answer in 
the form (X) at the end of your response.

Instruction Agent 1‛s reply Agent 2‛s reply Agent 3‛s reply

BF3, PF5 and SF6 share the common feature 
that they have an expanded valence shell. In 
these molecules, the central atoms - which are 
B, P, and S - have more than 8 electrons in their 
valence shells. Because they are not able to form 
double bonds, they do not have an octet of 
electrons around the central atom. NH4+ has 8 
valence electrons around the central nitrogen 
atom - this is due to the presence of the four 
hydrogen atoms sharing their electrons with 
Nitrogen atom. Therefore, the correct answer is 
(B).

Can you answer the following question as accurately as possible? Which of the following has an octet of electrons around the central atom?  A. BF3  B. NH4+  
C. PF5  D. SF6.Explain your answer, putting the answer in the form (X) at the end of your response

One agent solution: <Agent 2‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent2‛s reply>

One agent solution: <Agent 2‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent3‛s reply>

One agent solution: <Agent 1‛s reply> 
Another agent solution: <Agent2‛s reply>

OK. OK. OK.

You are an expert in biology, chemistry, computer science, mathematics, physics and are objective and unbiased, and you can be persuaded if other agent's 
answers make sense. Please keep this in mind. If you understand please say ok only.

Answer: (B)

Can you double check that your answer is correct. Put your final answer in the form (X) at the end of your response.

Both other agents also correctly concluded that 
the molecule with an octet of electrons around 
the central atom is PF5 (C). Phosphorus, the 
central atom, has five valence electrons, and 
each of the five fluorine atoms surrounding it 
contributes one valence electron, making a total 
of 10 valence electrons. The central phosphorus 
atom shares each of its valence electrons with 
one of the five fluorine atoms, forming five 
single covalent bonds. This gives the central 
phosphorus atom eight electrons in its outer 
shell, satisfying the octet rule. Therefore, the 
final answer is (C).

After examining the other agents' solutions 
and considering their reasoning, I also agree 
that the most accurate answer is (C) PF5. 
Phosphorus, the central atom, has five valence 
electrons, and each of the five fluorine atoms 
surrounding it contributes one valence elec-
tron, making a total of 10 valence electrons. 
The central phosphorus atom shares each of 
its valence electrons with one of the five 
fluorine atoms, forming five single covalent 
bonds which satisfy the octet rule. 
 

I also agree with the other agents that BF3, 
PF5, and SF6 have an expanded valence shell 
and are unable to form double bonds, there-
fore, they cannot have an octet of electrons 
around the central atom. Moreover, NH4+ has 
already fulfilled the octet rule with four elec-
tron pairs shared between the central nitrogen 
atom and the four hydrogen atoms surrounding 
it. 
 

Therefore, the most accurate answer is (C) 
PF5.

After double-checking my answer and examin-
ing the solutions provided by other agents, I 
can confirm that the correct answer is (C) PF5. 
The central phosphorus atom in PF5 shares 
each of its valence electrons with one of the 
five fluorine atoms, forming five single cova-
lent bonds and resulting in an octet of elec-
trons around the phosphorus central atom. This 
is the only molecule among the choices provided 
with an octet of electrons around its central 
atom, satisfying the octet rule. Therefore, the 
final answer is (C) PF5.

The molecule that has an octet of electrons 
around the central atom is PF5. Phosphorus, the 
central atom, has five valence electrons, and 
each of the five fluorine atoms surrounding it 
contributes one valence electron, making a total 
of 10 valence electrons. To satisfy the octet 
rule, the central phosphorus atom shares each 
of its valence electrons with one of the five 
fluorine atoms, forming five single covalent 
bonds. Therefore, the answer is (C).

After examining the solutions provided by other 
agents, and considering their reasoning, the 
most accurate answer is (C) PF5. 
       

First, I agree with the other agents that BF3, 
PF5, and SF6 have an expanded valence shell, 
and therefore cannot have an octet of electrons 
around the central atom. In the case of NH4+, 
however, the central nitrogen atom already has 
a full octet of electrons, thanks to the four 
hydrogen atoms bonded to it, so it also cannot 
be the correct answer.
   

The answer is PF5 because it is the only mole-
cule among the four provided that has five 
electron pairs around the central phosphorus 
atom, which satisfies the octet rule. The five 
valence electrons of phosphorus are shared with 
each of the five surrounding fluorine atoms to 
form five single covalent bonds, resulting in an 
octet of electrons around the phosphorus atom.
 

Therefore, the most accurate answer is (C) PF5.

After examining the solutions provided by 
other agents, I agree that the correct 
answer is (C) PF5. 
 

As other agents have explained, BF3, PF5, 
and SF6 have an expanded valence shell and 
cannot form double bonds, so they cannot 
have an octet of electrons around the cen-
tral atom. Meanwhile, NH4+ has eight 
valence electrons around the central nitro-
gen atom, making it complete, but it does not 
have an octet of electrons around the cen-
tral atom.
 

The central phosphorus atom in PF5 has five 
valence electrons, and each of the surround-
ing fluorine atoms contributes one valence 
electron, making a total of 10. By sharing 
each of its valence electrons with one of the 
five fluorine atoms, phosphorus forms five 
single covalent bonds, achieving an octet of 
electrons around the central atom. There-
fore, the correct answer is (C) PF5.
 

Hence, my updated answer is (C) PF5.

Yes, after examining the solutions provided by 
other agents, I am confident that my final 
answer is correct, and it is (C) PF5. Thank you 
for allowing me to double-check.

The correct answer is (C) PF5. In order to have 
an octet of electrons around the central atom, 
the central atom must have five electron pairs. 
BF3 has three electron pairs and is therefore 
incomplete. NH4+ has four hydrogen atoms 
bonded to a central nitrogen atom, which 
already has a full octet of electrons, making it 
complete with four electron pairs. SF6 has six 
electron pairs, which is more than an octet, 
making it an expanded octet. Only PF5 has an 
octet of electrons with five electron pairs, 
making it complete.

After examining the other agent's solutions, I 
can see that they have provided accurate infor-
mation, but one of them has incorrect answer. 
 

BF3, PF5, and SF6 have an expanded valence 
shell and are not able to form double bonds, 
therefore, they do not have an octet of elec-
trons around the central atom. 
 

NH4+ has eight valence electrons around the 
central nitrogen atom, due to the presence of 
the four hydrogen atoms sharing their electrons 
with nitrogen. 
 

The correct answer is (C) PF5. Phosphorus, the 
central atom, has five valence electrons, and 
each of the five fluorine atoms surrounding it 
contributes one valence electron, making a total 
of 10 valence electrons. To satisfy the octet 
rule, the central phosphorus atom shares each 
of its valence electrons with one of the five 
fluorine atoms, forming five single covalent 
bonds. Therefore, PF5 has an octet of electrons 
around the central atom.

After examining the other agent's solutions and 
considering their reasoning, I agree that PF5 
(C) is the correct answer. 
 

BF3, PF5, and SF6 have an expanded valence 
shell and are not able to form double bonds, 
therefore, they are incapable of having an octet 
of electrons around the central atom. 
 

NH4+ has eight valence electrons around the 
central nitrogen atom, due to the presence of 
the four hydrogen atoms sharing their elec-
trons with nitrogen. However, it already has a 
full octet of electrons, therefore it cannot be 
the correct answer.
 

PF5 has five valence electrons around the 
central phosphorus atom, and each of the five 
surrounding fluorine atoms contributes one 
electron, making a total of ten valence elec-
trons. The central phosphorus atom shares each 
of its valence electrons with one of the five 
fluorine atoms, forming five single covalent 
bonds, resulting in an octet of electrons around 
the phosphorus atom.
 

Therefore, the most accurate answer is (C) 

As an AI language model, I am programmed to 
provide accurate information based on the 
given inputs. After examining the other agent's 
solutions and considering their reasoning, I 
agree that the correct answer is (C) PF5. 
Therefore, my answer remains the same.
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Figure 10: In the S4 society, three agents engage in a complete dialogue using the strategy p0p0p1 to solve a
high-school chemical question from MMLU.
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MMLU Math Chess Move Validity

S1

S4

Figure 11: Comparative word clouds on three datasets in societies S1 and S4, using ChatGPT. Society S1 features
three overconfident agents, while society S4 comprises three easy-going agents. We first manually curated a list of
task-relevant, high-frequency words. From this list, the top 50 words are selected to construct the word clouds.

Figure 12: Proportion of agents with different traits changing answers in societies S1 and S4, using ChatGPT.
Society S1 features three overconfident agents, while society S4 comprises three easy-going agents.
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Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.079 0.274 0.004
p0p0p1 0.956 0.011 0.000
p0p1p0 0.120 0.003 0.009
p0p1p1 0.000 0.323 0.014
p1p0p0 0.000 0.027 0.000
p1p0p1 0.063 0.017 0.000
p1p1p0 0.000 0.300 0.000
p1p1p1 0.000 0.000 0.000

Table 6: One-Way ANOVA results for the impact of
society on accuracy with fixed collaborative strategy,
based on experiments from Table 2 using ChatGPT.

MMLU MATH Chess Move Validity
Society p-value p-value p-value

S1 0.000 0.000 0.293
S2 - 0.000 -
S3 0.000 0.001 0.000
S4 0.000 0.000 0.000

Table 7: One-Way ANOVA results for the impact of
collaborative strategy on accuracy with fixed society,
based on experiments from Table 2 using ChatGPT. ‘-
’: It doesn’t pass homogeneity test for variance.

tal design incorporating two key factors, namely1324

collaborative strategy and society, we respectively1325

opt for a one-way analysis of variance. Before1326

delving into the analysis, we ensured that the data1327

adhered to a normal distribution and satisfied the as-1328

sumption of homogeneity of variance. We present1329

the p-values for society and collaborative strategy1330

across the three datasets in Table 6, 7.1331

A notable observation is that the p-value associ-1332

ated with the collaborative strategy is significantly1333

below the 0.05 threshold, indicating its substan-1334

tial impact. In contrast, the p-value of the other1335

two factors is obviously greater than 0.05. This1336

corroborates our earlier conclusion in §3.1, empha-1337

sizing that the influence of collaborative strategy1338

outweighs that of society. Additionally, Chen et al.1339

(2023c) demonstate that LLMs are well-known to1340

show sycophant behaviors.1341

We then present the main results and signifi-1342

cance tests of societies and strategies on Chat-1343

GPT (with engine of gpt-3.5-turbo em-1344

ployed between July 10 and July 23, 2023) in1345

Table 8, 9, 10.1346

We also present the word clouds in Figure 11,1347

and answer changing of agents with different1348

traits in Figure 11, to reveal that indistinctive im-1349

pact of 3-agent societies on performance. Further- 1350

more, we demonstrate that the tasks with different 1351

subjects and difficulty display varying sensitivity 1352

to collaborative strategies, as presented with radar 1353

maps in Figure 13. 1354

F Analysis on Machine Society Settings 1355

(Backbone: ChatGPT) 1356

In this section, we conduct significance tests for 1357

the experiments outlined in §3.2. The chosen 1358

method is one-way analysis of variance. Prior to 1359

the analysis, we performed a check for homogene- 1360

ity of variance, with only one entry in Table 13 1361

deviating from the criteria. Significance tests for 1362

the number of agents, the number of rounds, and 1363

different collaborative strategies are individually 1364

detailed in Table 11, Table 12 and Table 13 respec- 1365

tively. 1366

Different Numbers of Agents. According to 1367

the results of the p-values in Table 11, the conclu- 1368

sion in §3.2 is confirmed, namely, different number 1369

of agents results in a significant correlation on per- 1370

formance. By integrating the results in Figure 3, it 1371

becomes evident that the presence of three agents 1372

is relatively optimal. 1373

We also analyse the consensus reaching with 1374

different numbers of agents, and present the results 1375

in Figure 16, 17. 1376

Different Rounds of Collaboration. As 1377

observed from Table 12, we find that the in- 1378

fluence of rounds significantly relies on the 1379

collaborative strategy employed. For MMLU 1380

and Chess Move Validity, the collaborative 1381

strategies associated with p-values < 0.05 are 1382

{p0p1p1p0, p0p1p1p1, p1p0p1p0, p1p0p1p1} and 1383

{p0p1p1p0, p0p1p1p1, p1p0p1p1, p1p1p0p0, p1p1p0 1384

p1, p1p1p1p0}, respectively. We also increase 1385

the rounds of collaboration, from 3 to 10, and 1386

present the results in Figure 18, 19. We find 1387

that although there would be some fluctuations 1388

on performance if we scale up the round of 1389

collaboration, the outperformance is not significant 1390

enough. While increasing rounds of collaboration 1391

will result in more consumption of tokens, which 1392

are not economic. Thus we infer that the 3-round 1393

collaboration is relatively optimal considering both 1394

performance and cost. 1395

Furthermore, as seen from Figure 7, the strategy 1396

subsequent with a round of debate tends to yield 1397

less consensus clusters compared to the preced- 1398

ing rounds. Conversely, the strategy subsequent 1399
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Metric
(Strategy)

Society
Collaborative Strategy Metric (Society)

p0p0p0 p0p0p1 p0p1p0 p0p1p1 p1p0p0 p1p0p1 p1p1p0 p1p1p1 Cost ↓ W-T ↑
M

M
L

U Acc ↑

S1 64.4±1.7 66.4±2.2 58.0±3.7 55.2±4.4 37.6±7.0 42.4±7.1 50.4±4.3 44.8±2.7 5050 5
S2 67.2±4.1 67.6±7.1 53.2±6.4 53.2±5.0 38.4±5.5 40.4±5.2 53.6±4.8 45.2±3.6 5076 2
S3 62.0±6.2 67.6±3.8 52.0±6.8 57.2±6.4 42.4±5.2 37.6±5.5 55.2±6.6 40.0±6.2 5073 8
S4 64.8±4.4 64.8±5.8 58.4±3.0 51.6±3.8 38.0±3.7 42.0±2.4 54.0±5.8 41.2±5.2 5080 5

Cost ↓ All 7528 5957 5402 4374 5812 4215 4272 3001
-

W-T ↑ All - 14 2 3 0 0 1 0

M
A

T
H Acc ↑

S1 46.8±8.1 46.0±8.1 44.0±5.3 44.4±5.2 50.0±5.8 49.2±8.1 42.0±3.2 42.0±4.0 5816 17
S2 47.2±6.4 54.0±2.4 48.4±3.8 43.6±4.3 48.0±4.2 44.4±7.9 50.8±3.6 38.8±9.1 5844 22
S3 50.8±4.8 42.8±6.6 45.6±6.8 45.2±4.4 49.2±4.8 46.4±5.5 45.2±8.4 43.6±2.6 5837 9
S4 50.8±5.4 45.2±7.0 48.8±9.4 44.8±3.3 49.2±8.7 51.2±2.3 48.4±6.5 40.8±6.1 5834 18

Cost ↓ All 6919 6302 6221 5667 6149 5645 5924 4807
-

W-T ↑ All - 10 10 9 13 10 10 4

C
he

ss
M

ov
e

V
al

id
ity

Acc ↑

S1 47.2±3.6 47.6±5.2 45.6±7.8 40.0±4.5 42.8±2.3 29.2±4.6 42.4±6.5 20.0±6.0 2927 10
S2 48.4±5.0 45.6±6.1 43.6±4.3 39.6±3.3 48.4±5.2 35.6±5.2 43.2±8.8 18.8±5.8 2930 6
S3 49.6±5.5 48.0±5.8 47.6±5.5 37.6±9.9 41.6±6.1 35.2±8.3 40.4±3.8 14.8±6.1 2947 6
S4 48.4±3.3 49.6±4.6 46.0±3.5 36.8±4.1 38.8±3.3 27.2±3.9 38.0±6.3 14.0±4.7 2959 5

Cost ↓ All 3736 3169 3196 2627 3266 2714 2698 2123
-

W-T ↑ All - 11 6 1 5 0 4 0

Table 8: The impact of 8 collaborative strategies on the performance of 3 datasets across distinct societies, using
ChatGPT (with engine of gpt-3.5-turbo employed between July 10 and July 23, 2023). Blue marks the
best-performing strategy under the same society, light blue represents the second-best-performing strategy, and
red indicates the worst-performing strategy. Cost / Cost measures the average tokens consumed by all cases under
the same collaborative strategy / society. W-T / W-T tallies the total number of occurrences where performance
exceeds the strategy p0p0p0 under the same collaborative strategy / society. The significances test on societies and
strategies are respectively shown in Table 9, 10.

Figure 13: Illustration of different collaborative strategies impacting accuracy diversely on the tasks considering
varied subjects and difficulty, using ChatGPT. The symbol ‘ ’ represents that there is at least one collaborative
strategy whose accuracy is better than self-consistency, while the symbol ‘ ’ indicates that there is no collaborative
strategy whose accuracy is worse than self-consistency. Both of these symbols represent the accuracy of self-
consistency. The accuracy under each collaborative strategy is a summation within all 3-agent societies.

with a round of reflection at the same juncture1400

will increase consensus clusters. Adding an extra1401

round of debate at this juncture, as per the con-1402

clusions in §4, is not anticipated to bring about a1403

discernible enhancement in performance. This con-1404

firms the efficacy of the early-stopping mechanism1405

implemented in Liu et al. (2023c), drawing inspira-1406

tion from Byzantine Consensus theory (Castro and1407

Liskov, 1999).1408

Moreover, as seen from Figure 7, we scrutinize1409

the consensus reaching of these strategies in three1410

rounds where p-values are below 0.05. Combining1411

the insights from Figure 7 and Figure 18, 4, 19, it 1412

becomes apparent that these collaborative strategies 1413

exhibit substantial fluctuations in consensus reach- 1414

ing, at times demonstrating periods of notably low 1415

answer consistency. For the collaborative strategy 1416

p0p0p0p0 in Chess Move Validity, although contin- 1417

ual reflection results in a gradual increase in the 1418

quantity of consensus clusters, a more stable trend 1419

with smaller fluctuations renders it less sensitive to 1420

the number of rounds. Conversely, collaborative 1421

strategies with p-values> 0.05 often display higher 1422

levels of answer consistency. 1423
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Figure 14: Accuracy of different societies with 2∼10 agents under 3-round collaborative strategies, on ChatGPT.
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Figure 15: Accuracy of different numbers (2∼10) of agents under 3-round collaborative strategies, using ChatGPT.
The significance test is shown in Table 11.

24



m( )

Figure 16: Average quantity of consensus clusters (unique answers among multiple agents) in different societies
with 2∼10 agents under each round of 3-round collaborative strategies, using ChatGPT.

m( )

m( )

m( )

m( )

m( )

m( )

m( )

m( )

Figure 17: Average ratio of consensus clusters (unique answers among multiple agents) with different numbers
(2∼10) of agents under each round of 3-round collaborative strategies, using ChatGPT.
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Figure 18: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on MMLU, using ChatGPT.
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Figure 19: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on Chess Move Validity, using ChatGPT.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.350 0.618 0.866
p0p0p1 0.797 0.069 0.716
p0p1p0 0.162 0.631 0.726
p0p1p1 0.350 0.945 0.807
p1p0p0 0.501 0.964 0.025
p1p0p1 0.497 0.378 0.079
p1p1p0 0.562 0.135 0.614
p1p1p1 0.236 0.642 0.293

Table 9: One-Way ANOVA results for the impact of
society on accuracy with fixed collaborative strategy,
based on experiments from Table 8 using ChatGPT in
July.

MMLU MATH Chess Move Validity
Society p-value p-value p-value

S1 0.000 0.346 0.000
S2 0.000 0.008 0.000
S3 0.000 0.388 0.000
S4 0.000 0.213 0.000

Table 10: One-Way ANOVA results for the impact of
collaborative strategy on accuracy with fixed society,
based on experiments in Table 8 on ChatGPT in July.

Collaborative S
′
1 S

′
2 S

′
3 S

′
4 S

′
5

Strategy p-value p-value p-value p-value p-value

p0p0p0 0.000 0.000 0.000 0.000 0.000
p0p0p1 0.000 0.000 0.000 0.000 0.000
p0p1p0 0.002 0.015 0.006 0.000 0.000
p0p1p1 0.000 0.000 0.000 0.000 0.000
p1p0p0 0.000 0.000 0.000 0.000 0.000
p1p0p1 0.000 - 0.000 0.001 0.000
p1p1p0 0.000 0.000 0.000 0.000 0.000
p1p1p1 0.000 0.000 0.000 0.005 0.000

Table 11: One-way ANOVA analysis of results in Fig-
ure 15 (different numbers of agents), using ChatGPT.
S

′

1: One overconfident agent and the others are all
easygoing. S

′

2: One easygoing agent among predom-
inantly overconfident agents. S

′

3: Equal numbers of
overconfident and easygoing agents. S

′

4: Entirely easy-
going agents. S

′

5: Entirely overconfident agents. ‘-’: It
doesn’t pass homogeneity test for variance.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0p0p0p0p0p0p0p0 0.030 0.323 0.000
p1p0p0p0p0p0p0p0p0p0 0.000 0.070 0.161
p0p1p0p0p0p0p0p0p0p0 0.101 0.332 0.000
p1p0p1p0p1p0p1p0p1p0 0.000 0.077 0.871
p0p1p0p1p0p1p0p1p0p1 0.051 0.062 0.000
p1p0p1p1p1p1p1p1p1p1 0.000 0.021 0.630
p0p1p1p1p1p1p1p1p1p1 0.431 0.176 0.063
p1p1p1p1p1p1p1p1p1p1 0.000 0.000 0.027

Table 12: One-way ANOVA analysis of the results in
Figure 4, 18, 19 (different rounds), using ChatGPT.
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Figure 20: The effect on accuracy of whether all agents
in a society execute the same thinking pattern in one
round on MATH, using ChatGPT. “All” and “Part” re-
spectively refer to all agents applying the same and
different thinking pattern(s) in one round. The signif-
icance test is shown in Table 13 at Appendix F.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.402 0.856 0.147
p0p0p1 0.007 0.002 0.001
p0p1p0 0.550 0.641 0.002
p0p1p1 - 0.276 0.000
p1p0p0 - 0.051 -
p1p0p1 - 0.784 0.000
p1p1p0 0.014 0.294 0.172
p1p1p1 1.000 0.000 0.347

Table 13: One-way ANOVA analysis of the results of
Figure 5 (other collaborative strategies), using Chat-
GPT. ‘-’: It doesn’t pass homogeneity test for variance.

Other Collaborative Strategies. We also1424

present the results of all agents in a society exe-1425

cute the same or inconsistent thinking pattern(s)1426

at one round in Figure 20. According to Table 13,1427

we observe a pronounced impact of maintaining a1428

consistent thinking pattern on Chess Move Valid-1429

ity, while its influence on MMLU and MATH is1430

less significant. We attribute this difference to the1431

limited assistance that collaborative strategy offers1432

for MMLU and MATH, as evidenced in the results1433

observed in §G.2 based on Figure 21(a).1434

G A Social Psychology View on1435

Conformity, Consensus Reaching, and1436

Group Dynamics1437

G.1 Conformity and Consensus Reaching1438

Figures 6, 28, 37, 65, and 51 illustrate the confor-1439

mity. Figures 7, 28, 37, 65, and 51 illustrate the1440

consensus. This section provides a detailed expla-1441

nation of the methodologies used to calculate both1442

conformity and consensus.1443

For conformity, we solely focus on agents ac-1444

tively engaging in debate, disregarding those in re-1445

flection during a given round. Let the answer of the1446

i-th agent at j-th round be denoted as ai,j . For the 1447

k-th agent at j-th round, if “Frequency
(
{ai,j−1|i ∈ 1448

[1, n]}
)

= ak,j”, we identify this as the occur- 1449

rence of conformity by agent k at j-th round, where 1450

Frequency(·) represents the most frequently given 1451

answer (excluding instances where all answers oc- 1452

cur only once, as such cases are considered as non- 1453

conformity). Additionally, we categorize the cor- 1454

rectness of answers both before and after confor- 1455

mity into four cases, with ‘True’ denoting correct 1456

and ‘False’ denoting incorrect. 1457

For consensus, we examine the evolution of the 1458

quantity of distinct answers (i.e., consensus clus- 1459

ters) with increasing rounds of collaboration. Let 1460

the answer of the i-th agent at time j be denoted 1461

as ai,j . For the j-th round, consensus clusters is 1462

defined as ‖Set({ai,j |i ∈ [1, n]})‖, where ‖Set(·)‖ 1463

represents the count of different answers. This 1464

computational approach has been utilized in the 1465

analysis presented in Figures 17, 16, 60, 59, 46, 45. 1466

G.2 A Social Psychology View on Group 1467

Dynamics 1468

We seek to elucidate how performance impacted by 1469

group dynamics, i.e., the patterns of interaction be- 1470

tween group members and different processes that 1471

may occur within a social group. Diving into the in- 1472

tricacies of collaboration, each agent generates four 1473

answers, including the initial answer without col- 1474

laboration, as shown in Figure 2(d). To determine 1475

the answer for each round, we employ the majority 1476

vote (Cobbe et al., 2021; Li et al., 2022). Given ‘T’ 1477

and ‘F’ respectively denoting a round that yields 1478

a correct and an incorrect answer, we could ob- 1479

tain 24=16 possible answer sequences over the four 1480

rounds. We select 10 sequences6 of them and cat- 1481

egorize them into 3 groups: Correcting Mistakes 1482

(FFFT, FFTT, FTTT ), Changing Correct An- 1483

swers (TFFF, TTFF, TTTF ), and Wavering 1484

Answers (FTFT, FTTF, TFTF, TFFT ). Par- 1485

ticularly, Wavering Answers resemble model hallu- 1486

cination (Rawte et al., 2023; Zhang et al., 2023c; Ji 1487

et al., 2023; Luo et al., 2024) due to the occurrence 1488

of self-contradictory answers. Our categorization 1489

is under society-agnostic collaborative strategies, 1490

considering the performance variance between so- 1491

cieties is negligible. From the results on ChatGPT 1492

shown in Figure 21, and on other LLMs shown in 1493

6The selected 10 sequences adhere to patterns: (1)
[F ]i>0[T ]j>0, e.g., FFFT ; (2) [T ]i>0[F ]j>0, e.g., TFFF ;
(3) [TF ]i≥0[FT ]j≥0, e.g., FTFT , where [·]i, [·]j respec-
tively denotes repetition for i, j times.
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Figure 21: The percentage of different behaviors under different collaborative strategies, using ChatGPT. Figure
(a-c) & (d-f) respectively show the token cost and accuracy of different strategies before and after 3-round col-
laboration. Figure (g-i) present the percentage of different behavioral features (mainly analyzed by the change of
answer correctness) (Zhang et al., 2023b,a; Xie et al., 2024) under different collaborative strategies. All results are
summarized across all societies. The results on other LLMs are shown in Figure 30, 39, 53, 67 at Appendix H.

Appendix H, we summarize the following findings:1494

(1) Debate-initial/dominant collaborative1495

strategies are generally effective. As seen from1496

the red bars in Figure 21 30, 39, 53, 67(d-f), we1497

find that the collaborative strategies starting from1498

or dominant with debate p0 are more effective than1499

other, and mostly outperform self-consistency, even1500

though they cost more tokens (seen from blue bars).1501

(2) Reflection experiences greater insta-1502

bility (a heightened risk of model hallucina-1503

tion). As observed from the purple bars in Fig-1504

ure 21 30, 39, 53, 67(g-h), comparing pipjp0 &1505

pipjp1; pip0pj & pip1pj , pipjp0 and pip0pj are1506

more likely to wavering answers than pipjp1 and1507

pip1pj , demonstrating that reflection is more likely1508

to cause model hallucination than debate.1509
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H Analysis on Different Backbone LLMs1510

To make the findings in this paper more general, we1511

also implement all the experiments with some other1512

open-resource backbone LLMs, such as LlaMA21513

Chat 13B (Touvron et al., 2023), LlaMA2 Chat1514

70B (Touvron et al., 2023), Qwen 72B (Bai et al.,1515

2023) and Mixtral 8×7B (Jiang et al., 2023, 2024).1516

H.1 LlaMA2 Chat 13B1517

Analysis on Machine Social Collaboration. We1518

present the main results and significance tests of1519

societies and strategies on LlaMA2 Chat 13B in1520

Table 14, 15, 16. We present the word clouds of1521

LlaMA2 Chat 13B in Figure 22, and proportion1522

of agents with different traits changing answers1523

in different societies on LlaMA2 Chat 13B in Fig-1524

ure 23. Furthermore, we demonstrate that the tasks1525

with different subjects and difficulty display vary-1526

ing sensitivity to collaborative strategies, as pre-1527

sented with radar maps on LlaMA2 Chat 13B in1528

Figure 24.1529

Analysis on Different Numbers of Agents.1530

We present the significance test for different num-1531

bers of agents with LlaMA2 Chat 13B in Table 17.1532

We also show the performance varying from agent1533

numbers in Figure 25.1534

Analysis on Different Rounds. We present the1535

significance test for different rounds of collabora-1536

tion with LlaMA2 Chat 13B in Table 18. We also1537

show the performance varying from collaboration1538

rounds in Figure 26.1539

Analysis on Other Collaborative Strategies.1540

We present the significance test for other collab-1541

orative strategies (executing the same or hybird1542

thinking patterns in a certain round) with LlaMA21543

Chat 13B in Table 19. We also show the perfor-1544

mance varying from other strategies in Figure 27.1545

A Social Psychology View on Conformity,1546

Consensus Reaching and Group Dynamics. We1547

then show the variation of answer correctness in1548

the situation of conformity in Figure 28; and the1549

quantity of consensus clusters among 3-agent an-1550

swers in Figure 29. We present group dynamics1551

reflected by different answer changing behaviors1552

on LlaMA2 Chat 13B in Figure 30.1553
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Metric
(Strategy) Society Collaborative Strategy Metric (Society)

p0p0p0 p0p0p1 p0p1p0 p0p1p1 p1p0p0 p1p0p1 p1p1p0 p1p1p1 Cost ↓ W-T ↑
M

M
L

U Acc ↑

S1 37.2±5.9 47.2±3.9 48.4±3.9 46.0±5.7 47.2±2.3 46.8±2.7 45.2±4.4 46.8±3.0 7447 35
S2 38.4±4.6 42.8±3.9 43.6±3.6 45.2±3.6 44.8±4.6 47.2±3.9 44.4±6.2 42.8±3.4 7413 33
S3 36.0±3.7 44.8±3.0 44.8±4.8 46.4±1.7 41.6±4.3 46.4±2.2 43.2±6.6 42.4±3.3 7370 33
S4 34.8±2.7 42.4±5.0 42.0±4.5 44.0±2.8 40.4±3.0 43.6±3.9 40.8±3.0 41.6±2.6 7423 35

Cost ↓ All 11429 9476 8166 6419 8452 5734 5733 3900 -
W-T ↑ All - 20 20 20 18 20 19 19

M
A

T
H Acc ↑

S1 5.2±2.3 6.8±2.3 5.6±2.6 5.6±2.6 4.8±3.0 4.4±1.7 5.6±3.9 3.2±1.1 8639 24
S2 5.2±3.6 5.2±3.4 6.0±2.0 6.8±1.8 6.0±0.0 6.8±1.8 6.8±1.1 4.8±1.1 8451 22
S3 6.8±1.8 6.8±3.0 6.8±3.4 6.0±2.8 5.2±1.8 5.2±1.8 6.0±3.7 3.6±1.7 8501 16
S4 4.8±2.3 6.8±3.4 7.2±1.1 5.6±2.2 5.6±1.7 5.2±2.3 5.2±3.6 4.0±1.4 8475 28

Cost ↓ All 10655 9508 9501 7900 9319 7761 7800 5687 -
W-T ↑ All - 15 16 13 13 11 13 9

C
he

ss
M

ov
e

V
al

id
ity

Acc ↑

S1 16.4±3.0 7.2±3.0 9.2±2.3 2.8±1.8 8.8±3.0 4.8±2.3 9.2±4.4 2.0±2.8 3754 2
S2 11.6±5.2 8.0±1.4 10.8±4.2 2.8±1.8 11.6±2.6 6.0±3.2 10.8±5.0 3.6±2.6 3725 10
S3 14.8±3.0 8.4±4.8 10.0±4.2 5.2±1.1 14.0±4.5 6.8±3.0 9.6±6.2 2.8±3.0 3678 5
S4 16.0±4.2 6.8±2.7 12.4±6.2 4.0±2.5 10.0±4.2 7.2±6.7 10.0±3.2 4.0±2.5 3647 4

Cost ↓ All 4889 4123 4061 3324 4045 3293 3292 2581 -
W-T ↑ All - 2 4 0 7 1 7 0

Table 14: The impact of eight different collaborative strategies on the performance of three datasets across distinct
societies (using LlaMA2-chat-13B). The significances test on societies and strategies are respectively shown in
Table 15, 16.

MMLU Math Chess Move Validity

S1

S4

Figure 22: Comparative word clouds on three datasets in societies S1 and S4, using LlaMA2-13B-chat. Society S1

features three overconfident agents, while society S4 comprises three easy-going agents.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.611 0.632 0.251
p0p0p1 0.252 0.791 0.854
p0p1p0 0.142 0.714 0.706
p0p1p1 0.755 0.839 0.164
p1p0p0 0.039 0.789 0.175
p1p0p1 0.318 0.277 0.809
p1p1p0 0.585 0.884 0.959
p1p1p1 0.071 0.310 0.672

Table 15: One-Way ANOVA results for the impact of
society on accuracy with fixed collaborative strategy,
based on experiments from Table 14 using LlaMA2-
chat-13B.

MMLU MATH Chess Move Validity
Society p-value p-value p-value

S1 0.006 0.548 0.000
S2 0.129 0.664 0.000
S3 0.005 0.518 0.000
S4 0.009 0.490 0.001

Table 16: One-Way ANOVA results for the impact of
collaborative strategy on accuracy with fixed society,
based on experiments from Table 14 using LlaMA-13B-
Chat.
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Figure 23: Proportion of agents with different traits changing answers in societies S1 and S4, using LlaMA2-13B-
chat. Society S1 features three overconfident agents, while society S4 comprises three easy-going agents.
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Figure 24: Illustration of different collaborative strategies impacting accuracy diversely on the tasks considering
varied subjects and difficulty, using LlaMA2-13B-chat. The symbol ‘ ’ represents that there is at least one col-
laborative strategy whose accuracy is better than self-consistency, while the symbol ‘ ’ indicates that there is no
collaborative strategy whose accuracy is worse than self-consistency. Both of these symbols represent the accuracy
of self-consistency. The accuracy under each collaborative strategy is a summation within all 3-agent societies.

( ) ( ) ( ), i.e. S

Figure 25: Accuracy of different number of agents under different collaborative strategies, on LlaMA2-13B-chat.
The significance test is shown in Table 17.

Round 1: Round 2-4: i j k Round 1: Round 2-4: i j k

Round 1: Round 2-4: i j k Round 1: Round 2-4: i j k

Figure 26: Accuracy at round 2,3,4 within 4-round collaborative societies, where the thinking pattern of round 1 is
fixed (p0 or p1), using LlaMA2-13B-chat. The significance test is shown in Table 18.

Collaborative MMLU Chess Move Validity
Strategy p-value p-value

p0p0p0 0.186 0.001
p0p0p1 0.019 0.000
p0p1p0 0.175 0.000
p0p1p1 0.010 0.178
p1p0p0 0.023 0.001
p1p0p1 0.002 0.005
p1p1p0 0.098 0.005
p1p1p1 0.004 0.002

Table 17: One-way ANOVA analysis of the results in
Figure 25 (different numbers of agents), using LlaMA2-
chat-13B.
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Collaborative MMLU Chess Move Validity
Strategy p-value p-value

p0p0p0p0 0.000 0.361
p0p0p0p1 0.111 0.598
p0p0p1p0 0.082 0.335
p0p0p1p1 0.529 0.076
p0p1p0p0 0.293 0.176
p0p1p0p1 0.641 0.259
p0p1p1p0 0.536 0.026
p0p1p1p1 0.812 0.052
p1p0p0p0 0.010 0.629
p1p0p0p1 0.547 0.029
p1p0p1p0 0.749 0.055
p1p0p1p1 0.600 0.007
p1p1p0p0 0.605 0.009
p1p1p0p1 0.988 0.012
p1p1p1p0 0.889 0.097
p1p1p1p1 0.742 0.884

Table 18: One-way ANOVA analysis of the results in
Figure 26 (different rounds), using LlaMA2-chat-13B.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.419 0.659 0.203
p0p0p1 0.441 1.000 0.141
p0p1p0 0.086 0.074 0.264
p0p1p1 0.001 0.161 0.347
p1p0p0 0.030 - 0.000
p1p0p1 0.003 0.004 0.380
p1p1p0 0.070 0.001 0.005
p1p1p1 0.169 0.008 0.128

Table 19: One-way ANOVA analysis of the results
in Figure 27 (other collaborative strategies), using
LlaMA2-chat-13B.
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Figure 27: The effect on accuracy of whether all agents
in society execute the same thinking pattern in one
round, using LlaMA2-13B-chat. “All” and “Part” refer
to all agents applying the same thinking pattern and dif-
ferent thinking patterns in one round respectively. The
significance test is shown in Table 19.
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Figure 28: Variation of answer correctness in the situation of conformity, using LlaMA2-13B-chat, where confor-
mity brings about benefits: Ratio(False→True + True→True) > Ratio(True→False + False→False); conformity
brings about detriments: Ratio(False→True + True→True) < Ratio(True→False + False→False).

Figure 29: Average quantity of consensus clusters (i.e., unique answers among multiple agents) under different
rounds of collaboration with 3-round collaborative strategies, on LlaMA2-13B-chat. Smaller quantity of consensus
clusters, more easier it is to reach a consensus. Round 0 is equal to self-consistency.

Figure 30: The percentage of different behaviors under different collaborative strategies, using LlaMA2-13B-chat.
Figure (a-c) & (d-f) respectively show the token cost and accuracy of different strategies before and after 3-round
collaboration. Figure (g-i) present the percentage of different behavioral features (mainly analyzed by the change
of answer correctness) (Zhang et al., 2023b,a) under different collaborative strategies. All results are summarized
across all societies.
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H.2 LlaMA2 Chat 70B1554

Analysis on Machine Social Collaboration. We1555

present the main results and significance tests of1556

societies and strategies on LlaMA2 Chat 70B in1557

Table 20, 21, 22. We present the word clouds of1558

LlaMA2 Chat 70B in Figure 31, and proportion1559

of agents with different traits changing answers1560

in different societies on LlaMA2 Chat 70B in Fig-1561

ure 32. Furthermore, we demonstrate that the tasks1562

with different subjects and difficulty display vary-1563

ing sensitivity to collaborative strategies, as pre-1564

sented with radar maps on LlaMA2 Chat 70B in1565

Figure 33.1566

Analysis on Different Numbers of Agents.1567

We present the significance test for different num-1568

bers of agents with LlaMA2 Chat 70B in Table 23.1569

We also show the performance varying from agent1570

numbers in Figure 34.1571

Analysis on Different Rounds. We present the1572

significance test for different rounds of collabora-1573

tion with LlaMA2 Chat 70B in Table 24. We also1574

show the performance varying from collaboration1575

rounds in Figure 35.1576

Analysis on Other Collaborative Strategies.1577

We present the significance test for other collab-1578

orative strategies (executing the same or hybird1579

thinking patterns in a certain round) with LlaMA21580

Chat 70B in Table 25. We also show the perfor-1581

mance varying from other strategies in Figure 36.1582

A Social Psychology View on Conformity,1583

Consensus Reaching and Group Dynamics. We1584

then show the variation of answer correctness in1585

the situation of conformity in Figure 37; and the1586

quantity of consensus clusters among 3-agent an-1587

swers in Figure 38. We present group dynamics1588

reflected by different answer changing behaviors1589

on LlaMA2 Chat 70B in Figure 39.1590
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Metric
(Strategy) Society Collaborative Strategy Metric (Society)

p0p0p0 p0p0p1 p0p1p0 p0p1p1 p1p0p0 p1p0p1 p1p1p0 p1p1p1 Cost ↓ W-T ↑
M

M
L

U Acc ↑

S1 40.8±2.7 43.6±3.9 36.0±2.8 38.4±3.3 35.6±4.3 35.6±2.6 30.4±4.3 24.0±5.7 6915 7
S2 44.4±3.9 49.2±4.6 45.2±3.9 42.0±0.0 34.4±4.3 34.4±8.3 31.6±8.4 25.6±3.6 6946 11
S3 44.0±5.5 45.6±4.6 39.2±2.7 42.8±3.0 35.2±5.4 32.4±4.3 28.0±7.3 25.6±5.2 6931 8
S4 47.6±4.1 48.0±5.1 46.0±6.3 45.2±3.9 26.8±3.6 30.8±6.9 32.8±1.8 33.6±6.2 6936 8

Cost ↓ All 10811 8608 7904 6177 7535 5410 5287 3722 -
W-T ↑ All - 16 5 11 1 0 1 0

M
A

T
H Acc ↑

S1 8.4±3.6 10.4±3.9 9.2±1.1 4.0±2.5 9.2±4.2 8.4±4.3 6.8±2.7 3.6±1.7 7000 16
S2 8.0±2.5 9.6±2.6 8.8±3.0 6.4±2.6 7.2±4.4 6.8±1.1 8.4±4.3 4.8±2.3 7013 19
S3 8.4±4.6 7.2±3.9 8.4±3.6 5.6±3.6 7.2±1.8 7.2±4.8 6.8±3.0 0.8±1.1 7157 15
S4 6.0±2.0 7.2±1.8 6.0±2.0 4.0±2.0 5.2±3.0 6.8±1.1 8.8±4.4 3.6±2.6 6934 23

Cost ↓ All 9465 7850 7662 6294 7520 6302 6382 4734 -
W-T ↑ All - 14 14 5 13 9 14 4

C
he

ss
M

ov
e

V
al

id
ity

Acc ↑

S1 20.4±6.2 16.8±3.6 17.2±4.2 8.4±2.2 21.2±5.8 10.8±3.0 10.4±1.7 4.8±3.0 3563 7
S2 18.4±4.8 9.6±3.6 13.2±1.1 5.6±2.2 14.4±3.9 7.2±3.0 13.2±3.4 4.0±2.8 3557 4
S3 18.4±6.5 11.2±3.0 12.0±5.8 8.0±2.0 20.8±4.6 8.4±4.3 12.8±2.7 2.8±3.4 3629 7
S4 15.2±4.2 11.6±2.2 15.2±2.3 10.4±1.7 18.0±4.7 8.0±4.7 10.8±2.7 5.2±2.3 3679 12

Cost ↓ All 4778 3947 3830 3082 4139 3314 3259 2508 -
W-T ↑ All - 4 6 2 13 1 4 0

Table 20: The impact of eight different collaborative strategies on the performance of three datasets across distinct
societies (using LlaMA2-chat-70B). The significances test on societies and strategies are respectively shown in
Table 21, 22.

MMLU Math Chess Move Validity

S1

S4

Figure 31: Comparative word clouds on three datasets in societies S1 and S4, using LlaMA2-70B-chat. Society S1

features three overconfident agents, while society S4 comprises three easy-going agents.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.122 0.621 0.532
p0p0p1 0.251 0.291 0.014
p0p1p0 0.004 0.248 0.185
p0p1p1 0.018 0.430 0.015
p1p0p0 0.020 0.381 0.132
p1p0p1 0.601 0.854 0.506
p1p1p0 0.641 0.750 0.282
p1p1p1 0.044 0.037 0.585

Table 21: One-Way ANOVA results for the impact of
society on accuracy with fixed collaborative strategy,
based on experiments from Table 20 using LlaMA2-
chat-70B.

MMLU MATH Chess Move Validity
Society p-value p-value p-value

S1 0.000 0.013 0.000
S2 0.000 0.297 0.000
S3 0.000 0.040 0.000
S4 0.000 0.056 0.000

Table 22: One-Way ANOVA results for the impact of
collaborative strategy on accuracy with fixed society,
based on experiments from Table 20 using LlaMA-70B-
Chat.
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Figure 32: Proportion of agents with different traits changing answers in societies S1 and S4, using LlaMA2-70B-
chat. Society S1 features three overconfident agents, while society S4 comprises three easy-going agents.
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Figure 33: Illustration of different collaborative strategies impacting accuracy diversely on the tasks considering
varied subjects and difficulty, using LlaMA2-70B-chat. The symbol ‘ ’ represents that there is at least one col-
laborative strategy whose accuracy is better than self-consistency, while the symbol ‘ ’ indicates that there is no
collaborative strategy whose accuracy is worse than self-consistency. Both of these symbols represent the accuracy
of self-consistency. The accuracy under each collaborative strategy is a summation within all 3-agent societies.

( ) ( ) ( ), i.e. S

Figure 34: Accuracy of different number of agents under different collaborative strategies, on LlaMA2-70B-chat.
The significance test is shown in Table 23.

Round 1: Round 2-4: i j k Round 1: Round 2-4: i j k

Round 1: Round 2-4: i j k Round 1: Round 2-4: i j k

Figure 35: Accuracy at round 2,3,4 within 4-round collaborative societies, where the thinking pattern of round 1 is
fixed (p0 or p1), using LlaMA2-70B-chat. The significance test is shown in Table 24.

Collaborative MMLU Chess Move Validity
Strategy p-value p-value

p0p0p0 0.481 0.006
p0p0p1 0.000 0.001
p0p1p0 0.000 0.000
p0p1p1 - 0.023
p1p0p0 0.001 0.035
p1p0p1 0.003 0.000
p1p1p0 0.002 0.036
p1p1p1 0.024 0.423

Table 23: One-way ANOVA analysis of the results of
Figure 34 (different numbers of agents), using LlaMA2-
chat-70B.
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Collaborative MMLU Chess Move Validity
Strategy p-value p-value

p0p0p0p0 0.034 0.545
p0p0p0p1 0.008 0.019
p0p0p1p0 0.020 0.004
p0p0p1p1 0.643 0.004
p0p1p0p0 0.045 0.034
p0p1p0p1 0.164 0.902
p0p1p1p0 0.046 0.006
p0p1p1p1 0.082 0.000
p1p0p0p0 0.706 0.207
p1p0p0p1 0.449 0.494
p1p0p1p0 0.782 0.095
p1p0p1p1 0.664 0.070
p1p1p0p0 0.360 0.041
p1p1p0p1 0.391 0.018
p1p1p1p0 0.394 0.088
p1p1p1p1 0.031 0.033

Table 24: One-way ANOVA analysis of the results in
Figure 35 (different rounds), using LlaMA2-chat-70B.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.029 0.296 0.004
p0p0p1 0.005 0.020 0.724
p0p1p0 0.018 0.191 0.000
p0p1p1 0.000 0.809 0.684
p1p0p0 0.894 0.503 0.045
p1p0p1 0.747 0.050 0.328
p1p1p0 0.928 0.007 0.001
p1p1p1 0.004 1.000 0.557

Table 25: One-way ANOVA analysis of the results
in Figure 36 (other collaborative strategies), using
LlaMA2-chat-70B.
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Figure 36: The effect on accuracy of whether all agents
in society execute the same thinking pattern in one
round, using LlaMA2-70B-chat. “All” and “Part” refer
to all agents applying the same thinking pattern and dif-
ferent thinking patterns in one round respectively. The
significance test is shown in Table 25.
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Figure 37: Variation of answer correctness in the situation of conformity, using LlaMA2-70B-chat, where confor-
mity brings about benefits: Ratio(False→True + True→True) > Ratio(True→False + False→False); conformity
brings about detriments: Ratio(False→True + True→True) < Ratio(True→False + False→False).

Figure 38: Average quantity of consensus clusters (i.e., unique answers among multiple agents) under different
rounds of collaboration with 3-round collaborative strategies, on LlaMA2-70B-chat. Smaller quantity of consensus
clusters, more easier it is to reach a consensus. Round 0 is equal to self-consistency.

Figure 39: The percentage of different behaviors under different collaborative strategies, using LlaMA2-70B-chat.
Figure (a-c) & (d-f) respectively show the token cost and accuracy of different strategies before and after 3-round
collaboration. Figure (g-i) present the percentage of different behavioral features (mainly analyzed by the change
of answer correctness) (Zhang et al., 2023b,a) under different collaborative strategies. All results are summarized
across all societies.
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H.3 Qwen 72B1591

Analysis on Machine Social Collaboration. We1592

present the main results and significance tests1593

of societies and strategies on Qwen 72B in Ta-1594

ble 26, 27, 28. We present the word clouds of1595

Qwen 72B in Figure 40, and proportion of agents1596

with different traits changing answers in differ-1597

ent societies on Qwen 72B in Figure 41. Further-1598

more, we demonstrate that the tasks with different1599

subjects and difficulty display varying sensitivity1600

to collaborative strategies, as presented with radar1601

maps on Qwen 72B in Figure 42.1602

Analysis on Different Numbers of Agents.1603

We present the significance test for different num-1604

bers of agents with Qwen 72B in Table 29. We also1605

show the performance varying from agent numbers1606

in Figure 43, varying from societies containing1607

2∼10 agents in Figure 44. We also analyse the con-1608

sensus reaching with different numbers of agents,1609

and present the results in Figure 45, 46.1610

Analysis on Different Rounds. We present the1611

significance test for different rounds of collabora-1612

tion with Qwen 72B in Table 30. We also show the1613

performance varying from collaboration rounds in1614

Figure 47, 48, 49.1615

Analysis on Other Collaborative Strategies.1616

We present the significance test for other collab-1617

orative strategies (executing the same or hybird1618

thinking patterns in a certain round) with Qwen1619

72B in Table 31. We also show the performance1620

varying from other strategies in Figure 50.1621

A Social Psychology View on Conformity,1622

Consensus Reaching and Group Dynamics. We1623

then show the variation of answer correctness in1624

the situation of conformity in Figure 51; and the1625

quantity of consensus clusters among 3-agent an-1626

swers in Figure 52. We present group dynamics1627

reflected by different answer changing behaviors1628

on Qwen 72B in Figure 53.1629
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Metric
(Strategy) Society Collaborative Strategy Metric (Society)

p0p0p0 p0p0p1 p0p1p0 p0p1p1 p1p0p0 p1p0p1 p1p1p0 p1p1p1 Cost ↓ W-T ↑
M

M
L

U Acc ↑

S1 64.8±6.4 66.4±6.8 65.6±9.7 63.6±5.0 58.0±4.2 58.4±3.0 60.0±8.8 63.6±2.6 3661 14
S2 60.4±5.9 60.8±5.2 62.8±2.3 61.6±4.6 53.2±5.6 57.6±2.6 61.2±7.8 62.4±4.3 3657 21
S3 64.0±4.7 64.4±3.9 66.0±2.8 65.2±3.0 56.8±5.9 57.6±5.2 59.6±4.3 64.4±2.6 3690 17
S4 62.4±6.2 64.8±3.9 64.0±7.1 66.8±7.3 53.2±5.4 56.8±4.2 60.4±7.4 58.4±3.9 3570 14

Cost ↓ All 5960 4560 4017 3158 4024 2761 2746 1927 -
W-T ↑ All - 12 14 13 4 4 9 10

M
A

T
H Acc ↑

S1 47.2±5.6 43.6±4.6 46.0±6.5 43.6±5.0 40.4±6.5 41.6±8.1 42.0±4.9 39.6±3.9 3537 11
S2 49.6±5.4 48.4±6.1 48.8±6.7 47.2±5.9 41.2±4.4 41.6±5.4 40.0±4.0 37.6±4.1 3513 7
S3 44.8±6.4 44.4±5.5 43.6±4.3 42.0±7.1 40.4±7.8 37.6±6.7 41.6±7.5 36.4±8.7 3595 9
S4 46.0±6.6 44.8±8.6 46.0±8.0 43.6±5.4 39.2±5.0 41.6±4.8 37.6±6.7 35.6±3.9 3595 11

Cost ↓ All 4813 4182 4187 3549 3571 2912 2985 2281 -
W-T ↑ All - 9 13 7 3 3 2 1

C
he

ss
M

ov
e

V
al

id
ity

Acc ↑

S1 43.2±7.0 42.4±4.6 41.2±9.7 36.8±6.4 27.6±4.8 22.0±5.3 20.4±4.8 6.4±3.3 2557 6
S2 46.8±4.2 42.8±4.2 39.2±4.6 34.8±4.2 29.6±5.2 16.8±2.7 22.8±5.8 8.8±3.4 2499 1
S3 42.4±8.7 38.4±9.9 38.0±6.9 36.8±7.8 26.8±5.8 19.6±2.6 19.6±2.6 6.0±2.8 2496 3
S4 36.0±8.1 32.4±4.6 34.0±5.8 26.0±4.9 26.8±5.4 20.8±5.4 22.4±5.9 11.2±2.3 2455 4

Cost ↓ All 3148 2621 2585 2118 2904 2384 2393 1860 -
W-T ↑ All - 6 6 2 0 0 0 0

Table 26: The impact of eight different collaborative strategies on the performance of three datasets across distinct
societies (using Qwen 72B). The significances test on societies and strategies are respectively shown in Table 27, 28.

MMLU Math Chess Move Validity

S1

S4

Figure 40: Comparative word clouds on three datasets in societies S1 and S4, using Qwen 72B. Society S1 features
three overconfident agents, while society S4 comprises three easy-going agents.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.654 0.637 0.162
p0p0p1 0.388 0.649 0.064
p0p1p0 0.841 0.667 0.445
p0p1p1 0.455 0.567 0.034
p1p0p0 0.387 0.963 0.817
p1p0p1 0.933 0.690 0.281
p1p1p0 0.987 0.647 0.695
p1p1p1 0.061 0.688 0.048

Table 27: One-Way ANOVA results for the impact of
society on accuracy with fixed collaborative strategy,
based on experiments from Table 26 using Qwen 72B.

MMLU MATH Chess Move Validity
Society p-value p-value p-value

S1 0.257 0.418 0.000
S2 0.093 0.004 0.000
S3 0.004 0.449 0.000
S4 0.015 0.088 0.000

Table 28: One-Way ANOVA results for the impact of
collaborative strategy on accuracy with fixed society,
based on experiments from Table 26 using Qwen 72B.
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Figure 41: Proportion of agents with different traits changing answers in societies S1 and S4, using Qwen 72B.
Society S1 features three overconfident agents, while society S4 comprises three easy-going agents.

Figure 42: Illustration of different collaborative strategies impacting accuracy diversely on the tasks considering
varied subjects and difficulty, using Qwen 72B. The symbol ‘ ’ represents that there is at least one collaborative
strategy whose accuracy is better than self-consistency, while the symbol ‘ ’ indicates that there is no collaborative
strategy whose accuracy is worse than self-consistency. Both of these symbols represent the accuracy of self-
consistency. The accuracy under each collaborative strategy is a summation within all 3-agent societies.
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Figure 43: Accuracy of different numbers (2∼10) of agents under different collaborative strategies, on Qwen 72B.
The significance test is shown in Table 29.
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m( )

Figure 44: Accuracy of different societies with 2∼10 agents under different collaborative strategies, on Qwen 72B.
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m( )

Figure 45: Average quantity of consensus clusters (unique answers among multiple agents) in different societies
with 2∼10 agents under each round of 3-round collaborative strategies, using Qwen 72B.
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Figure 46: Average ratio of consensus clusters (unique answers among multiple agents) with different numbers
(2∼10) of agents under each round of 3-round collaborative strategies, using Qwen 72B.
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Figure 47: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on MMLU, using Qwen 72B. The significance test is shown in Table 30.

3
(p1)

4
(p1)

5
(p1)

6
(p1)

7
(p1)

8
(p1)

9
(p1)

10
(p1)

42.5
45.0
47.5

Ac
cu

ra
cy

 (%
)

p0p1p1p1p1p1p1p1p1p1

3
(p1)

4
(p1)

5
(p1)

6
(p1)

7
(p1)

8
(p1)

9
(p1)

10
(p1)

35

40

45

Ac
cu

ra
cy

 (%
)

p1p0p1p1p1p1p1p1p1p1

3
(p0)

4
(p0)

5
(p0)

6
(p0)

7
(p0)

8
(p0)

9
(p0)

10
(p0)

40

45

Ac
cu

ra
cy

 (%
)

p0p1p0p0p0p0p0p0p0p0

3
(p0)

4
(p0)

5
(p0)

6
(p0)

7
(p0)

8
(p0)

9
(p0)

10
(p0)

40

45

Ac
cu

ra
cy

 (%
)

p1p0p0p0p0p0p0p0p0p0

3
(p0)

4
(p1)

5
(p0)

6
(p1)

7
(p0)

8
(p1)

9
(p0)

10
(p1)

40

50

Ac
cu

ra
cy

 (%
)

p0p1p0p1p0p1p0p1p0p1

3
(p1)

4
(p0)

5
(p1)

6
(p0)

7
(p1)

8
(p0)

9
(p1)

10
(p0)

40

50

Ac
cu

ra
cy

 (%
)

p1p0p1p0p1p0p1p0p1p0

3
(p1)

4
(p1)

5
(p1)

6
(p1)

7
(p1)

8
(p1)

9
(p1)

10
(p1)

35

40

Ac
cu

ra
cy

 (%
)

p1p1p1p1p1p1p1p1p1p1

3
(p0)

4
(p0)

5
(p0)

6
(p0)

7
(p0)

8
(p0)

9
(p0)

10
(p0)

40

45
Ac

cu
ra

cy
 (%

)

p0p0p0p0p0p0p0p0p0p0

Figure 48: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on MATH, using Qwen 72B. The significance test is shown in Table 30.
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Figure 49: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on Chess Move Validity, using Qwen 72B. The significance test is shown in Table 30.
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Collaborative S
′
1 S

′
2 S

′
3 S

′
4 S

′
5

Strategy p-value p-value p-value p-value p-value

p0p0p0 0.005 0.001 0.003 0.041 0.015
p0p0p1 0.017 0.010 0.037 0.001 0.006
p0p1p0 0.006 0.016 0.002 0.000 0.001
p0p1p1 0.020 0.002 0.010 0.001 0.004
p1p0p0 0.000 0.005 0.000 0.000 0.000
p1p0p1 0.002 0.008 0.004 0.000 0.054
p1p1p0 0.003 0.000 0.002 - 0.000
p1p1p1 0.064 0.008 0.005 0.016 0.000

Table 29: One-way ANOVA analysis of results in Fig-
ure 43 (different numbers of agents), using Qwen 72B.
S

′

1: One overconfident agent and the others are all
easygoing. S

′

2: One easygoing agent among predom-
inantly overconfident agents. S

′

3: Equal numbers of
overconfident and easygoing agents. S

′

4: Entirely easy-
going agents. S

′

5: Entirely overconfident agents. ‘-’: It
doesn’t pass homogeneity test for variance.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0p0p0p0p0p0p0p0 0.262 0.987 0.956
p1p0p0p0p0p0p0p0p0p0 0.753 0.697 0.124
p0p1p0p0p0p0p0p0p0p0 0.914 0.962 0.386
p1p0p1p0p1p0p1p0p1p0 0.673 0.715 0.154
p0p1p0p1p0p1p0p1p0p1 0.922 0.987 0.700
p1p0p1p1p1p1p1p1p1p1 0.845 0.843 0.282
p0p1p1p1p1p1p1p1p1p1 0.928 0.585 0.583
p1p1p1p1p1p1p1p1p1p1 0.832 0.801 0.731

Table 30: One-way ANOVA analysis of the results in
Figure 48, 48, 49 (different rounds), using Qwen 72B.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.704 0.142 0.003
p0p0p1 0.136 0.184 0.000
p0p1p0 0.899 0.157 0.001
p0p1p1 0.180 0.194 0.089
p1p0p0 0.157 0.856 0.004
p1p0p1 0.521 0.152 0.019
p1p1p0 - 0.790 0.004
p1p1p1 0.391 0.688 1.000

Table 31: One-way ANOVA analysis of results in Fig-
ure 50 (other collaborative strategies), using Qwen 72B.
‘-’ means it doesn’t pass homogeneity test for variance.

        p0p0p0
        All Part

        p0p0p1
        All Part

        p0p1p0
        All Part

        p0p1p1
        All Part

        p1p0p0
        All Part

        p1p0p1
        All Part

        p1p1p0
        All Part

        p1p1p1
        All Part

50

60

70

Ac
cu

ra
cy

(%
)

MMLU

        p0p0p0
        All Part

        p0p0p1
        All Part

        p0p1p0
        All Part

        p0p1p1
        All Part

        p1p0p0
        All Part

        p1p0p1
        All Part

        p1p1p0
        All Part

        p1p1p1
        All Part

30

40

50

Ac
cu

ra
cy

(%
)

MATH

        p0p0p0
        All Part

        p0p0p1
        All Part

        p0p1p0
        All Part

        p0p1p1
        All Part

        p1p0p0
        All Part

        p1p0p1
        All Part

        p1p1p0
        All Part

        p1p1p1
        All Part

20

40

Ac
cu

ra
cy

(%
)

Chess Move Validity

Figure 50: The effect on accuracy of whether all agents
in society execute the same thinking pattern in one
round, using Qwen 72B. “All” and “Part” refer to all
agents applying the same thinking pattern and different
thinking patterns in one round respectively. The signif-
icance test is shown in Table 31.
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Figure 51: Variation of answer correctness in the situation of conformity, using Qwen 72B, where conformity
brings about benefits: Ratio(False→True + True→True)> Ratio(True→False + False→False); conformity brings
about detriments: Ratio(False→True + True→True) < Ratio(True→False + False→False).

Figure 52: Average quantity of consensus clusters (i.e., unique answers among multiple agents) under different
rounds of collaboration with 3-round collaborative strategies, using Qwen 72B. Smaller quantity of consensus
clusters, more easier it is to reach a consensus. Round 0 is equal to self-consistency.

Figure 53: The percentage of different behaviors under different collaborative strategies, using Qwen 72B. Figure
(a-c) & (d-f) respectively show the token cost and accuracy of different strategies before and after 3-round col-
laboration. Figure (g-i) present the percentage of different behavioral features (mainly analyzed by the change of
answer correctness) (Zhang et al., 2023b,a) under different collaborative strategies. All results are summarized
across all societies.
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H.4 Mixtral 8×7B1630

Analysis on Machine Social Collaboration. We1631

present the main results and significance tests of1632

societies and strategies on Mixtral 8×7B in Ta-1633

ble 32, 33, 34. We present the word clouds of Mix-1634

tral 8×7B in Figure 54, and proportion of agents1635

with different traits changing answers in different1636

societies on Mixtral 8×7B in Figure 55. Further-1637

more, we demonstrate that the tasks with different1638

subjects and difficulty display varying sensitivity1639

to collaborative strategies, as presented with radar1640

maps on Mixtral 8×7B in Figure 56.1641

Analysis on Different Numbers of Agents.1642

We present the significance test for different num-1643

bers of agents with Mixtral 8×7B in Table 35. We1644

also show the performance varying from agent num-1645

bers in Figure 57, varying from societies containing1646

2∼10 agents in Figure 58. We also analyse the con-1647

sensus reaching with different numbers of agents,1648

and present the results in Figure 59, 60.1649

Analysis on Different Rounds. We present the1650

significance test for different rounds of collabora-1651

tion with Mixtral 8×7B in Table 36. We also show1652

the performance varying from collaboration rounds1653

in Figure 61, 62, 63.1654

Analysis on Other Collaborative Strategies.1655

We present the significance test for other collab-1656

orative strategies (executing the same or hybird1657

thinking patterns in a certain round) with Mixtral1658

8×7B in Table 37. We also show the performance1659

varying from other strategies in Figure 64.1660

A Social Psychology View on Conformity,1661

Consensus Reaching and Group Dynamics. We1662

then show the variation of answer correctness in1663

the situation of conformity in Figure 65; and the1664

quantity of consensus clusters among 3-agent an-1665

swers in Figure 66. We present group dynamics1666

reflected by different answer changing behaviors1667

on Mxitral-8×7B in Figure 67.1668
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Metric
(Strategy) Society Collaborative Strategy Metric (Society)

p0p0p0 p0p0p1 p0p1p0 p0p1p1 p1p0p0 p1p0p1 p1p1p0 p1p1p1 Cost ↓ W-T ↑
M

M
L

U Acc ↑

S1 60.0±8.1 59.6±3.9 58.4±4.3 60.0±1.4 60.0±5.8 60.4±5.2 59.6±2.6 60.0±2.0 4479 17
S2 59.2±7.7 60.0±7.9 60.0±6.5 60.8±5.8 61.2±3.6 62.8±5.4 62.8±5.4 61.2±2.7 4475 27
S3 62.4±5.2 63.6±4.3 65.2±3.0 65.2±3.0 59.2±4.4 61.2±4.2 61.6±2.6 59.6±3.6 4489 18
S4 60.0±3.7 62.4±3.6 63.2±3.4 62.8±2.7 60.0±5.1 60.4±5.5 64.8±5.8 62.0±6.6 4396 25

Cost ↓ All 6891 5371 4871 3944 4996 3594 3495 2516 -
W-T ↑ All - 14 15 14 9 11 13 11

M
A

T
H Acc ↑

S1 30.4±3.3 36.0±1.4 33.6±2.2 32.8±4.2 31.2±3.4 30.4±2.6 30.8±2.3 27.6±1.7 5362 23
S2 31.6±6.1 29.2±5.4 30.4±6.8 28.0±3.7 32.4±3.6 29.2±3.9 32.0±6.0 27.6±3.0 5369 14
S3 32.4±6.7 32.8±7.8 34.8±4.8 32.0±4.7 30.8±4.2 28.8±4.2 30.8±2.3 24.8±3.9 5343 18
S4 32.0±4.7 31.2±2.7 31.2±5.2 32.0±5.1 29.2±4.4 30.0±7.2 31.2±1.1 27.2±3.4 5238 18

Cost ↓ All 6630 5814 6116 5042 5915 4745 4818 3540 -
W-T ↑ All - 12 13 9 14 11 10 4

C
he

ss
M

ov
e

V
al

id
ity

Acc ↑

S1 22.8±2.7 21.6±3.3 21.2±5.6 20.8±3.0 18.8±5.4 18.8±4.6 17.6±7.0 18.8±1.1 2300 9
S2 22.0±5.7 18.0±2.8 18.8±3.4 16.4±2.6 22.0±8.4 18.8±4.8 16.0±2.8 16.0±0.0 2280 10
S3 21.2±2.7 20.0±3.2 18.0±2.5 18.0±2.5 20.0±2.8 18.8±3.0 16.4±4.6 15.6±1.7 2269 9
S4 18.0±3.7 16.4±3.9 19.2±4.6 16.4±2.6 20.0±1.4 20.8±3.6 20.4±3.9 18.8±2.3 2253 23

Cost ↓ All 2956 2458 2396 1973 2630 2063 2083 1644 -
W-T ↑ All - 7 8 6 9 10 6 5

Table 32: The impact of eight different collaborative strategies on the performance of three datasets across dis-
tinct societies (using Mixtral-8×7B). The significances test on societies and strategies are respectively shown in
Table 33, 34.

MMLU Math Chess Move Validity

S1

S4

Figure 54: Comparative word clouds on three datasets in societies S1 and S4, using Mixtral-8×7B. Society S1

features three overconfident agents, while society S4 comprises three easy-going agents.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.873 0.941 0.261
p0p0p1 0.578 0.216 0.109
p0p1p0 0.114 0.500 0.666
p0p1p1 0.142 0.347 0.062
p1p0p0 0.930 0.638 0.809
p1p0p1 0.863 0.949 0.825
p1p1p0 0.325 - 0.485
p1p1p1 0.785 0.438 0.004

Table 33: One-Way ANOVA results for the impact
of society on accuracy with fixed collaborative strat-
egy, based on experiments from Table 32 using Mixtral
8×7B. ‘-’: It doesn’t pass homogeneity test for vari-
ance.

MMLU MATH Chess Move Validity
Society p-value p-value p-value

S1 0.999 0.002 0.585
S2 0.970 0.693 0.202
S3 0.129 0.127 0.078
S4 0.706 0.714 0.300

Table 34: One-Way ANOVA results for the impact
of collaborative strategy on accuracy with fixed soci-
ety, based on experiments from Table 32 using Mixtral
8×7B.
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Figure 55: Proportion of agents with different traits changing answers in societies S1 and S4, using Mixtral-8×7B.
Society S1 features three overconfident agents, while society S4 comprises three easy-going agents.

Figure 56: Illustration of different collaborative strategies impacting accuracy diversely on the tasks considering
varied subjects and difficulty, using Mixtral-8×7B. The symbol ‘ ’ represents that there is at least one collab-
orative strategy whose accuracy is better than self-consistency, while the symbol ‘ ’ indicates that there is no
collaborative strategy whose accuracy is worse than self-consistency. Both of these symbols represent the accuracy
of self-consistency. The accuracy under each collaborative strategy is a summation within all 3-agent societies.
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Figure 57: Accuracy of different numbers (2∼10) of agents under different collaborative strategies, on Mixtral-
8×7B. The significance test is shown in Table 35.
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m( )

Figure 58: Accuracy of different societies with 2∼10 agents under different collaborative strategies, on Mixtral-
8×7B.
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m( )

Figure 59: Average quantity of consensus clusters (unique answers among multiple agents) in different societies
with 2∼10 agents under each round of 3-round collaborative strategies, using Mixtral-8×7B.
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Figure 60: Average ratio of consensus clusters (unique answers among multiple agents) with different numbers
(2∼10) of agents under each round of 3-round collaborative strategies, using Mixtral-8×7B.
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Figure 61: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on MMLU, using Mixtral-8×7B. The significance test is shown in Table 36.
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Figure 62: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on MATH, using Mixtral-8×7B. The significance test is shown in Table 36.
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Figure 63: Accuracy of different (3∼10) rounds of collaboration within 3-agent society S2 (1 easy-going and 2
overconfident agents) on Chess Move Validity, using Mixtral-8×7B. The significance test is shown in Table 36.
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Collaborative S
′
1 S

′
2 S

′
3 S

′
4 S

′
5

Strategy p-value p-value p-value p-value p-value

p0p0p0 0.188 0.406 0.235 0.805 0.009
p0p0p1 0.106 0.112 0.238 0.459 0.008
p0p1p0 0.142 0.145 0.227 0.739 0.227
p0p1p1 0.013 0.004 0.035 0.138 0.075
p1p0p0 0.159 0.082 0.105 0.018 0.088
p1p0p1 0.029 0.003 0.002 0.004 0.018
p1p1p0 0.051 0.028 0.010 0.001 0.247
p1p1p1 0.002 0.016 0.003 0.000 0.001

Table 35: One-way ANOVA analysis of results in Fig-
ure 57 (different numbers of agents), using Mixtral
8×7B. S

′

1: One overconfident agent and the others are
all easygoing. S

′

2: One easygoing agent among pre-
dominantly overconfident agents. S

′

3: Equal numbers
of overconfident and easygoing agents. S

′

4: Entirely
easygoing agents. S

′

5: Entirely overconfident agents.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0p0p0p0p0p0p0p0 0.607 0.911 0.789
p1p0p0p0p0p0p0p0p0p0 0.578 0.581 0.939
p0p1p0p0p0p0p0p0p0p0 0.936 0.665 0.123
p1p0p1p0p1p0p1p0p1p0 0.377 0.896 0.952
p0p1p0p1p0p1p0p1p0p1 0.987 0.651 0.271
p1p0p1p1p1p1p1p1p1p1 0.989 0.878 0.919
p0p1p1p1p1p1p1p1p1p1 0.989 0.982 1.000
p1p1p1p1p1p1p1p1p1p1 0.945 0.995 0.903

Table 36: One-way ANOVA analysis of the results
in Figure 61, 62, 63 (different rounds), using Mixtral
8×7B.

Collaborative MMLU MATH Chess Move Validity
Strategy p-value p-value p-value

p0p0p0 0.618 0.898 0.390
p0p0p1 0.919 0.143 0.058
p0p1p0 0.797 0.548 0.031
p0p1p1 0.521 0.141 0.049
p1p0p0 0.040 0.409 0.290
p1p0p1 0.658 0.400 0.373
p1p1p0 0.193 0.318 0.142
p1p1p1 0.536 0.453 -

Table 37: One-way ANOVA analysis of results in
Figure 64 (other collaborative strategies), on Mixtral
8×7B. ‘-’ means it doesn’t pass homogeneity test for
variance.
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Figure 64: The effect on accuracy of whether all agents
in society execute the same thinking pattern in one
round, using Mxitral-8×7B. “All” and “Part” refer to
all agents applying the same thinking pattern and dif-
ferent thinking patterns in one round respectively. The
significance test is shown in Table 37.
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Figure 65: Variation of answer correctness in the situation of conformity, using Mixtral-8×7B, where conformity
brings about benefits: Ratio(False→True + True→True)> Ratio(True→False + False→False); conformity brings
about detriments: Ratio(False→True + True→True) < Ratio(True→False + False→False).

Figure 66: Average quantity of consensus clusters (i.e., unique answers among multiple agents) under different
rounds of collaboration with 3-round collaborative strategies, using Mixtral-8×7B. Smaller quantity of consensus
clusters, more easier it is to reach a consensus. Round 0 is equal to self-consistency.

Figure 67: The percentage of different behaviors under different collaborative strategies, using Mixtral-8×7B.
Figure (a-c) & (d-f) respectively show the token cost and accuracy of different strategies before and after 3-round
collaboration. Figure (g-i) present the percentage of different behavioral features (mainly analyzed by the change
of answer correctness) (Zhang et al., 2023b,a) under different collaborative strategies. All results are summarized
across all societies.
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I Effectiveness of Prompts1669

In this section, we aim to provide a rationable for1670

the effectiveness of prompts associated with the1671

overconfident trait. Prompts constitute a pivotal1672

aspect of the experiment, and the word cloud anal-1673

ysis in Figure 11 suggests the reasonableness of1674

the “easy-going” prompt. Consequently, validat-1675

ing the effectiveness of the “overconfident” prompt1676

becomes paramount. Given the current absence of1677

robust validation methods, we amalgamate our ex-1678

periments and experiences to analyze effectiveness1679

from four distinct angles:1680

• Granularity of Description. As illustrated1681

in Table 5, we outline two behaviors, i.e.,1682

“confident in your answer” and “persuades1683

other agents to believe in you”, both aligning1684

with the behavioral facets of “overconfident”.1685

• Model Response. We employ the role-play1686

method to prompt the model and subsequently1687

inquire about its awareness, as illustrated in1688

Table 5. In cases where the prompts instruct1689

the model to generate harmful content, the1690

model refuses to comply with the prompt.1691

Upon reviewing our logs, it is noteworthy that1692

the model did not reject our prompts. Instead,1693

it responded with “ok” as corroborated by the1694

‘role-play’ part in Figure 9 and Figure 10.1695

• Ask Again. Retain the role-playing part1696

encompassing the initial prompts and the1697

model’s responses. Once again, inquire of the1698

model, “If one agent’s answer differs from1699

yours, what should you do?” The model1700

replies, “In a situation where another agent’s1701

answer differs from mine, I should respect-1702

fully present my perspective, providing sup-1703

porting evidence or reasoning to demonstrate1704

the confidence in my response. It’s impor-1705

tant to engage in constructive dialogue and1706

potentially find common ground, but main-1707

taining clarity and conviction in my position1708

is crucial to persuading others to consider my1709

viewpoint.” We highlight content related to1710

overconfidence with underscores. This under-1711

scores the rationality of our prompt.1712

• Example Analysis. We instantiate the “Ask1713

again.” by providing a concrete example.1714

Despite the model’s response being incor-1715

rect and our prompted answer being accurate,1716

the model steadfastly maintains its viewpoint. 1717

This reiterates the efficacy of our prompt. 1718

59


	Introduction
	Explore Collaboration Mechanisms with Multiple LLM Agents
	Preliminary Concepts in Collaboration
	Society Simulation
	Experimental Settings

	Analysis of Machine Social Collaboration
	Main Results with Quantitative Analysis
	Impact of Machine Society Settings

	Phenomena of Conformity and Consensus Reaching
	Conclusion and Future Work
	Key Takeaways
	Related Work
	Potential Real-world Applications
	Implementation Details
	Experimental Setup
	Experimental Evaluation
	Illustration of Multi-Agent Collaboration

	Further Analysis on Machine Social Collaboration (Backbone: ChatGPT)
	Analysis on Machine Society Settings (Backbone: ChatGPT)
	A Social Psychology View on Conformity, Consensus Reaching, and Group Dynamics
	Conformity and Consensus Reaching
	A Social Psychology View on Group Dynamics

	Analysis on Different Backbone LLMs
	LlaMA2 Chat 13B
	LlaMA2 Chat 70B
	Qwen 72B
	Mixtral 87B

	Effectiveness of Prompts

