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Abstract

With the development of Multimodal Large001
Language Models (MLLMs) technology, its002
general capabilities are increasingly powerful.003
To evaluate the various abilities of MLLMs,004
numerous evaluation systems have emerged.005
But now there is still a lack of a comprehen-006
sive method to evaluate MLLMs in the tasks007
related to flowcharts, which are very impor-008
tant in daily life and work. We propose the009
first comprehensive method, FlowCE, to assess010
MLLMs across various dimensions for tasks re-011
lated to flowcharts. It encompasses evaluating012
MLLMs’ abilities in Reasoning, Localization013
Recognition, Information Extraction, Logical014
Verification, and Summarization on flowcharts.015
However, we find that even the GPT4o model016
achieves only a score of 56.63. Among open-017
source models, Phi-3-Vision obtained the high-018
est score of 49.97. We hope that FlowCE can019
contribute to future research on MLLMs for020
tasks based on flowcharts.021

1 Introduction022

In the modern work environment, flowcharts have023

become a widely used graphical tool across vari-024

ous industries and fields. Flowcharts provide an025

intuitive and efficient way to describe and analyze026

workflows. By representing processes graphically,027

complex workflows can be simplified into easily028

understandable steps, thereby facilitating a range of029

tasks. Currently, leveraging Multimodal Large Lan-030

guage Models (MLLMs) for the understanding and031

analysis of flowcharts has become a research focus.032

Represented by models like GPT-4v (Achiam et al.,033

2023), these large models can comprehend user-034

input images and perform corresponding question-035

and-answer tasks. Meanwhile, there have been036

numerous open-source efforts for MLLMs, such as037

LLAVA-1.6v (Liu et al., 2023a), QWEN-VL (Bai038

et al., 2023b), MiniCPM (Hu et al., 2024), phi-3-039

vision (Abdin et al., 2024), and CogVLM2 (Wang040

Logical Verification

Summarization Information 
Extraction

Localization Recognition Reasoning

Figure 1: Evaluation results of multimodal large lan-
guage models on five dimensions of tasks in FlowCE.
GPT-4o achieves the highest overall score of 56.63.

et al., 2023). To evaluate the cross-modal under- 041

standing capabilities of existing MLLMs between 042

images and text, various benchmarks have emerged, 043

including MMBench (Liu et al., 2023b), MME (Yin 044

et al., 2023), TextVQA (Singh et al., 2019), MM- 045

Vet (Yu et al., 2023), DocVQA (Mathew et al., 046

2021), ChartQA (Masry et al., 2022), Infograph- 047

icQA (Mathew et al., 2022), FlowChartQA (Tan- 048

nert et al., 2023) and so on. Additionally, these eval- 049

uation systems measure the capabilities of MLLMs 050

from different perspectives, including the under- 051

standing of general images, document-type images, 052

chart-type images, and more. 053

However, to the best of our knowledge, none of 054

these existing evaluation benchmarks comprehen- 055

sively assess MLLMs’ understanding of flowcharts 056

from multiple perspectives in real-world scenar- 057

ios. This hinders the development of methods 058

for utilizing MLLMs to understand and analyze 059

flowcharts in open environments. Thus, inspired 060

by previous works such as FigureQA (Kahou et al., 061

2017), PlotQA (Methani et al., 2020), ChartQA 062
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Benchmark Capability Real-world Data Handcrafted Questions Answer Type Size # models
LVLM-eHub General Multi-Modality ✓ ▲ MC/OE 332k 8

MME General Multi-Modality ✓ ✓ MC 2,194 10
MMBench General Multi-Modality ✓ ▲ MC 2,974 14
TextVQA Text Recognition and Contextual Reasoning ✓ ✓ OE 45.3k 6

InfographicVQA Integrated Document Visual and Textual Reasoning ✓ ✓ OE 30k 1
ChartQA Chart Understanding and Analysis ✓ ✓ OE 9.6k 4
EgoThink First-Person Thinking ✓ ✓ OE 700 21
MathVista Mathematical Reasoning ✓ ✓ MC 6141 11

FlowchartQA Geometirc and Topological Information of Flowcharts ✗ ✗ MC 6M 1
FlowCE(ours) Comprehensive Understanding of Flowcharts ✓ ✓ OE 505 19

Table 1: Comparison of recent comprehensive evaluation benchmarks of MLLMs and our proposed benchmark
FlowCE. MC/OE indicate multi-choice and open-ended question-answering respectively. "▲" indicates that there
are both handcrafted questions and questions generated using templates.

(Masry et al., 2022) and FlowchartQA (Tannert063

et al., 2023), and motivated by the successful de-064

velopment of MLLMs. We propose a novel bench-065

mark, FlowCE, for the first time: comprehensively066

assessing the understanding capabilities of mul-067

timodal large language models on flowcharts in068

real-world scenarios. FlowCE evaluates the un-069

derstanding capabilities of existing MLLMs on070

flowcharts from multiple dimensions, including071

Reasoning, Information Extraction, Localization072

Recognition, Summarization, and Logical Verifica-073

tion. We have carefully designed diverse question-074

answer pairs for various dimensional tasks in open075

environments. Additionally, the flowchart images076

in FlowCE are sourced from a variety of real-world077

scenarios and styles. We have carefully designed078

diverse question-answer pairs for various dimen-079

sional tasks in open environments. Additionally,080

the flowchart images in FlowCE are sourced from081

a variety of real-world scenarios and styles.082

We conducted evaluations on all mainstream083

MLLMs, both open-source and proprietary, using084

FlowCE. The evaluation results for some parts on085

FlowCE are shown in Figure 1. The results indicate086

that even the highly performant GPT4o achieves087

only a score of 56.63, with the best performance088

among open-source models being achieved by Phi-089

3-Vision (Abdin et al., 2024), scoring 49.97. Our090

main contributions are as follows:091

• We introduce FlowCE to comprehensively092

evaluate the understanding capabilities of093

MLLMs on flowcharts. It encompasses evalu-094

ation tasks and methodologies across dimen-095

sions such as reasoning, information extrac-096

tion, localization recognition, summarization,097

and logical verification.098

• We extensively evaluate mainstream open-099

source and proprietary models using FlowCE.100

Through detailed analysis of these MLLMs’101

performance across different dimensional 102

tasks, we uncovered their strengths and limi- 103

tations in understanding flowcharts. Addition- 104

ally, we proposed some improvement sugges- 105

tions for existing models to facilitate future 106

research and development. 107

• We are open-sourcing our resources to foster 108

future advancements in this field. 109

2 Related Work 110

2.1 Multimodal Large Language Models 111

Inspired by the remarkable success of LLMs such 112

as internVL (Chen et al., 2024), llama3 (Touvron 113

et al., 2023), Yi-chat (Young et al., 2024), Qwen 114

(Bai et al., 2023a), and Vicuna (Zheng et al., 2024), 115

recent MLLMs have incorporated these advanced 116

LLMs as their primary backbone. Examples in- 117

clude the LLAVA-V1.6 (Liu et al., 2024b) series, 118

ShareGPT4 (Chen et al., 2023) series, Qwen (Bai 119

et al., 2023b) series, Cogvlm (Wang et al., 2023) 120

series and so on. Initially, MLLMs leverage vast 121

datasets consisting of image-text pairs (Alayrac 122

et al., 2022; Zhu et al., 2024) or an arbitrarily com- 123

bination of visual and textual data for pre-training 124

(Li et al., 2023; Liu et al., 2024a). Moreover, 125

the availability of extensive image-text instruction 126

datasets facilitate recent studies (Dai et al., 2024; 127

Li et al., 2023; Liu et al., 2024c; Ye et al., 2023; 128

Chen et al., 2023) to implement instruction tuning. 129

This fine-tuning process enhances the ability of 130

MLLMs to produce high-quality responses. This 131

two-phase training strategy (Li et al., 2022; Yang 132

et al., 2022) enables recent MLLMs to achieve 133

outstanding performance in downstream vision- 134

language tasks (Antol et al., 2015; Hudson and 135

Manning, 2019; Lin et al., 2014; Plummer et al., 136

2015). 137
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2.2 Benchmarks for MLLMs138

To evaluate the capabilities of Vision-Language139

Models (MLLMs), various downstream language140

tasks are employed. General benchmarks, such as141

MMBench (Liu et al., 2023b), MME (Yin et al.,142

2023), and LVLM-ehub (Xu et al., 2023), provide a143

comprehensive assessment of model performance.144

Domain-specific benchmarks, such as TextVQA145

(Singh et al., 2019) and DocVQA (Mathew et al.,146

2021), evaluate the fine-grained transcription ca-147

pabilities of MLLMs on low-resolution images.148

MathVista (Lu et al., 2024) examines the ability149

of MLLMs to integrate visual and mathematical150

logic. ChartQA (Masry et al., 2022) aims to evalu-151

ate direct chart understanding and analysis, while152

InfographicQA (Mathew et al., 2022) addresses log-153

ical questions about data visualizations and charts.154

EgoThink (Cheng et al., 2024) elaborate on the ca-155

pabilities of MLLMs to think from a first-person156

perspective. General benchmarks offer a broad and157

consistent evaluation framework (Xu et al., 2023;158

Yin et al., 2023; Liu et al., 2023b), whereas domain-159

specific benchmarks enable detailed assessment of160

model capabilities and promote advancements in161

specific research areas.162

In Table 1, we compare FlowCE with various163

existing benchmarks. FlowCE comprehensively164

assesses for the first time the ability of MLLMs to165

understand flowcharts. Specifically, compared to166

FlowchartQA (Tannert et al., 2023), we not only167

introduce tasks across more dimensions but also168

create real-world flowchart data and open-scenario169

question-answer pairs.170

3 FlowCE171

In this section, we elaborate first on the evaluation172

tasks across various dimensions in FlowCE. Then,173

we introduce the process of manually constructing174

diverse open-scenario question-answer pairs. Fi-175

nally, we present the evaluation methodologies for176

tasks across different dimensions.177

3.1 Tasks across different dimensions178

As shown in Figure 2, we establish tasks across179

five dimensions in real flowchart scenarios, includ-180

ing reasoning, information extraction, localization181

recognition, summarization, and logical verifica-182

tion, for quantitative evaluation.183

Logical Verification Upon receiving a process184

diagram, users provide the logical relationships be-185

tween different nodes or boxes in the diagram, and186

MLLMs are tasked with evaluating these relation- 187

ships. Figure 2(a) shows an example of Logical 188

Verification. This process entails a comprehensive 189

analysis of the structure and content of the process 190

diagram to ensure the accuracy and coherence of 191

the logical relationships. MLLMs assess whether 192

the provided process logic aligns with the actual 193

scenario by considering the interactions among in- 194

dividual nodes and their roles throughout the entire 195

process. 196

Information Extraction The task entails 197

MLLMs receiving flowchart images and extracting 198

corresponding textual information based on user 199

queries. We have categorized the questions into two 200

main types based on the content of the flowchart: 201

the first type involves prompting MLLMs to extract 202

all textual information from the flowchart, while the 203

second type entails extracting specific textual infor- 204

mation based on the characteristics of the flowchart. 205

An example of Information Extraction is shown in 206

Figure 2(b). 207

Localization Recognition Users will inquire 208

about the positional relationships between different 209

nodes or boxes in the flowchart, an example of Lo- 210

calization Recognition is illustrated in Figure 2(c), 211

thereby assessing whether MLLMs have an accu- 212

rate understanding of the positional relationships 213

of nodes and boxes in the flowchart. 214

Reasoning For an example of Reasoning, as 215

shown in Figure 2(d), the task refers to MLLMs 216

making decisions in response to user inquiries 217

based on the content of the flowchart images af- 218

ter being provided with them. Here, we formulate 219

more natural questions based on the content of the 220

flowchart, which require judgment and reasoning 221

considering aspects such as conditional relation- 222

ships within the flowchart to answer, rather than 223

relying solely on the direction of the arrows in the 224

flowchart. 225

Summarization MLLMs provide a summarized 226

abstraction of the content depicted in process dia- 227

grams, elucidating the conveyed information. They 228

accomplish this task by analyzing the logical rela- 229

tionships among various nodes within the diagram, 230

identifying key steps and critical information, and 231

integrating them into a concise yet comprehensive 232

summary. Through understanding and encapsu- 233

lating the process diagram, MLLMs generate the 234

primary flow of the process and key decision points, 235

thereby assisting users in better comprehending the 236

process or system represented by the diagram, as 237

shown in Figure 2(e). 238
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Localization Recognition

Logical Verification

Q: What is the text 

content in all the green 
boxes in this flowchart?

A: Registration, 

Request new password

Q: Wood, once split, is 

either crushed or 
redirected to a Splitter.

A: Yes

Q: What is the node to the left of the node ‘Are the 

changes feasible’?

A: Check the Proposed Changes

Q: After a Write operation, 

what will be executed if there is 
indeed a cache hit?

A: Write data into cache block.

Q: What does this flow chart describe?

A: Customer initiates a Request for Bill Settlement. 

General Clerk also participates in the Request for Bill 
Settlement. The Request for Bill Settlement is then 
received as a Bill Settlement Request Received. Cash and 
Billing Information are provided to Process Bill. The bill 
processing results in a Receipt. Finally, the process 
concludes with the bill being marked as Bill Settled.

Summarization

Reasoning

Information Extraction

(a)

(b)

(c)

(d)

(e)

Figure 2: Data samples of FlowCE, which covers 5 evaluation dimensions. Each evaluation dimension contains
human-annotated question-answer pairs.

3.2 Data construction239

In this section, we introduce the data of FlowCE240

and elaborate on the detailed process of construct-241

ing FlowCE.242

FlowCE-data FlowCE is built upon 500 real-243

world flowcharts, ensuring an ample diversity in244

each chart. In Figure 3, we present a detailed245

breakdown of the category distribution within the246

flowchart, encompassing categories from daily247

life, various specialized filed flowcharts, coding248

flowcharts, mathematical flowcharts, and others.249

Human-annotated To ensure an open-ended250

question-and-answer format, we manually con-251

structed question-answer pairs for each flowchart.252

We assigned different dimensions of tasks to the253

same individual to annotate a particular type of254

question, ensuring consistency in the tasks. Ad-255

ditionally, to allow for greater diversity in open-256

ended question-and-answer scenarios, we lever-257

aged powerful GPT-like models for auxiliary con-258

struction, aiding humans in exploring more imagi-259

native possibilities. Please refer to the Appendix A260

for specific details.261

8.5%

55.7%

7.7%

25.6%

2.5%

Coding

Specialized Field

Others

Daily life

Mathematics

Figure 3: Distribution of Different Types of Flowcharts

3.3 Evaluation method 262

In this section, the evaluation of various tasks quan- 263

tification methods will be introduced. 264

Automatic evaluation For tasks involving open- 265

ended question answering, such as reasoning, local- 266

ization recognition, and summarization, we employ 267

GPT4 to assess the semantic similarity between 268

standard answers and the responses generated by 269

MLLMs. For detailed methodology of the evalua- 270

tion utilizing GPT4, please refer to the Appendix 271

B. 272
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Models Image Encoder LLM Alignment Module ToP
Dataset Size

Pretraining Finetuning

API-based (Proprietary) Models

GPT4o (Achiam et al., 2023)

/GPT4V (Achiam et al., 2023)

Qwen-VL-MAX (Bai et al., 2023b)

3.4B~7B Models

MiniCPM-V2 (Hu et al., 2024) SigLip-400M MiniCPM-2.4B RLHF-V (Yu et al., 2024a) 3.43B / /

Phi-3-Vision (Abdin et al., 2024) CLIP-ViT-L-336px phi-3-mini-128K-instruct SFT+DPO 4.2B 0.5T 15B

LLAVA-V1.5-7B (Liu et al., 2024a) CLIP-ViT-L-336px Llama2-7B MLP 7.1B 558K 665K

ShareGPT4V-7B (Chen et al., 2023) CLIP-ViT-L-336px Vicuna-7B MLP 6.7B 1.2M 665K

LLAVA-V1.6-7B (Liu et al., 2024b) CLIP-ViT-L-336px Vicuna-7B Linear 7.06B 558K 760K

8B~13B Models

LLAVA-Llama3-8B (Contributors, 2023) CLIP-ViT-L-336px Llama3-8B-Instruct MLP 8.03B 558K 665K

MiniCPM-Llama3-V2.5 (Hu et al., 2024) SigLip-400M Llama3-8B-Instruct RLAIF-V (Yu et al., 2024b) 8.54B / /

Qwen-Chat-VL (Bai et al., 2023b) Open-CLIP-bigG Qwen-7B Cross-Attention 9.6B 1.4T 76.8M

LLAVA-V1.5-13B (Liu et al., 2024a) CLIP-ViT-L-336px Llama2-13B MLP 13.3B 558K 665K

ShareGPT4V-13B (Chen et al., 2023) CLIP-ViT-L-336px Vicuna-13B MLP 12.58B 1.2M 665K

LLAVA-V1.6-13B (Liu et al., 2024b) CLIP-ViT-L-336px Vicuna-13B Linear 13.3B 558K 760K

13B~Models

Cogvlm-Chat (Wang et al., 2023) EVA2-CLIP-E CogVLM-17B Visual Expert 17.6B 1.5B /

Cogvlm2-Llama3-Chat-19B (Wang et al., 2023) EVA2-CLIP-E Meta-Llama-3-8B-Instruct Visual Expert 19.5B / /

LLAVA-Internlm2-Chat-20B (Contributors, 2023) CLIP-ViT-L-336px InternLM2-Chat-20B deepspeed finetuning 20B 595K 150K

LLAVA-Next-Yi-34B (Liu et al., 2024b) CLIP-ViT-L-336px Nous-Hermes-2-Yi-34B Linear 34.8B 558K 760K

Yi-VL-34B (Young et al., 2024) CLIP-ViT-L-336px Yi-34B-Chat MLP 34B 3.1T 1.25M

Table 2: Statistics of compared API-based and open-source MLLMs, where ToP indicates Total Parameters and ’/’
indicates no detailed information for now.

Accuracy calculation Firstly, for the logical ver-273

ification task, we match the output of MLLMs,274

either "Yes" or "No," with the standard answers275

to calculate the accuracy after all questions have276

been answered, thereby quantifying the score of277

MLLMs on this task. Next, for the information278

extraction task, we propose a method based on279

effective factor to fairly compare the content gen-280

eration effectiveness of different MLLMs. Then,281

for the information extraction task, we propose a282

method based on the effective factor to fairly com-283

pare the performance of different MLLMs in gen-284

erating content. Suppose the label set is given by285

label = [text1, text2, . . . , textn], where textn repre-286

sents the n-th text. The output answers are given by287

prediction = [pre1, pre2, . . . , prem], where prem is288

the m-th predicted text. If there is a predicted text289

in prediction that does not exist in label, and there290

are t such texts (t ≥ 1), then the effective factor δ291

changes according to the following formula:292

δ = δt,293

At this point, if there is a predicted text in294

prediction that exists in label, then the initial score295

s changes as follows:296

s = s · δ,297

If t = 0, then for each predicted text in 298

prediction that exists in label, the score remains 299

the initial score s. Suppose there are i predicted 300

texts that exist in label, the total score is s · i. The 301

product of the number of texts in label and the ini- 302

tial score is denoted as a. The quantitative score 303

for evaluating MLLMs on this task is given by: 304

Score =
s · i
a

(%). 305

4 Experiments 306

4.1 Experimental setups 307

We conduct experiments on existing mainstream 308

MLLMs, including both proprietary and open- 309

source models. The parameter sizes of the open- 310

source models range from 3.4B to 7B, 8B to 13B, 311

and above 13B. In Table 2, we provide a detailed 312

overview of these evaluated models in our experi- 313

ments. 314

We employ GPT-4 as the adjudicator for LLMs 315

to assign evaluation scores, with a focus on se- 316

mantic similarity between standard answers and 317

MLLM model outputs. Our evaluations adhere to 318

a protocol: for reasoning and localization recogni- 319

tion tasks, we set the score range per question from 320

0 to 5. For summarization tasks, the score range 321

per question is from 1 to 10. In the evaluation of 322
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Models FlowCE Average
LV IE RS LR SM

API-based Models
GPT4o 83.81 17.04 57.60 44.80 79.90 56.63
GPT4V 77.14 12.94 59.40 45.80 82.40 55.54

Qwen-VL-MAX 72.38 20.32 56.60 48.20 70.25 53.55
3.4B~7B Models

MiniCPM-V2 51.43 7.00 30.00 22.00 50.20 32.13
Phi-3-Vision 60.95 35.30 45.00 37.80 70.80 49.97

LLAVA-V1.5-7B 53.33 4.90 14.40 18.20 35.60 25.29
ShareGPT4V-7B 50.48 3.72 12.20 16.80 33.60 23.36
LLAVA-V1.6-7B 52.38 7.20 31.20 21.40 45.90 31.62

8B~13B Models
LLAVA-Llama3-8B 55.24 8.04 21.20 20.80 33.20 27.70

MiniCPM-Llama3-V2.5 58.10 12.25 45.20 42.80 17.20 35.11
Qwen-Chat-VL 50.48 3.73 38.80 23.00 41.60 31.52

LLAVA-V1.5-13B 53.33 5.36 22.60 22.20 40.50 28.80
ShareGPT4V-13B 53.33 4.46 22.20 16.60 41.50 27.62
LLAVA-V1.6-13B 62.86 9.47 37.40 27.80 50.70 37.65

13B~Models
Cogvlm-Chat 50.48 0.34 34.80 29.60 53.20 33.68

Cogvlm2-Llama3-Chat-19B 57.14 4.70 44.60 37.20 74.30 43.59
LLAVA-Internlm2-Chat-20B 59.05 5.69 15.40 19.00 41.90 28.21

LLAVA-Next-Yi-34B 60.95 12.21 51.20 34.20 63.10 44.33
Yi-VL-34B 60.95 2.14 18.40 18.80 30.90 26.24

Table 3: Detailed evaluation results on FlowCE across different models, where "LV" stands for Logical Verification,
"IE" for Information Extraction, "RS" for Reasoning, "LR" for Localization Recognition, and "SM" for Summariza-
tion. Bold font indicates the best performance in the same category, while underlined font indicates the second-best
performance in the same category. Red indicates the highest average score among all API-based models. Blue
indicates the highest average score among all open-source models.

information extraction tasks, we set the score s as323

2, with an effective factor δ of 0.8.324

4.2 Evaluation results325

We extensively evaluate open-source MLLMs mod-326

els at different parameter levels and mainstream327

commercial MLLMs models. All detailed evalua-328

tion results are presented in Table 3. Despite sig-329

nificant advancements in MLLMs in recent years,330

they still struggle to demonstrate understanding331

of flowcharts, including GPT-4o. Across five dif-332

ferent task dimensions, only the summarization333

task achieves relatively high scores, peaking at334

82.40 points in closed-source models. However,335

this is only demonstrated in closed-source models;336

in open-source models, the highest score reaches337

only 74.30 points. The highest score attained in338

the information extraction task is only 35.30 points,339

while in the reasoning task, it reaches a maximum340

of 59.40 points. In the localization recognition341

task, the highest score is 48.20 points. Even under342

random guessing with a score of 50.00 points in343

the logic validation task, the highest score reaches344

only 83.81 points. Among all closed-source mod- 345

els, GPT4o demonstrates superior overall capabili- 346

ties compared to other models, but only excels in 347

the logic validation task. Among all open-source 348

models, Phi-3-Vision achieves the highest scores, 349

surpassing closed-source models in the information 350

extraction task. We will further elaborate on de- 351

tailed assessments across different task dimensions. 352

Additional cases can be found in the Appendix C. 353

Results of Information Extraction In this task, 354

models generally obtain very low scores. The high- 355

est score of 35.30 is achieved by Phi-3-Vision, 356

with the second-place model being the proprietary 357

model Qwen-VL-MAX, but only scoring 20.32, 358

indicating a significant gap. In Figure 4(a), for in- 359

stance, by highlighting the inherent feature "pink 360

ellipse" in the flowchart, MLLMs are enabled to 361

extract corresponding information, with only Phi-3- 362

Vision producing the correct answer. In Appendix 363

F, to demonstrate the performance variation of dif- 364

ferent models in Information Extraction tasks, we 365

conduct visual analysis based on effective factors. 366

For example, Phi-3-vision achieves an average ef- 367
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Q: What is the text content in the 

pink ellipse in the flowchart? 
Based on the questions above, please 
directly output the corresponding 
texts, separated by commas(',') 
between each group of texts.

A: Start，End

[Phi-3-vision:]: Start, End

[GPT4o]: Prepare equipment, 
Starts pre-order.

[LLAVA-V1.6-13B]: Start, Planning a product launching event, 
Pick date and venue, Send application to venue owner

[QwenVLMAX]: Launch Day, 
Starts pre-order, deliver 
pre-orders

Q: What are the upper and lower 

nodes of the Offers patient 
treatments and explain risks node? 
Please answer the above questions 
by observing the flowchart, which 
mainly involve the connection or 
positioning of each process box in 
the flowchart. Please answer 
directly based on the information 
in the box diagram.

A: The upper node of Offers patient treatments and explain 

risks node is Notify patient that cancer is diagnosed, and the 
lower node is Patient choose treatment.

[QwenVLMAX]: The upper node of the "Offers patient 
treatments and explain risks" node is "Notify patient that cancer 
is diagnosed", and the lower node is "Patient choose treatment".

[Phi-3-Vision]: The upper node of the 'Offers patient 
treatments and explain risks' node is 'Patient record', and the 
lower node is 'Treatment preparation'.

Q: Funds available leads to 

payment verified by card network. 
Determine if this statement  is 
correct in the context of the 
flowchart, answering Yes or No 
only.

A: No

[GPT4o]: No

[CogVLM-Chat]: Yes, this 
statement is correct in the context 
of the flowchart. After 'Funds 
available', the next step is 
'Payment verified by card network', 
which indicates that the funds are 
indeed available and are being 
verified for the payment process.

[Qwen-VL-Chat]: Yes

Q: What does the flowchart describe?

Please provide a detailed description of the response based 
on the flowchart and the above question.

A: This flowchart describes a coding scheme used in a 

communication system. It begins with data bits that are 
fed into a convolutional encoder. After encoding, the data 
is spread using a direct sequence spreader, which 
produces spread bits. These spread bits are then 
modulated using a GFSK modulator to produce a GFSK 
signal. Finally, this GFSK signal is transmitted through an 
antenna.

(a)

(b)

(c)

(d)

Q: If the credit check is fine, what will be executed?

A: Check accounts receivable balance.

[GPT4V]: Check accounts receivable balance.

[Cogvlm2-Llama3-Chat-19B]: If the credit 
check is fine, the flow will proceed to the "Check 
accounts receivable balance" step.

[LLAVA-V1.6-7B]: Credit terms approved

(e)

Q: If the credit check is fine, what will be executed?

A: Check accounts receivable balance.

[GPT4V]: Check accounts receivable balance.

[Cogvlm2-Llama3-Chat-19B]: If the credit 
check is fine, the flow will proceed to the "Check 
accounts receivable balance" step.

[LLAVA-V1.6-7B]: Credit terms approved

(e)

[LLAVA-V1.6-13B]: Calculate credit terms

(e)

[llava-1.5v-7b]: The flowchart depicts a process for 

coding a scheme, likely related to computer programming or 
software development. The diagram consists of multiple boxes 
and arrows, indicating a series of steps or actions that need to be 
taken to complete the coding process. The boxes are labeled 
with various terms, such as "convolutional/direct sequence," 
"GF(2^n)," and "Figure 2.2," which may represent specific 
concepts or techniques in the coding scheme. The arrows 
connect the boxes, indicating the flow of the process from one 
step to another. Overall, the flowchart provides a visual 
representation of the steps involved in creating a coding scheme 
for a particular purpose.           (2 points)

Figure 4: Some results from vary MLLMs. The words underlined indicate additional prompts. (a) showcases
results on Information Extraction, (b) presents results on Localization Recognition, (c) showcases results on Logical
Verification, (d) showcase results on Summarization, (e) displays results on Reasoning.

fective factor score exceeding 0.6.368

Results of Localization Recognition The evalu-369

ation results of various models in this task indicate370

poor performance overall, with the top performer371

Qwen-VL-MAX scoring only 48.20 points. In Fig-372

ure 4(b), detailed examples of Qwen-VL-MAX373

and Phi-3-Vision are presented. The response of374

Qwen-VL-MAX correctly identifies the upper and375

lower nodes of the "Offers patient treatments and376

explain risks" node as "Notify patient that cancer377

is diagnosed" and "Patient choose treatment" re-378

spectively. This indicates a clear understanding of379

the flowchart and the ability to accurately identify380

the relationships between different nodes. On the381

other hand, Phi-3-Vision incorrectly identifies the382

upper node as "Patient record" and the lower node383

as "Treatment preparation." This suggests that Phi-384

3-Vision struggled with accurately interpreting the385

connections between the nodes in the flowchart,386

leading to an incorrect answer.387

Results of Logical Verification For this tasks,388

the open-source models LLAVA-V1.6-13B, Phi-3-389

Vision, LLAVA-Next-Yi-34b, and Yi-VL-34B have390

achieved the top two performances. Regarding the391

highest scoring model, GPT4o, as depicted in Fig-392

ure 4(c), it exhibits concise and clear responses to393

questions with stronger instruction-following capa-394

bilities. Conversely, models such as CogVLM-Chat395

tend to generate more hallucinatory descriptions 396

in their answers, leading to erroneous judgments. 397

For instance, in the case of Qwen-Chat-VL, it out- 398

puts answers of the "Unknown" type, indicating a 399

deficiency in instruction-following capability. In 400

Figure 13 of Appendix E, we also analyze the pre- 401

dictive distributions of different models and visu- 402

ally compare them with the distribution of true 403

labels. We find that the predictions of most mod- 404

els exhibit significant biases in this task. For ex- 405

ample, ShareGPT4V-7B categorizes all results as 406

correct. Only GPT4v, GPT4o, LLava-Next-Vicuna- 407

13B, and Yi-VL-34B have prediction distributions 408

that deviate from the actual results by no more than 409

15%. Additionally, these four models consistently 410

rank in the top five in terms of performance. 411

Results of Summarization In proprietary mod- 412

els, the scores for this task are generally higher, 413

with GPT4V achieving the highest score of 82.40. 414

However, among open-source models, many still 415

have relatively low scores. For example, MiniCPM- 416

Llama3-V-2.5 only score 17.20, with only Phi-3- 417

Vision, Cogvlm2-Llama3-Chat-19B, and LLAVA- 418

Next-Yi-34B scoring above 60.00. In Figure 4(d), 419

detailed example of LLAVA-1.5V-7B is presented. 420

LLAVA-1.5v-7B, although detailed, provides an 421

inaccurate and less focused response, meriting a 422

score of 2. 423
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Results of Reasoning GPT4V achieve the best424

score of 59.40, yet still below a satisfactory level.425

In Figure 4(e), we present examples of responses426

from GPT4V, LLAVA-V1.6-7B, LLAVA-V1.6-427

13B, and Cogvlm2-Llama3-Chat-19B regarding428

reasoning tasks. Cogvlm2-Llama3-Chat-19B pro-429

vided a more detailed response by repeating the430

conditions from the question and then indicating431

the correct next step, which may aid in accurate rea-432

soning. LLAVA-V1.6-7B and LLAVA-V1.6-13B433

both provide incorrect answers to this question.434

5 Further analysis435

In this section, we explore the impact of various436

factors on the FlowCE benchmark.437

5.1 Model parameter volume438

Among all open-source models, having a larger439

number of parameters does not necessarily lead to440

better performance. For instance, the 34B parame-441

ter models Yi-VL-34B and LLAVA-Next-Yi-34B442

scored only 26.24 and 44.33, respectively, while443

Phi-3-Vision, with only 4.2B parameters, achieved444

the best score among the open-source models. In445

Table 5, we compare the average performance446

across three parameter scales. Although there may447

be a trend of improvement with increasing model448

parameters, this is not a definitive conclusion.449

5.2 Model data volume450

In Table 2, we provide detailed information on451

the specific pre-training and fine-tuning data vol-452

umes for each model, and further analyze how453

the data sources impact the performance of model454

on FlowCE. Despite ShareGPT4V-13B utilizing455

a larger dataset, its performance still lags behind456

LLAVA-v1.5-13B, demonstrating that the quality457

of the dataset is paramount. Additionally, the selec-458

tion and diversity of specific datasets play a crucial459

role. For instance, Phi-3-Vision leverages a 0.5T460

image-text paired dataset that includes FLD-5B,461

OCR-generated synthetic data, chart comprehen-462

sion datasets, and plain text data (Xiao et al., 2024;463

Laurençon et al., 2024). These high-quality and464

diverse data sources have enabled Phi-3-Vision to465

achieve the highest score of 35.3 in the informa-466

tion extraction task on FlowCE, and furthermore, it467

ranks first in the overall score among open-source468

models.469

Model Parameter Score

3.4B~7B 32.47
8B~13B 31.40

13B~ 35.21

Table 4: Average Scores on FlowCE for Different Pa-
rameter Levels

5.3 Consensus between Humans and 470

Evaluators 471

In this section, we employ manual scoring evalu- 472

ations for MLLMs’ responses in Reasoning, Lo- 473

calization Recognition, and Summarization. The 474

aim is to investigate whether the standards set by 475

FlowCE and the use of GPT4 as an evaluator align 476

closely with human assessment results. We engage 477

five human evaluators to assess the model GPT4o, 478

which emerges as the top-performing model over- 479

all. Additionally, we select the open-source model 480

LLAVA-V1.6-13B for manual evaluation. The cri- 481

teria and detailed results of the manual assess- 482

ment can be found in the Appendix D. In Table 483

5, we present the Pearson correlation coefficients 484

between human ratings and GPT4 scores under 485

our answer setting. The results demonstrate a high 486

degree of consistency between human evaluation 487

and our assessment methodology, indicating that 488

our FlowCE evaluation results can be regarded as 489

effective assessments.

RS LR SM

Correlation 0.97 0.97 0.91

Table 5: The Pearson correlation coefficient between
human ratings and GPT4 scores for various tasks.

490

6 Conclusion 491

To evaluate the comprehension ability of MLLMs 492

on flowcharts, we propose the first multi- 493

dimensional evaluation method: FlowCE. FlowCE 494

sets up five major categories of tasks, including rea- 495

soning, information extraction, localization recog- 496

nition, logical verification, and summarization, aim- 497

ing to thoroughly quantify the understanding capa- 498

bility and performance of MLLMs on flowcharts. 499

The FlowCE framework not only provides an effec- 500

tive means to evaluate the comprehension ability 501

of MLLMs on flowcharts, but also offers guidance 502

for model optimization and improvement, thereby 503

promoting the development of MLLMs. 504
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Limitations505

This work has two limitations. Firstly, it estab-506

lishes the FlowCE benchmark based on flowcharts507

derived from a diverse set of 500 real-world images.508

While it poses challenges for existing closed-source509

and open-source models, continuous expansion of510

both the dataset size and the number of questions511

is necessary going forward. Secondly, FlowCE512

relies entirely on manual annotation for data gener-513

ation. However, as the dataset grows, dependence514

on manual annotation introduces inherent limita-515

tions, making it difficult to completely eliminate516

errors from the data.517
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A Image collection and manual752

annotation753

To obtain flowchart images, we first conducted754

image searches using the keyword "flowchart" on755

search engine(Baidu Search), and then saved them.756

However, we encountered issues such as duplicates,757

low resolution, incomplete images, and other unre-758

lated photos. Therefore, we proceeded to manually759

select images, resulting in the creation of a real-760

world dataset.761

To ensure the construction of question-answer762

pairs in open scenarios, we use manual annotation763

for each flowchart. Additionally, to ensure the di-764

versity of the question-answer pairs, we employ a765

powerful GPT-like model to assist with the genera-766

tion. The annotation process is illustrated in Figure767

5. Humans can choose to use GPT to generate ba-768

sic diverse question-answer pairs, which are then769

modified as needed.770

B Large Language Model Judge771

We use GPT-4 as an automated evaluator to score772

tasks in three categories: localization recogni-773

Flowchart

Human

Writing

GPT

Manual 
annotation 

Figure 5: Manual annotation process, with optional
assistance from GPT-like models for diversity construc-
tion.

tion, reasoning, and summarization. The scoring 774

methodology is illustrated in Figure 6, where we 775

set a score range of 0-5 for each question in the 776

reasoning and localization recognition tasks, and a 777

score range of 1-10 for the summarization tasks. 778

C Additional examples 779

We provide more examples in Figures 7, 8, 9, 10, 780

11 and 12, including the model’s responses and the 781

evaluation scores given by GPT-4. 782

D Manual Evaluation Protocol 783

We provide both the standard answers from 784

FlowCE and the model’s output answers. In Table 785

6, we present the detailed scores from the human 786

evaluation. 787

RS and LR Tasks: 788

5 points: Answer is entirely correct with no factual 789

errors. 790

4 points: Answer is mostly correct with minor fac- 791

tual errors that do not affect the main content. 792

3 points: Answer contains some factual errors but 793

is still useful overall. 794

2 points: Answer has significant factual errors, with 795

some content being incorrect. 796

1 point: Answer is severely flawed, with most con- 797

tent being incorrect. 798

0 points: Completely incorrect. 799

SM Task: 800

10 points: The answer is completely correct with- 801

out any factual errors. 802

8 points: The answer is basically correct with only 803

minor factual errors that do not affect the main con- 804

tent. 805
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GPT4

{location recognition：Prompt}
We hope you can evaluate the response given by the AI assistant. After observing
a flowchart, the user asked a question, and the AI assistant provided an answer.
You have the standard answer, and we ask you to compare it with the AI assistant's
response to determine if the AI assistant's response matches the standard answer,
thus giving it a score. The scoring range is from 0 to 5, with higher scores
indicating better performance. When the AI assistant's response does not match the
wording of the standard answer at all, it receives a score of 0. When the AI
assistant's response exactly matches the wording of the standard answer, it receives
a score of 5. Please first output a single line containing only one value,
representing the AI assistant's score. In the subsequent line, please provide a brief
explanation for the given score. Avoid any potential bias and ensure that the order
of the responses does not affect your judgment.

Input format
A = Label
P = Prediction
[Standard answer]\n{A}\n\n[End of Standard answer]\n\n
[AI assistant’s answer]\n{P}\n\n[End of AI assistant’s 
answer]\n\n
[System]\n{Prompt}\n\n

We would like to request your evaluation of the response given by an AI assistant. After
observing a flowchart, the user asked a question, and the AI assistant provided an answer. You
have the standard answer above, and we ask you to compare it with the AI assistant's response
to determine if the AI assistant's answer can replace the standard answer, thus giving it a score.
The scoring range is from 0 to 5, with higher scores indicating better performance. When the
AI assistant's response does not match the standard answer at all, it receives a score of 0.
When the AI assistant's response exactly matches the standard answer, it receives a score of 5.
Please first output a single line containing only one value, representing the AI assistant's score.
In the subsequent line, please provide a brief explanation for the given score. Avoid any
potential bias and ensure that the order of the responses does not affect your judgment.

{Reasoning：Prompt}

We hope you can evaluate the response given by the AI assistant. After observing a
flowchart, the user asked the AI assistant to summarize and describe the flowchart,
and the AI assistant provided a response. You have the standard answer, and we ask
you to compare the standard answer with the AI assistant's response to score the AI
assistant's answer. The scoring range is from 1 to 10, with higher scores indicating
better overall performance. Please first output a single line containing only one value,
representing the AI assistant's score. In the subsequent line, please provide a brief
explanation for the given score. Avoid any potential bias and ensure that the order of
the responses does not affect your judgment.

{Summary：Prompt}

Output format
[score]
[Reason for this Rating
……]

Figure 6: Using GPT-4 as an automated evaluator.

Q: What should be done after we complete the final
inspection of the product?

A: Collect logs.

GPT4o: Seek technical support. (0 points)

GPT4V: Collect logs. (5 points)

Qwen-vl-chat: Collect logs. (5 points)

Phi-3-Vision: Collect logs (5 points)

Llava-v1.6-13B: Collect logs (5 points)

Figure 7: Model output and received scores.

6 points: The answer contains some factual errors806

but is still useful on the whole.807

4 points: The answer has significant factual errors808

with incorrect parts of the content.809

2 points: The answer is seriously incorrect with810

most of the content incorrect.811

1 point: The answer is completely incorrect.812

Model GPT4-score Human-score

RS LR SM RS LR SM

GPT4o 57.6 44.8 79.9 62.6 58.4 75.9

LLAVA 37.4 27.8 50.7 45.8 36.8 47.6

Table 6: Performance Comparison between GPT4o and
LLAVA.

E Detailed Comparison of Logical813

Verification Task814

In this section, we present a detailed comparison of815

the predicted results for a subset of models: GPT4o,816

Phi-3-Vision, LLaVA-Next-Vicuna-13B, Qwen-817

Chat-VL, LLaVA-Next-Vicuna-7B, LLaVA-V1.5- 818

13B, Cogvlm2-Llama3-Chat-19B, and Cogvlm- 819

Chat. Each subplot in Figure 13 compares the 820

predicted results (in blue) with the actual answer 821

labels (in red) for each model. The score below 822

each subplot indicates the overall performance of 823

the model based on its accuracy in predicting the 824

correct category. 825

GPT4o stands out with the highest accuracy, 826

achieving a score of 83.81, indicating robust per- 827

formance in aligning predictions with actual labels. 828

Phi-3-Vision, while scoring 60.95, demonstrates a 829

noticeable discrepancy in the "No" category with 830

lower prediction accuracy. LLaVA-Next-Vicuna- 831

13B, with a score of 62.86, shows moderate align- 832

ment but also exhibits substantial errors in the "No" 833

category. Qwen-Chat-VL and Cogvlm-Chat, both 834

scoring 50.48, indicate significant prediction errors 835

and lower overall accuracy, particularly evident 836

in the "No" and "Unknown" categories. LLaVA- 837

Next-Vicuna-7B and LLaVA-V1.5-13B, scoring 838

52.38 and 53.55 respectively, also reflect moderate 839

performance but with specific inaccuracies in the 840
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Q: I'm in a hurry, how should I choose at this
moment?
A: Request a cab.

GPT4o: Request a cab. (5 points)

GPT4V: Request a cab. (5 points)

Qwen-vl-chat: Request a cab. (5 points)

Phi-3-Vision: Train/Bus (0 points)

Llava-v1.6-13B: Start (0 points)

Figure 8: Model output and received scores.

Q: What is the common previous step between Randomized
to intervention: n=10 and Randomized to control: n=12?
A: Practices gave consent and were randomized: n=22

GPT4o: Practices gave consent and were randomized: n=22 (5 points)

Qwen-vl-chat: Eligible practices invited to participate. (0 points)

Llava-v1.6-13B: The common previous step between "Randomized to

intervention: n=10" and "Randomized to control: n=12" is "Practices

gave consent and were randomized: n=22". (2 points)

Figure 9: Model output and received scores.

"No" category. Cogvlm2-Llama3-Chat-19B, with841

a score of 57.14, shows better performance than842

some other models but still falls short in accurately843

predicting the "No" responses. These results sug-844

gest that while certain models like GPT4o exhibit845

strong performance, others require significant im-846

provements in understanding and predicting both847

"Yes" and "No" categories accurately. The varying848

scores underscore the necessity for further refine-849

ment in training methodologies and model archi-850

tectures to enhance predictive accuracy across all851

categories.852

The phenomenon where some models exhibit a853

near 100% probability in answering "Yes" can be854

attributed to several factors:855

• Training Data Bias: The training datasets856

may have an imbalance where affirmative857

answers ("Yes") are disproportionately rep-858

resented compared to negative ones ("No").859

This bias in the training data can lead the mod-860

els to favor "Yes" responses, as they learn to861

associate the affirmative answer with higher862

probabilities during the training process.863

• Model Overfitting: Certain models might864

be overfitted to specific patterns in the train-865

ing data, especially if those patterns predomi-866

nantly involve affirmative responses. Overfit-867

ting can cause the model to generalize poorly868

to new, unseen data, resulting in a high like-869

lihood of predicting "Yes" regardless of the870

actual context or question.871

• Algorithmic Tuning: The hyperparameters 872

and algorithmic settings of some models 873

might be tuned in a way that inadvertently bi- 874

ases the model towards affirmative responses. 875

This could include settings related to decision 876

thresholds, loss functions, or other optimiza- 877

tion parameters that skew the model’s predic- 878

tions towards "Yes". 879

• Lack of Contextual Understanding: Some 880

models may lack the nuanced understanding 881

required to accurately discern between "Yes" 882

and "No" in complex scenarios. This defi- 883

ciency can lead them to default to a "Yes" 884

answer, especially if they are not effectively 885

capturing and processing the context of the 886

queries. 887

• Evaluation Metrics: The evaluation metrics 888

used during the training and validation phases 889

might inadvertently prioritize accuracy in af- 890

firmative answers due to the distribution of 891

the training data. This focus on affirmative ac- 892

curacy can lead the models to perform better 893

on "Yes" predictions, inflating the probability 894

of such responses in practical applications. 895

These factors collectively contribute to the ob- 896

served high probability of "Yes" responses in some 897

models, highlighting the need for balanced train- 898

ing data, careful tuning, and improved contextual 899

understanding in model development. 900
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Q: What is the text content in all the 
diamond-shaped boxes in the flowchart? 
What is the text content in all the diamond-
shaped boxes in the flowchart?

A: Compilers, APK Packager

GPT4o: Compilers, Compile Resources, APK 
Packager

Phi-3-Vision:  Compilers, Debug or Release 
Keystore, APK Packer, Debug or Release APK

LLAVA-V1.6-13B: Application Module, Source 
Code, Resource Files, AIDL Files, 
Dependencies, Library Modules, AAR Libraries, 
Compilers, Debug or Release Keystore

Figure 10: Model output and received scores.

Q: When the expression 
equals to constant2, execute 
code block1
A: No

GPT4o: No 

Phi-3-Vision:  Yes

LLAVA-V1.6-13B: No

Figure 11: Model output and received scores.

F Detailed Comparison of Informaton901

Extraction Task902

As shown in Figure 14, there are notable differ-903

ences in the distribution of effective factor values904

among various models. Phi-3-Vision and GPT-4905

have a broad distribution of effective factor val-906

ues, with more data points in the higher effective907

factor region (above 0.6). Other models have a908

more scattered distribution of effective factor val-909

ues, with most concentrated in the low effective910

factor region, particularly Qwen-Chat-VL, where911

the majority of data points are below 0.2. Despite912

the Cogvlm family having relatively high effective913

factors and fewer incorrect answers, the overall914

number of labels is also small. After subtracting915

the incorrect labels, the number of correct labels is916

minimal, resulting in a very low total score.917
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Q: What does the flowchart describe?
A: The flowchart describes a process for synthesizing SnO Nanoparticles. It begins 
with the addition of two solutions, SnCl2·2H2O and Dil. HCl, to produce a SnCl2 
Solution with a pH of 1. This solution is then autoclaved and undergoes 
centrifugation. Following centrifugation, the solution is dried in air at room 
temperature to produce SnO Nanoparticles. Additionally, Urea Addition is indicated 
as a separate step before the characterization of the nanoparticles.

Phi-3-Vision: The flowchart outlines a process for creating SnO Nanoparticles. It 
begins with two inputs at the top: SnCl2·2H2O and Dil. HCl. These inputs lead into a 
step labeled 'SnCl2 Solution (pH-1)'. From this step, there are two pathways. One 
leads to 'Urea Addition', and the other leads directly to 'Autoclave'. Both of these 
pathways then converge into a single step labeled 'Centrifugation'. Following 
centrifugation, the process moves to 'Drying in air under Room Temperature'. The 
final step in the flowchart is 'Characterization', which is connected to the drying 
step by a bidirectional arrow, indicating that characterization can occur after or 
before the drying step. The overall flow of the chart is top to bottom, with a side 
branch that loops back into the main flow after the centrifugation step. (8 points)

LLAVA-V1.6-13B: The flowchart describes a process for the synthesis of 
nanoparticles, specifically SnCl2·2H2O, which is a solution of tin(II) chloride in water. 
The process involves several steps:

1. The starting material is SnCl2·2H2O, which is a solution of tin(II) chloride in water.
2. The solution is then subjected to a process called "AutoClave," which is likely a 
reference to an autoclave, a device used to apply high pressure and temperature to 
a sealed container.
3. After the AutoClave process, the solution is centrifuged, which separates the 
nanoparticles from the liquid.
4. The nanoparticles are then dried in air under room temperature.
5. Finally, the nanoparticles are characterized, which involves determining their 
physical and chemical properties.

The flowchart does not provide specific details about the characterization process, 
but it is a standard step in the synthesis and analysis of nanoparticles to understand 
their size, shape, composition, and other properties. (7points)

Figure 12: Model output and received scores.

Figure 13: The prediction distributions of different models on the logical verification task.
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Figure 14: Comparison of MLLMs Performance on Information Extraction tasks based on effective factor distribu-
tion. The red line represents the smoothed ascending order of the average effective factor across all models for each
specific question. The orange line indicates the average effective factor for each model across all question.
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