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Abstract

We consider the classic problem of online convex optimisation. Whereas the notion
of static regret is relevant for stationary problems, the notion of switching regret is
more appropriate for non-stationary problems. A switching regret is defined relative
to any segmentation of the trial sequence, and is equal to the sum of the static
regrets of each segment. In this paper we show that, perhaps surprisingly, we can
achieve the asymptotically optimal switching regret on every possible segmentation
simultaneously. Our algorithm for doing so is very efficient: having a space and
per-trial time complexity that is logarithmic in the time-horizon. Our algorithm
also obtains novel bounds on its dynamic regret: being adaptive to variations in the
rate of change of the comparator sequence.

1 Introduction

We consider the classic problem of online convex optimisation: a problem with numerous real-world
applications. In this problem we have an action set which is a bounded convex subset of some
euclidean space. On each trial we select an action from this set and then receive a convex function of
bounded gradient, which associates the action with a loss. The aim is to minimise the cumulative loss.
The static regret is defined as the cumulative loss of the algorithm minus that of the best constant
action in retrospect. It has been shown that the minimax static regret is ©(v/T") where T is the time
horizon, and that it is achieved by the classic mirror descent family of algorithms [2]]. However,
in dynamic environments a more sensible notion of regret is the switching regret, which is defined
relative to any segmentation of the trial sequence and is equal to the sum of the static regrets over
all segments. Clearly, if the segmentation is known a-priori then the minimax switching regret is
O3>, V/Ax) where Ay, is the length of the k-th segment, and it is obtained by running mirror descent
independently on each segment. Tracking algorithms, instead, attempt to bound the switching regret
on every possible segmentation of the trial sequence simultaneously. However, as far as we are aware,
the best such bound until now was O(} ", /Ay In(T")) which is a factor of O(y/In(7T")) higher than
the optimal if we knew the segmentation a-priori. In this paper we (quite remarkably) get rid of
this factor: hence obtaining the asymptotically optimal switching regret of O(3", v/Ay) for every
possible segmentation simultaneously. Not only is our algorithm optimal, but it is also parameter-free
and efficient: having both a space and per-trial time complexity of O(In(T)).
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In fact, our algorithm RESET is a meta-algorithm which utilises any base algorithm for the online
convex optimisation problem at hand. Using online gradient descent [11]] as our base algorithm gives
us the above O(>", v/Ax) switching regret bound. However, the constant under the O is dependent
on the action set and the possible gradients. By choosing a more appropriate base algorithm that is
tailored to the specific problem we can achieve lower constant factors. In particular, when faced with
the classic problem of prediction with expert advice with N experts, using Hedge [3]] as our base
algorithm yields the asymptotically optimal O( , min(Ag , v/In(NN)Ay)) switching regret (a novel
result in itself).

We note that although, like strongly adaptive algorithms [4], we are adaptive to heterogeneous
segment lengths, we are not necessarily strongly adaptive: in that we do not bound the static regret
on any particular segment.

Whilst switching regret models discrete changes in the environment, a continuously changing envi-
ronment is better modeled by the notion of dynamic regret, which is the difference between the loss
of the algorithm and that of any comparator sequence of actions. It is known that algorithms exist
which bound the dynamic regret by O(1/(1 + P)T’) where P is the path length of the comparator
sequence. However, this bound is not adaptive to variations in the rate that the comparator sequence
is changing. RESET, with online gradient descent as the base algorithm, rectifies this: improving
the dynamic regret to O(}_, /(1 + Px)Ay) for any segmentation in which the path length in the
k-th segment is P;,. We note that this implies the O(}_, v/Ax) bound on switching regret. However,
since we are forced to use online gradient descent as our base algorithm here, this result is not strictly
more general than our switching regret result.

Related works: Mirror descent was introduced in [2]] to find minimisers of convex functions in
convex sets. The same algorithm, however, can also be applied to online convex optimisation: the
Hedge algorithm of [5] implementing a special case when the convex set is a simplex and the convex
functions are linear (the so-called experts problem). The (’)(\/T) static regret of Mirror descent
was shown to be optimal in [1l]. The work [6] studied the non-stationary case in the experts setting:
modifying Hedge to give an algorithm Fixed share which takes a parameter ® and has a switching
regret of O(y/®T In(T/®)) for any segmentation with ® segments. One issue with Fixed share,
however, is that it does not adapt to heterogeneous segment lengths. In order to remedy this, [4]
gave a strongly adaptive algorithm which achieved a static regret of O(In(7)y/A) on any segment of
length A. This was improved to O(1/In(T)A) in [8]]. The work [9] took parameters a,b € N and
achieved a static regret of O(1/(1 4 In(b/a))A) for any segment of length A € [a, b]. However, this
still leads to a switching regret of O(, /Ay In(T")) for general segmentations. Our work finally
achieves the optimal O(}",. v/A). The work [11] showed that gradient descent achieves a dynamic
regret of O((1 4 P)+/T), which was improved to O(/(1 + P)T) in [10]. However, prior to both
these works, the work [7]] obtained the O(1/(1 4+ P)T') bound subject to an optimal parameter tuning.
Our work dramatically improves on this bound by being adaptive to variations in the rate of change
of the comparator sequence.

Notation: Let N be the set of natural numbers excluding 0. Given A € N we define [A] := {a €
N|a < A}, we define Ay = {a € [0,1]* | > ic(a) @ = 1}, and we define AN to be the set of
natural numbers that are multiples of A. Given a predicate p we define [p] := 0 if p is false and
define [[p] := 1if pis true. Given ¢, s € Nwith s > glet (¢, s) :={a € N|¢ < a < s}.

2 Problem and Results

In this section we introduce the online convex optimisation problem and state the results of this paper.
In particular we define and compare the notions of switching and dynamic regret, giving the bounds
obtained by our meta-algorithm RESET. Another common notion of regret, not necessarily bounded
by RESET, is strongly adaptive regret which we discuss in Section[3.3]

2.1 Online Convex Optimisation

Here we describe the classic problem of online convex optimisation, which our meta-algorithm
RESET solves. In this problem we have known bounded convex subsets X', G of some euclidean



space. We define L to be the set of all convex functions that map X" into R and whose sub-gradients
lie in G. The problem proceeds in 7 trials. On each trial ¢ € [T'] the following happens:

1. We choose some action x; € X.
2. We receive some loss function {; € L.

Our aim is to minimise the cumulative loss:

Z ét(a:t) .
]

te[T

Without loss of generality we shall assume that for all ¢ € [T] and all & € X’ we have ¢,(x) € [0, 1].
This is without loss of generality as both X" and the sub-gradients of ¢, are bounded and our algorithm
RESET, when using mirror descent as the base algorithm, is invariant to any constant addition to any
loss function. Also, without loss of generality, assume that 7" is an integer power of two.

An example of online convex optimisation is prediction with expert advice. Here we have some
N € Nand aset of N experts: where on each trial each expert is associated with a loss in [0, 1]. On
each trial we must select an expert (incurring the loss associated with that expert) and then observe
the vector of losses for that trial. For this problem we choose X := Ay and G := [0, 1]". On each
trial £ we draw our expert from the probability vector x; and define the loss function ¢; to be the
linear function such that for all ¢ € [N] we have that ¢,(e;) (that is, the loss of the i-th basis element
of R¥) is the loss associated with expert i on trial ¢. Note that £;(x;) is our expected loss on trial ¢.

2.2 Switching Regret

We now define the notion of swiftching regret. A segment is any set of the form (g, s) for ¢, s € [T
with s > q. The static regret with respect to such a segment Z is defined as:

R(Z) := max ly(xy) — by (™
() = max 3" (@) — ti(@)

tez
which is the total loss incurred on the segment minus that which would have been obtained by always
choosing the best constant action in retrospect. A segmentation S is defined as any partition of [T']
into segments. The switching regret with respect to such a segmentation S is defined as:

R(S) =Y R(T)
ZeS

which is the sum of the static regrets on each segment of S. Note that Rf(S) is the total loss of
the algorithm minus that which would have been obtained by the best sequence of actions which is
constant over each segment of S. The following theorem establishes a lower bound on the switching
regret with respect to any fixed segmentation, even in the special case in which all the loss functions
are linear:

Theorem 2.1. For any segmentation S and any algorithm for the online convex optimisation problem,
there exists (except in trivial cases) a sequence:

(Lefte[T)cL

of linear functions, in which:

RI(S) e <Z \/|I|>
ZeS
where the constant under the () is dependent only on X and G.

Proof. Apply the static regret lower bound of [[1] to each segment independently. [

In this paper we develop an algorithm RESET which has an upper-bound that matches this lower
bound for every possible segmentation S simultaneously. RESET utilises any algorithm (called the
base algorithm) for the online convex optimisation problem at hand. The base algorithm must take a
parameter A € [T'] and guarantee that R([A]) € O(v/A) if it were used directly. We note that online
gradient descent [[L1] is always one such possibility. Computationally, to use online gradient descent,
we must be able to compute subgradients of the loss functions and euclidean projections into the set
X. The following theorem bounds the switching regret of RESET.



Theorem 2.2. Suppose v € R is such that for all A € [T, when the base algorithm is run with
parameter A, it is guaranteed that:

R([A]) < VA

Then, for any segmentation S, RESET achieves a switching regret of:

RY(S) < (ey+d) > VI

ZeS

c:=vV2/(vV2-1) ; d:=+/8In(2)/(3-2v2).

Proof. See Sectionfd] O

where:

Clearly, theorems [2.1]and [2.2] show that, for any fixed pair (X, G), RESET has the asymptotically
optimal switching regret for every segmentation simultaneously. However, our result is stronger.
For example, take the problem of prediction with expert advice defined above. Here the HEDGE

algorithm attains:
R(A]) €O (min (A, \/m))

which is shown to be optimal via (the proofs of) theorems 3.6 and 3.7 of [3] and by noting that we can
always force O(A) regret if A < In(NV). Although there is a slight technicality here when segments
have length less than In(V), the proof of Theorem still works in exactly the same way to show
that (by applying RESET to HEDGE) we have the asymptotically optimal switching regret for every
value of N and every segmentation simultaneously.

RESET is also very efficient, as shown in the following theorem.

Theorem 2.3. Given that the base algorithm runs in a time of & per trial and requires a space of &',
RESET has a per-trial time complexity of O(£In(T)) and space complexity of O(&' In(T)).

Proof. Immediate from the RESET algorithm. O

2.3 Dynamic Regret

Switching regret measures the performance of the algorithm against the best comparator sequence of
actions that is constant in each segment. Dynamic regret, on the other hand, measures the performance
of the algorithm against any comparator sequence. Specifically, given any sequence of actions:

E=(e|teT+1])CX
then the dynamic regret with respect to £ is defined as:
R*(g) = Z (Zt(wt) — Et(Gt)) .
te[T)

To bound the dynamic regret of RESET we introduce the following notion of path length. Specifically,
given the above sequence £ and a segment Z, the path length of £ in the segment 7 is defined as:

PET) =) lers1—ell2.
teT

The current state of the art for dynamic regret is the algorithm ADER [10] which achieves a dynamic
regret of:

R(£) e O ( 1+ P(E, [T]))T) .
In this paper we significantly improve on this result, as shown in the following theorem.

Theorem 2.4. When using online gradient descent [11] as the base algorithm, RESET achieves, for
any comparator sequence £ and any segmentation S, a dynamic regret of:

R'(€) €0 (Z § +P<6,I>)|I|>

ZeS

where the constant under the O is dependent only on X and G.



Proof. See Sectionfd] O

Note that, for any segmentation, the dynamic regret bound of RESET is asymptotically equal to that
of running ADER on each segment independently. To achieve this with ADER one would need to
know the specific segmentation a-priori. As for the switching regret, RESET achieves this for every
segmentation simultaneously. We note that our bound is a significant improvement on that of ADER
since it is adaptive to variation in the rate of change of the comparator sequence.

We note that, given a segmentation S, the switching regret RT(S) is equal to the maximum dynamic
regret R*(E) across all sequences & that are constant in each segment of S. For all Z € S, the fact that
such an & is constant on Z implies that the path length P(€,Z) is in O(1). This means that Theorem
implies the switching regret bound of Theorem up to a constant factor (dependent on v, X’
and G). However, to obtain Theorem [ZZI] we must use online gradient descent as our base algorithm.
For prediction with expert advice, for example, online gradient descent is not asymptotically optimal
for every value of N simultaneously. Hence, when considering switching regret only, Theorem [2.2]is
a stronger result.

3 The Algorithm

In this section we describe our meta-algorithm RESET (Recursion over Segment Tree). We first
introduce the notation that we will use to describe the base algorithm.

3.1 The Base Algorithm

We now define the notation that we use to describe our base algorithm. The base algorithm utilises a
data-structure D (which contains the parameter) and is composed of the following three subrountines:

* Given A € [T, the subroutine INITIALISE(A) returns the initial data-structure with parame-
ter A.

* At the start of a trial, given the current data-structure D, the subroutine QUERY (D) returns
the output action of the base algorithm for that trial.

» At the end of a trial ¢, given the current data-structure D and the loss function ¢;, the
subroutine UPDATE(D, ¢;) returns the updated data-structure (ready for the next trial).

The assumption in Theoremimplies the following. Suppose we have trials ¢, s € [T] with s > g,
and on each trial ¢ € (s, ¢) we do the following:

1. If t = s then D; + INITIALISE(¢ — s+ 1).
2. w; + QUERY(Dy).
3. Dyyq < UPDATE(Dy, 4y) .

Then we have: .

Inax (le(we) — Le(x")) < /g —s+1. ey
t=q

3.2 RESET

We now introduce our meta-algorithm RESET. First let 7 := log,(7") and define the function
P :RXxRxRxXxN—=Rby:

pexp (—a«/21n(2)/A)
pexp (—a\/W) + (1 —p)exp (—b 21n(2)/A> .

The pseudocode of RESET is given in Algorithm T}

Y(p,a,b,A) =

We now describe RESET. We have a set of 7 + 1 levels, where each level i € [r] U {0} hosts an
instance of the base algorithm with parameter 2* and which will reset every 2° trials. On each trial £,



Algorithm 1 RESET
fori € [r]U {0} do
i 1/2
D} < INITIALISE(2?)
end for
fort € [T] do
for i € [7] U {0} do
w’ + QUERY(D})
end for
29— w?
for i € [r] do
2y ppwi+ (1= )z,
end for
Ty — 2]
fori € [7]U {0} do
if ¢ € 2'N then
i 1/2 |
Dy, < INITIALISE(2')
else _ _ 4 _
}ui-&-l — 1/1(,&% ’ ét(w?‘) ) gt(zlzf_l) ) 21)
D;., < UPDATE(D}, ;)
end if
end for
end for

-1

we denote the data-structure of the base algorithm associated with level i by D;. Each level also has
an associated number in [0, 1] called the mixing weight. On each trial ¢, we denote the mixing weight
associated with level i by 1¢. We note that the mixing weight .2 is not necessary.

We now describe the creation of the action x; on trial ¢. Note first that each level 7 € [7] U {0} has an
associated action w} which is defined as the output of QUERY (D} ), so is the action selected by the
base algorithm for level 7 on trial £. We call these actions the base actions. The action x; is created
by the following recursive process. For each level 7 in order we construct an action 2z} called the
propagating action. This action is constructed by a convex combination of the preceding propagating
action sz_l and the base action wy}. Specifically, we start by setting:
29 w?
and then, for all levels i € [r], once zi~! has been constructed we set:
zf o ppwp + (1 — pp)z !
Finally, we output:
Ty — 2z .
We now turn to the update at the end of trial ¢. For all levels ¢ € [7] U {0} we have the following two
cases.
If t € 2°N then we set:
i1 < 1/2 5 Dj,, + INITIALISE(2")
so that the mixing weight and instance of the base algorithm hosted by level 7 are reset. Note that the
parameter of the base algorithm is 2°. This is since it is reset every 2° trials.
On the other hand, if ¢ ¢ 2¢N then we set:
pisr < (pp, G(wh), 6(z71),2") 5 Dy < UPDATE(D}, £;) .
Note that the update of the mixing weight is based on the losses of w} and 271 1f 2i7 ! has a higher
loss than w?} , in that the base action performs better than the lower-level propagating action, then the
mixing weight increases. This means that the weight of the base action, in the convex combination

forming the propagating action of level 4, increases. If w? has a higher loss than zi_l then the
opposite happens.

Figure [I]illustrates RESET.
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Figure 1: RESET with 8 trials.

Left: The generation of the base actions and mixing weights. Purple numbers denote levels and black
numbers denote trials. Each segment (rectangle) in the figure runs an instance of the base algorithm
(generating the base actions). The mixing weights for each level reset at the start of each segment.
Mixing weight updates are dependent on the segment length.

Right: The computation of the action x; on trial {. Purple numbers denote levels. Blue balls denote
base actions, red balls denote mixing weights, and black balls denote propagating actions. The final
black arrow is the output x;.

3.3 Comparison to Strongly Adaptive Online Learner

RESET has some similarities to the SAOL algorithm of [4]. Unlike RESET, SAOL is strongly
adaptive, in that it bounds the static regret on any segment. Specifically, for any segment Z, SAOL

achieves:
R(I) €O (m(:r)m) .

This, however, leads to a switching regret bound that is a factor O(In(T')) off the optimal. This
additional factor was improved to O(+/In(T")) by [8].

Like RESET, SAOL has 7 + 1 levels and utilises a base algorithm which constructs, for every trial ¢
and level 7, a base action wi in exactly the same way as RESET. It then generates, for each trial ¢, the
final action x; as a convex combination of the base actions. We note that in RESET, the action x; is
also a convex combination of the base actions, where for each level i € [7], the coefficient of w? is

equal to:
-

pp IT = ud).
j=i+1
The crucial difference between SAOL and RESET is that, whilst SAOL updates each coefficient in
the convex combination directly, the coefficients in RESET are updated by updating each mixing

weight directly. It is due to this, and the particular way that the mixing weights are updated, that
RESET attains, unlike SAOL, the optimal switching regret.

4 Analysis

Here we prove Theorem 2.2} We will show how to modify this proof in order to prove Theorem[2.4]
at the end of this section. All lemmas stated in this section are proved in Appendix [A]

Choose any segmentation S. Let @ := |S| and for all k& € [® + 1] define o, such that the k-th
segment in S is (o, 0x+1 — 1). We define a comparator sequence (e, |t € [T']) as follows. For all
k € [®] define the action:

Opr1—1

€), = argming.c Z O (™)

t=oy

and then, for all ¢ € (o}, 0x+1 — 1), define €, := €. Note that:

RIS) = (i) — ti(er)) 2

te[T)

In addition let o := 2,/In(2)/(v/2 — 1). With these definitions in hand we now begin the analysis.



4.1 Hedge

The updates for our mixing weights follow the classic algorithm HEDGE [5]. In particular, for each
level i € [r] we maintain an instance of HEDGE (which restarts every 2° trials) with two experts. On
each trial ¢, the weight of the first expert is u! and the weight of the second is 1 — pi. The loss of the
first expert is £; (w?) and the loss of the second is £;(z:~*). The purpose of the function 1) is then to
update the weights according to the HEDGE algorithm. The following lemma is a classic result about
HEDGE.

Lemma 4.1. Given trials q, s € [T with ¢ < s, and a sequence {(as,b;) |t € (g, s)) such that for

allt € (g, s) we have a, by € [0, 1], and a sequence {p; |t € (q, s)) defined recursively such that for
allt € (q, s — 1) we have:
pg=1/2 1 prp1=9P(pr, a, by, s —q+1)

then we have:

S

Z(ptat +(1—p)by) < min{Zat , th} + \/21n(2)(3 —q+1).

t=q

4.2 The Segment Tree

In this subsection we define the segment tree, which is the geometrical structure that our analysis
is based on. The segment tree is a full, balanced, binary tree B whose leaves are the elements of
[T] in order from left to right. Given any internal vertex v € B, let <(v) and >(v) be its left and
right child respectively. Given any vertex v € 3, let «4(v) and »(v) be its left-most and right-most
descendent respectively (noting that these are both elements of [T7]). Let 7 be the root of B. Given a
vertex v € B\ {r}, let 1(v) be the parent of v. Given a vertex v € B, let h(v) be equal to the height
of v (that is, the height of the tree B minus the depth of v, so that leaves have height 0).

Each vertex v € B represents the segment («(v), »(v)). i.e. Each vertex represents a segment in the
left hand side of Figure 1| (when ¢ = 8). We call a vertex v € B stationary iff there exists k € [P]
with 0, < «(v) and »(v) < oj41. Let H be the set of all stationary vertices. We call a vertex v € B
fundamental iff both:

ceveEH.
cv=rort(v) ¢ H.
Let F be the set of all fundamental vertices. We call a vertex v € B relevant iff it is an ancestor of

a fundamental vertex. Let A be the set of all relevant vertices. For all relevant vertices v € A we
define Q(v) to be the set of descendants of v that are contained in F.

We have, from the algorithm, the following lemma about the vertices of the segment tree:

Lemma 4.2. Given any vertex v € B we have:

>(v) — 4(v) +1=2")

and: ,
/L<((v =1/2 ; D ((”)) = INITIALISE( 27("))
and for all t € [4(v),»(v) — 1] we have:
Mu(rli) = ¢( ) s Uy ( ) ;b (Z?(v)il) ) Qh(v)) ; (v) UPDATE( Dy et) .

Note that this lemma shows that for all v € B we run a single instance of both the base algorithm and
HEDGE over the segment («(v), »(v)), as illustrated in Figure[I]

4.3 The Recursive Equations

We now derive the recursive equations that our analysis is based on. First note that for all v € F
there exists u € X such that €, = u for all ¢ € («(v), »(v)). Hence, Lemma[4.2]and Equation (T)),

and the fact that w, ") is the output of QUERY (Dh(v)) lead to the following lemma.



Lemma 4.3. Forall v € F we have:

»(v) »(v)
Z 4 ('w?(v)) < Z Ci(er) + V2R
=<(v) t=<(v)

Note that, from the algorithm and the convexity of the loss functions, we have, for all ¢ € [T'] and all
v € B with h(v) # 0, that:

‘, (Z?(v)) < ul®y, (w?(v)) n (1 _ M?(U)) ‘ <Z?(v)—1> .

So, by lemmas[4.2]and 4.1} we have the following lemma.
Lemma 4.4. For all vertices v € B with h(v) # 0 we have:

»(v) »(v) »(v)
Z 4 (z?(v)) < min Z 4 (w?(v)> , Z 4 (z?(v)_l) +1/21n(2)20(v)

t=<(v) t=<(v) t=<(v)

Noting that 20 = w? for all ¢ € [T, lemmas 4.3|and 4.4|/immediately imply the following recursive
equations. For all v € F we have:

»(v) »(v)
oo (=)< Y tle)+ (v+ V2m() V2o 3)
t=<(v) t=<(v)
and for all v € A\ F we have:
>(v) > (0)

> b (z?(”)) < > 4 (z?(”)_l)Jr 21n(2)2h(v) . @)

t=<(v) t=<(v)

4.4 Performing the Recursion

We now utilise equations (3)) and (@) to perform the recursion. Specifically, we have the following
inductive hypothesis for vertices in .A, which is proved by induction up the tree 5 from the vertices
in F to the root. The reason it holds for vertices in F comes direct from Equation (3). For a vertex in
A\ F, once the inductive hypothesis has been shown to hold for both its children, it is then shown to
hold for the vertex itself by Equation (). The inductive hypothesis is given in the following lemma.
Lemma 4.5. Forall v € A we have:

»(v) »(v) h(v)—h(q

Z ft h(v Z Et Gt Z Y + 211’1 Z V2 _k V 2h(q) .

t—<(v) t=<(v) q€Q(v)
In particular, this inductive hypothesis holds for v = r. By Equation (2)) this gives us the following.

RI(S) < (y+a)) Vora.

qEF

Lemma 4.6. We have:

We now have a bound on the switching regret. It is, however, not yet written in terms of the
segment lengths. To write it in terms of the segment lengths we partition F into a sequence of sets
(Fi | k € [®]) such that, for all k € [®], we define F}, to be equal to the set of all v € F such that
o < 4(v) and »(v) < oj41. We now have the following lemma.

Lemma 4.7. For all k € [®] we have:

Z V 2R (v) <c\/Oky1 — Ok -

vEF
Combining lemmas [4.6]and 4. 7] gives us:

RT(S)S(V‘FQ)Z V2h) = (v + Z Z V2h) = c(y +a) Z \VOkt1 — 0%

veF ke[®] vEFy ke[®P]
as required. This completes the proof of Theorem [2.2]



4.5 Dynamic Regret Analysis

We now prove Theorem[2.4] Let the base algorithm be online gradient descent as in [11]]. Take any
segmentation S* and any comparator sequence £. Let U = |S*| and for all j € [U] let Z; be the j-th
segment in S*. For all j € [¥], note that we can choose a natural number:

Nj <1+ P(E,1))
and a partition S} of Z; into N; segments such that for all Z € S} we have:

P&, I) e 0(1) 4)
Now define the segmentation:
S=J s
Jelv]
Note that Equation (5) implies that for all Z € S we have:
P(E,IT)c0(1). 6)

We now modify the analysis of the switching regret as follows. In the analysis of the switching regret
we defined a comparator sequence (€; | ¢ € [T]). In this analysis we instead define this comparator
sequence as equal to £. Using the segmentation S, construct the segment tree and the sets .4 and F
as in the analysis of the switching regret. Since our base algorithm is gradient descent we have, direct
from [L1]], the following lemma.

Lemma 4.8. Suppose we have trials q,s € [T] with s > q, and on each trial t € (s, q) we do the
following:

1. Ift = s then Dy + INITIALISE(q — s+ 1).
2. w; < QUERY(Dy).
3. Dyiq < UPDATE(Dy, 4y).

Then we have:
S

S ((we) — tuler)) € O ((1 +P(E g, )G —5 1 1) .

t=q

This lemma, along with Lemma[.2]and Equation (€)), gives us the following.
Lemma 4.9. Forall v € F we have:

> (v) > (v)
Z ét (’I,Uf(v)> S Z ét(Et) + O (\/ 2h(u)> .
t=<(v) t=<(v)

This lemma is essentially identical to, and will be used instead of, Lemma@ Following the rest of
the analysis of the switching regret gives us:

R*(@e@(ZM):O > VT

Zes JE[P] ZES]
Note that for all j € [¥] we have |S}| = N; and hence:

S VI [N Y iz =\NIT] < 0+ PE )T

IES; IESJ’.

so we have proved Theorem [2.4]
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A Proofs

Here we prove, in order, all the lemmas in the analysis.

Al Lemma[dd]
Direct from [5] using only two experts, were, on each trial ¢, we have that:

* The loss of the first expert is a; and the loss of the second is b;.

* The weight of the first expert is p; and the weight of the second is 1 — p;.
A2 Lemma[d.2
The equality:

>(v) — 4(v) +1=2"")
comes directly from the definition of h(v). We also have that:
<(v)—1e2"VN
and for all t € [«(v), »(v) — 1] we have:
t ¢ 2MON,

Hence, by the algorithm, the lemma holds.
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A3 Lemma

Note first that, since w? ™) is the output of QUERY (Di”(”)) , Lernma and Equation (T)) immediately
give us:
»(v)

max (b (w ™) = @) < 9v/20). )

T*eX
t=<(v)

Since v € F we have that v € H so there exists k € [®] with o, < «(v) and »(v) < oj41. This
implies that for all t € («(v),»(v)) we have t € (o, o1 — 1) so that €, := €. Hence, we have:

»(v) »(v) »(v)

wn;lél;lv Z gt( Z ft Gk Z gt Gt

t=<(v) t=<(v) t=<(v)

Substituting into Equation (7)) gives us the result.

A4 Lemmald.4

Consider Lemma[4.1] In this lemma choose ¢ := «(v) and s := »(v). For all ¢ € (g, s) choose:

at.—ﬁt( (ﬂ)) ; bt:&( ()= 1).

Then by Lemma 4.2 we have, for all ¢ € [g, s], that:

h(v)
Pt = Hy
so that, by the algorithm and the convexity of the loss functions we have, for all ¢ € (g, s), that:
A (Z?(v)) < M?(U)et (w?(v)) + (1 _ )et ( h(v)*l) = pray + (1 — pt)bt

and hence, by Lemma[4.1] we have:

zs:ﬁt (zf(”)><mln{2at, th}+\/21n (s—q+1).
t=q

The result then follows from the fact that, by Lemma we have s — ¢ 4 1 = 2"(¥),

A.5 Lemmal[d3
For k € NU {0} we define:

k
)\k = Z V 271‘
so our inductive hypothesis is that for all v € A we have:
»(v) »>(v)
S o (zt ) < D> ble)+ Y (7 - )\h(v),h(q)\/an(Q)) Vo,
t=<(v) t=<(v) qeQ(v)

If v € F then, by the definition of F, we have Q(v) = {v} so the inductive hypothesis holds by
Equation (3). Now suppose we have some © € A\ F. Note that, by the definition of F, we have
A(0),>(0) € A so all that is left to prove the inductive hypothesis is to prove that, if the inductive
hypothesis holds for both v = <(9) and v = >(?) , then it also holds for v = ¥. So suppose that the
inductive hypothesis holds for v = <(?) and v = >(¥). First note that:

»(v) 3 > (A(D)) } > (>(9)) )

Z ét (z?("))_1> _ Z Et (zf(q(v))> + Z ét (z?(b(v))> (8)
t=<(7) t=(<(?)) t=<(>(7))

and, by the definition of F (and a simple induction up the tree B from the vertices in F), we have:

ZQh — oh(®)

q€Q(D)
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so that:

Z V@) \/2h(@)—h(@) = \/2—h(®) Z oh(a) _ 9h(®)/9—h(7) — \/9h(¥) . )

q€Q(?) qeQ()
Equations @), (8) and (9), imply:
> () ) > (a(5) ) >((5)) )
S o4 (z?(”)) < 0, (Z?(«v))) + Y 4 (Z?(Mv)))
t=<(?) t=<(<(?)) t=<(>(0))
+/2I(2) Y V2h@y/2h0-he),
a€Q(?)

Applying the inductive hypothesis to the terms:
> ((9)) > (>(9))

Z ‘ (4(4@))) : Z 0, (Z?(m)))

t=<(<(?)) t=<(>(?))

and noting that Q(¢) = Q(«(v)) U Q(>(v)) and for all ¢ € Q(v) we have:

Ah(5)=h(q) = An(a(@)—h(q) T V 2HD=RO) = Ny 5)) (g + V 2HD =R D)

shows the inductive hypothesis holds for v = ©. We have hence proved that the inductive hypothesis
holds for all v € A.

A.6 Lemma

For all ¢ € Q(r) we have:

h(r)—h(q) o

o V2R V2R =v2/(V2-1) = a/y/2In(2)
k=0 k=0

so, since r € Aand Q(r) = F, Lemmagives us:

»(r) »>(r)
Z 2 (z?m> < Z l(er) + (v + @) Z V 2h(a)
t=<(r) t=<(r) qEF

Since «(r) = 1, »(r) = T and, by the algorithm, zf(r) = z] = a; for all ¢t € [T], we then have,

by Equation (2), that:
RI(S) < (v +a) ) V2r@

qEF
as required.
A7 Lemmald7
First let:
€:=1/(vV2-1).

We take the inductive hypothesis that for all non-empty finite sets £ C N U {0} we have:

S Vak<g Y ok (10)
keZ keZz

and we prove by induction on | Z|. In the case that | Z| = 1 we have Z = {i} for some i € NU {0}

and hence:
S Vak=vVaiceVai=¢ [y ok
kez kez
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so the inductive hypothesis holds for |Z| = 1. Now suppose we have some j € N and that the
inductive hypothesis holds for | Z| = j. We now show that it holds for | Z| = j + 1 which will prove
that the inductive hypothesis holds always. Specifically, let i :== max Z, let Z’ := Z \ {i} and let

i’ := max Z’. Define: ,
yi=2"" Z ok

kez’

Z ok < iQk < 2z"+1 < 9i
k=0

kez’

Note that:

so that y < 1 and hence:

Ity -2 VITT-Vi=va-1=1/

since the term on the left is monotonic decreasing with y. This implies that:

\/22’“—\/2i+22’“—@m2@(ﬂ+2>— > m“f

keZ kez’

so that, by the inductive hypothesis (applied to the set Z’), we have:

/szzzz:\/?u‘/g:éz:@
keZ

kez’ kezZ

so the inductive hypothesis holds for | Z| = j+ 1. We have hence proved that the inductive hypothesis
holds always.

Now note that, by the definition of F, we have that the set {{«(v), »(v)) |v € Fy} is a partition of
(0,041 — 1) so that, by Lemma[4.2] we have:

P AR SR (1)
vEF
Assume, for contradiction, that there exists three distinct vertices v, v’,v"” € Fj, with h(v) = h(v') =
h(v"). Without loss of generality assume that v and v” are the leftmost and rightmost of the three
vertices respectively. Also without loss of generality assume that v’ is the right child of its parent
1(v"). Then v must either be equal to or lie to the left of the left child of 1(v”) and hence:

<«1(v') = «4(v) =2 ok
and
>(1(0") = > (V) <ok
so that 1(v”) € H. But this contradicts the fact that v’ € F.

We have hence shown that for any ¢ € [7] U {0} there are at most two distinct vertices v, v’ € Fy,
with h(v) = h(v") = i. This means that we can partition F}, into two disjoint sets U, and V, such
that for all ¢ € [7] U {0} there exists at most one element v of U, with h(v) = 7 and at most one
element v’ of Vy, with h(v") = i. By Equation (I0) we then have:

Yo Vare <g [y o) o N V2he) < ¢ [ ah)
vEVE

vEU, vEU, vEV)

so that:

> Vere < g\/z 2h(v) +§\/Z 2h(v) .

veEFg vEU} vEVg
Noting that for all 3’ > 0 we have \/y + Vi < V2y F 3 and ¢ = £4/2, the above inequality,
along with Equation (TT)), gives us:

Z V2h() < ¢ Z 2h(v) = ¢\ /op 11 — O

vEF vEF

as required.
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A.8 Lemma

Direct from [[11].

A9 Lemma

By lemmas [4.2] and [4.8| we immediately have that:

%ﬂ) (& (w?(v)) — &(et)) €0 ((1 + P(€, (a(v), ,(v»))\/%) ) (12)

t=<(v)

Since v € F we have that there exists k € [®] such that €(v) > o) and »(v) < oj+1. Hence, by
Equation (6] , we have that:

P(E, (4(v),»(v))) < P(E, (o, 0101 — 1)) € O(1) .
Substituting into Equation (I2)) gives us the result.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [NA]

Justification: Our algorithm always achieves the stated bounds on regret and time-complexity
and (when using the doubling trick) is parameter free.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

16



Answer: [Yes]
Justification: All theorems are either referenced or proved.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This paper conforms to the code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This work is theoretical in nature and we cannot foresee any societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This work is theoretical in nature and we cannot foresee any risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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