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Abstract

Legal issue identification is a crucial first step
in legal analysis, yet more than half of people
worldwide struggle to meet their civil justice
needs. While Large Language Models (LLMs)
have shown promise in various application do-
mains, their effectiveness in identifying legal is-
sues from real-world court cases remains under-
studied. Previous evaluations have been limited
to simplified scenarios or textbook examples,
lacking the complexity of actual cases. To ad-
dress this gap, we present LIC, a dataset of 769
real-world court cases pertinent to Contract Act
Malaysia, with facts and legal issues extracted
using GPT-40 and validated by top law stu-
dents and junior lawyers. We propose a novel
approach that generates and ranks legal issue
candidates by incrementally incorporating case
facts and propose a novel reward model based
on mutual information (MI) for reranking. Our
method uses a soft-threshold function to align
MI with estimated relevance between issue can-
didates and facts during training. Experimental
results demonstrate our methodology’s supe-
rior performance compared to baselines on our
test set. This work advances automated legal
issue identification while providing a substan-
tial dataset for future research in legal Al. Our
dataset and the source code will be publicly
available upon acceptance.

1 Introduction

According to the survey conducted by the World
Justice Project with 100,000 survey participants in
101 countries, more than half are unable to meet
their civil justice needs (Camilo Gutiérrez Patifio
et al., 2019). Identification of legal issues in a
given set of facts is a crucial first step in legal
analysis, where an issue is a question or problem
that requires the application of legal principles and
law to determine the existence of rights, duties, or

remedies (Stockmeyer, 2021; Kang et al., 2023).

This requires expertise, nuanced reasoning, and a

thorough understanding of complex legal scenarios.

The emergence of large language models
(LLMs) has transformed fields that require deep do-
main expertise. However, to our knowledge, only
two studies (Guha et al., 2023; Kang et al., 2024)
evaluate LLMs and NLP models to identify legal
issues. Guha et al. (2023) simplify the task as legal
question-answering tasks, while Kang et al. (2024)
evaluate LLMs in zero-shot or few-shot settings
on approximately 50 scenarios sourced from text-
books or curated by law students, which lack the
complexity of real-world court cases. Hence, three
research questions (RQs) remain open: RQ1) How
effectively can LLMs identify issues in real-world
court cases? RQ2) How can training on legal cases
further enhance their performance in this task?, and
RQ3) To what extent can LL.Ms assess the quality
of issues generated based on facts in court cases.

Despite its importance, progress in automating
issue identification in court cases is hampered by a
lack of legal datasets derived from real-world cases.
Prior works (Guha et al., 2023; Kang et al., 2024)
rely on legal scenarios that are not sourced from
actual court cases, with their corpora containing
fewer than 60 legal scenarios in total, which are
suitable only for model testing. This scarcity of
annotated data complicates the development and
evaluation of task-specific models, posing a signifi-
cant barrier to advancing research in this area.

To address the first two research questions, we
curate a legal issue dataset on court cases, coined
LIC, which comprises 769 real-world court cases
pertaining to Contract Act Malaysia. We apply
GPT-40 to extract facts and legal issues from these
cases, which serve as silver ground-truth, and as-
sess the quality of the extraction through evalua-
tions by legal professionals. The results indicate
that only a handful of extracted data do not meet
the expectation. We also include human-annotated
issues as the ground-truth for evaluation.

Different issues may provide different hints to
users with varying legal background. A legal issue



often pertains to only a subset of facts mentioned
in a case, thus our corpus poses a new challenge for
fine-tuning LLMs in that the relationships between
facts and issues are unknown. Moreover, repeated
sampling from LLMs can significantly increase the
likelihood of obtaining correct responses (Brown
et al., 2024) and irrelevant model inputs can do
more harm than good (Feng et al., 2023).

To address these challenges, we propose gener-
ating a pool of legal issue candidates by incremen-
tally incorporating individual facts from a case into
an LLM and then ranking all candidates based on
the mutual information (MI) (Ash, 2012). Due to
the size of our dataset, we focus on reward mod-
eling for ranking. During training, we propose
to train the reward model by maximizing MI and
aligning it with the estimated relevance between
issue candidates and facts, achieved by applying
a soft-threshold function (Feng et al., 2024) to the
corresponding MI loss terms. Our extensive exper-
iments indicate that:

e Our MI inspired model significantly outper-
forms competitive baselines and demonstrates
the effectiveness of our sparsity-motivated
loss function, MI estimation, and our incre-
mental issue sampling strategy.

* Our method perform better on human-
annotated ground-truth than LLM-annotated
silver ones, which shows a strong alignment
with the judgments of legal experts.

2 LIC Corpus

LIC corpus is built by collecting 769 real-world
court cases in the area of Contracts Act Malaysia.
The facts and issues in those cases are extracted
automatically by GPT-40 and further validated by
top law students and junior lawyers.

Court Case Collection. We construct the cor-
pus pertaining to illegality under Section 24 of
the Contracts Act Malaysia and the formation
of contracts, due to their importance in Contract
Law. The cases are selected from the Current Law
Journal (CLJ)!, using predefined filtering criteria.
We prioritize Federal and High Court judgments
due to their higher citation reputation. Each case

"https://www.cljlaw.com/ CLJ is a leading Malaysian
legal publication providing case law reports, legal commen-
taries, and statutory updates, serving as a key reference for
legal practitioners and researchers.
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Figure 1: Evaluation results on fact and issue extraction.

was sourced in its original PDF format, preserving
the judicial text as delivered.

Starting with an initial set of 243 cases, we ex-
pand the dataset by tracing cited cases within each
judgment. This citation-based expansion yields ap-
proximately 20 related cases per primary case, ulti-
mately increasing the dataset to 769 cases. Span-
ning judgments from the 1990s to the present, the
dataset encapsulates a diverse range of legal sce-
narios and judicial writing styles.

Issue and Fact Extraction. Legal cases are
lengthy and it is expensive to manually extract facts
and issues from those cases. Therefore, we reduce
human effort by applying GPT-40 to extract facts
and issues, and by annotating a set of generated is-
sues manually by law students as the ground-truth
(see Sec. 4.1). Herein, the automatic extracted
issues are referred to as silver ground-truth.

For both fact and issue extraction, we follow the
best practice on prompting (Wang et al., 2024a) and
use the styles recommended in (Lin et al., 2023)
for prompt design. The resulting prompts are il-
lustrated in Sec. A.4 in Appendix. Specifically,
we apply GPT-40 with those prompts to extract
legally significant facts and legal issues from the
PDF files of collected court cases. In the end we
got 5,690 issues and 7,397 facts.

Data Quality. To check the quality of extracted
content, we engage a team of four annotators, in-
cluding junior lawyers and law students with strong
academic records (B+ or higher in relevant legal
subjects). Annotators evaluate outputs from ran-
domly sampled cases by comparing them against
original content, validating key elements manually.
Using predefined criteria, they assign ratings rang-
ing from "High Distinction (HD)", for highly accu-
rate and detailed outputs, to "Fail", for outputs with
significant omissions or irrelevance, the detailed
guidelines are provided in Sec. A.12 of Appendix.


https://www.cljlaw.com/

Structured ratings and detailed comments are pro-
vided for each element to assess.

As illustrated by Fig. 1, 65.1% of the model
outputs are rated as HD and 30.2% as Pass, with
facts achieving the highest annotator agreement.
Only a small fraction of the facts and issues are
categorized as Fail.

While HD-rated outputs are ideal, Pass-rated out-
puts also hold significant value for tasks requiring
basic reasoning or tolerating minor inaccuracies.
Common errors in Pass-rated outputs include in-
complete or poorly sequenced facts, insufficiently
framed or misaligned issues. However, even within
these outputs, relevant and accurate content often
remains, which can be highly beneficial for model
training processes. This makes Pass-rated outputs
a valuable resource for enhancing dataset diversity
and providing foundational reasoning.

3 Issue Identification via Ranking

We formulate issue identification as a generation-
augmented ranking problem because (i) issues gen-
erated by LLMs provide diverse hints to end users
with varying legal backgrounds, (ii) the LLMs we
evaluate are more reliable at comparing the quality
of issues than at making decisions on issue selec-
tion (Paul et al., 2023; Tang et al., 2023), and (iii)
the size of LIC is large enough for reward modeling
but insufficient for fine-tuning LLMs on issue gen-
eration. Therefore, we focus on devising a reward
model inspired by MI to evaluate issue candidates,
which are sampled from an LLM by incrementally
adding individual facts sorted in temporal order.

3.1 Issue Candidate Generation

Inspired by (Feng et al., 2023), it is desirable for
LLMs to take as input only sufficient and neces-
sary information. The irrelevant input data is the
cause of spurious correlations. Therefore, we gen-
erate issue candidates by adopting an incremental
strategy.

Given a list of facts X = {x1,...,X;n}, we
incrementally generate a set of issue candidates
Y = {V1,.... s} using an LLM by taking the
following steps:

1. Apply the LLM based on x; to generate a list

of issue candidates );. Then ) = ;.

2. Apply the LLM based on [x1, X] to generate
a list of issues )o. Then ) = Y U Vs

3. Repeat the above step by incrementally adding
another fact to generate issue candidates to

extend the set J> until all facts are used.

Under different depths of given context informa-
tion, LLMs are required to focus on different levels
of information, which facilitates the discovery of
new issue candidates. The prompt in this gener-
ation process is generated by GPT4o and further
polished with Claude (See Appendix.A.10.1).

3.2 Issue Candidate Scoring

The generated issue candidates in the incremen-
tal generation process may contain irrelevant ones.
Thus, considering precisely justifying and criticiz-
ing the quality of issue candidates, we introduce
a sparsity-motivated reward model for predicting
scores to reflect the quality of each issue candidate.

Given a set of issue candidates ) =
{JV1,...,Yn}, we predict a score for each can-
didate by estimating its relevance to the given
facts. Mutual information (MI), an information-
theoretic concept widely applied across various
domains (Sordoni et al., 2021; Mukherjee et al.,
2020), quantifies the dependence between two ran-
dom variables (Effenberger, 2013; Jain and Murthy,
2014). Instead of directly predicting a score, we
introduce the concept of mutual information esti-
mation, where a higher mutual information value
signifies a stronger relationship between the issue
candidate and the given facts. This approach ef-
fectively frames the scoring process as a measure
of relatedness. Specifically, the scoring function
5(X;Y;) is defined as:

s(Xscy) = I1(X; ) €))

where the score of j-th issue candidate given facts

X is calculated based on the mutual information
between the facts and issue. Considering that the
given facts are formulated in a pointed manner, we
compute the mutual information based on the chain
rule (Sparavigna, 2015), as follows:

m

I(X;95) = I(x1;V5) + 165 Yj[xim1, s x1) ()

=2

where the mutual information consists of two
parts, 1) the sum of (non-conditional) mutual in-
formation on the first facts /(x;));) and ii) con-
ditional mutual information on the following facts
oo I(xr; Vj|Xi—1, ..., x1) with the candidate.

Sparsity of Mutual Information. We observe
that some early generated issues may reappear



when we feed the following facts in the incremen-
tal generation process. This situation suggests that
1) not all issue candidates relate to an issue and
i) the increasing gradient of (conditional) mu-
tual information varies within the incremental
issue generation process. More specifically, if
{x1,...,x;_1} already provides sufficient and nec-
essary information for V;, I(x;; YV;|Xi—1,...,X1)
should be close to zero, where conditional inde-
pendence is applied to p(Y;, X;|x;—1...,x1). In an-
other word, if an issue ); depends only on the fact
sequence up to x;. The MI terms from ¢ to m, al-
most independent of the issue candidate, should be
close to zero (See details in Appendix. A.3). To en-
force such a constraint, we apply the soft threshold
function to MI terms following (Xu and Cheung,
2019; Feng et al., 2024).

Mutual Information Approximation Given the
input facts X and issue candidates ));, we use se-
mantic entropy to estimate the mutual information
following Kuhn et al., 2023. The semantic entropy
estimation can examine the uncertainty in the mean
space, which is defined as:

I(Xi;y]v|x1',17 ...7X1)
= H(YVjIxi-1, -y x1) = H(YVj|%3i, Xi-1, o0, X1)

1 ,
~ —— logp(y'|xi=1,...,X1)
ly’]

1 /
+ 7 log p(y' |xi, Xi1, ..y x1) (3)

Iy’
I(x1;Y5) @)
= —H(Vilx1) + H(Y;)

1 / 1 /
~ =i logp(y |x1) + 5 log p(y
'l b) 'l v

The probability relies on the confidence esti-
mated by an LLM. As y’ has variable length,
we adopted —ﬁ log p(y’|xi-1, ..., X1) to compute
the perplexity of y’ conditioned on different input,
following a similar idea (Meng et al., 2024). Addi-
tionally, in Equation. 4, we found that the applica-
tion of ﬁ log p(y’) will negatively affect the learn-
ing process, which is further discussed in ablation
study (Sec. 4.3). Thus, we only apply ﬁ log p(y’)
in inference process.

3.3 Training with Soft-Threshold Function.

We introduce a sparsity-motivated training loss de-
fined below to learn the reward model, because not
all MI terms in Eq. (2) indicate valid relationships
between issues and the corresponding facts. Thus,
the soft-threshold function g(-) defined below is

chosen to automatically select the MI terms for
parameter updating.

min —{» ~ g(|T(xi; ¢;[Xi—1, ..., x1)| = 7)

1=2
—9(H(x1;¢5)[ — 7)} + exp(—7) )
where
p 24|, —04<v<04
—g(v) = €04, 04<|v <1 (6)
dt .
0, otherwise.

The sparsity is achieved when the MI terms with
small absolute values yield zero so that they are not
used to update model parameters.

Forward Data Sampling. As a result of the in-
cremental issue-generation process, the number of
issue candidates increases significantly compared
to one-time issue-generation. Similar issues might
appear when we provide more context information.
Issues generated in later iterations, if similar to ear-
lier ones, serve as forward versions of their counter-
parts from previous iterations, which can provide a
more comprehensive and deeper understanding of
some concerns. Thus, the sampling process, named
forward data sampling, is employed as follows:
1. The silver ground truth issues and generated
issue candidates are mixed into an issue pool.

2. Sentence  Transformer (Reimers and
Gurevych, 2019), a sentence embedding
model, is introduced for estimating the
similarity among the issues.

3. Non-duplicated issues are sampled based on
the similarity matrix. For each pair of sim-
ilar issues, the issue generated in the later
incremental iteration is selected.’

4 Experiments

The architecture of our legal judgment system com-
prises three stages: (i) incremental issue generation
based on an LLM, (ii) issue rewarding, and (iii)
issue ranking. As outlined in the previous sec-
tions, the key process ensuring the quality of legal
judgments is stage (ii), which employs mutual in-
formation (MI) estimation.

Accordingly, to answer the RQs in Sec. 1, in the
experiment, we first present the main results com-
paring with baselines and ablation study compar-
ing with alternative methods on two evaluations, as

2If a silver ground truth issue is similar to a generated

issue, the generated issue is selected, as it is more conducive
to machine understanding when produced by a LLM.



human- and LLM-annotated testset, then give our
answer to RQ1, RQ2, and RQ3 in Appendix. A.1.

4.1 Experimental Setup

Construction of Ground Truth While issue
identification strongly relies on the understanding
of the given case, the explanation and understand-
ing of legal cases can be very subjective (Strebska,
2013; Klaasen, 2017). In the real scenario, the so-
lution of legal cases can be expressed in various
ways (Kong et al., 2019; Rotolo and Sartor, 2023),
which indicates that the ground truth in our legal
corpus is not the only solution to understanding
the cases. Thus, to best monitor the actual legal
analysis process, we conducted a human annota-
tion for our testset and ran our experiments on the
annotated testset.

Human Annotation. With respect to the above,
we assigned three human annotators to annotate
the sampled testset. Each annotator was asked to
assess the following question:

“Given legal Facts, Issue A, and Issue
B, please determine whether Issue B is
Similar to or a Paraphrase of Issue A
within the context of the given Facts.”

wherein each of the legal cases in our testset
consists of i) background facts, ii) ground truth is-
sues, and iii) generated issue candidates. As we
consider the ground truth as one of the solutions
for the given case, we ask the annotators to judge if
the generated issue candidates perform in a similar
meaning with the ground truth issues. If the anno-
tator judged the two issues to be similar—meaning
that the generated issue closely resembled or para-
phrased the ground truth issue—it was marked as a
positive issue. In total, 200 issue pairs are sampled
from the testset, then annotated by three annota-
tors hired from Prolific for 9 euro per hour by se-
lecting CommonWealth Member Countries 4, with
Fleiss’ Kappa yielding a value of 0.6707, where,
considering the difficulty of legal issue judgment,
the Fleiss’ Kappa value in our human annotation
can achieve substantial agreement. We named the
human-annotated results as Test-I in the follow-
ing description.

LLM Annotation. Similarly, considering the ad-
vanced legal reasoning ability of Claude, we em-
ploy Claude as an annotator to compare the ground

*https://www.prolific.com/
“https://thecommonwealth.org/our-member-countries

truth issues and generate issue candidates that fol-
low the process of Human Annotation. We adopted
the prompt generated by GPT40 and polishing by
Claude, which are detailed in Sec. A.11. We use
the LLMs annotated testset as the second testset,
named Test-II.

Datasets. We formulate the dataset in the form of
the IRAC (Burton, 2017; Kang et al., 2023), where
each legal case consists of (i) facts (scenario), (ii)
issues, (iii) rules, (iv) analysis, and (v) conclusion.
Here, we only use the facts and issues parts. We
generate the issue following our incremental gen-
eration strategy in section 3. We perform the in-
cremental generation on 769 legal cases, which
consist of 3,352 points of facts, 2,566 ground truth
issues (written by human annotators), and 11,065
generated issues. We use 669 cases as our trainset,
50 cases for validation, 200 issue pairs in Test-1I,
and 50 cases in Test-I1I.

Evaluation Metrics While there are two labels in
the annotated issues, as positive or negative issues,
we employ the reward models in the context of the
corresponding facts to predict scores for all gener-
ated issue candidates. By further sorting the scores
in descending order, the evaluation for the reward
models can be converted to a ranking task, where
the positive issues should be ranked in higher posi-
tions. Thus, following the previous work in the rec-
ommendation system, keyword identification, and
RAG studies (Martinc et al., 2020; Liu et al., 2023;
Yuan et al., 2024b), we adopted the measures for
ranking task, including Precision@ K, Recall@ K,
F1-Score@ K, nDCG@ K, and MAP@K. We
opted for the 4 settings of K in our experiments as
[1, 5,10, 20] to comprehensively reflect the results.

Baseline Models We consider the reward model
and LLMs as judges to serve as the baseline.

Reward Models i) Prometheus is an open-source
language model specially designed for evalua-
tion (Kim et al., 2024). We employed the rela-
tive rewarding mode of Prometheus 2 3 as a strong
baseline in our experiment (named ‘“Prometheus”
in result table). ii) generative verifier (Zhang et al.,
2024) is a simple but effective reward model, where
the reward task is further simplified to the next
token prediction on “yes” and ‘“no” tokens. We
fine-tuned the generative verifier on our trainset
by treating the ground truth issues and their simi-
lar issues as positive samples and the other issues

Shttps://github.com/prometheus-eval/prometheus-eval



Table 1: Main Results on Test-I (Human-Annotated)

Methods

MAP

@K=1

@K=5

@K=10

@K=20

P R

F1 nDCG HR

P R

F1 nDCG HR

P R

F1 nDCG HR

P R

F1 nDCG HR

Claude
GPT4o
Prometheus
UR3
Gen.Veri. c,r
Gen.Veri...cor
Gen. Veri. ¢,
Gen. Veri.,cor
Ours
Ours

38.52
42.76
52.57
63.05
56.64
7044
52.47
62.41
57.87
72.08

1250 417 625
12.50 4.17 625
1250 417 625
50.00 22.62 28.13
37.50 17.08 20.24
75.00 29.29 37.95
37.50 8.75 13.99
37.50 19.17 22.92
50.00 15.00 22.32
87.50 33.45 44.20

12.50
12.50
12.50
50.00
37.50
75.00
37.50
37.50
50.00
87.50

12.50
12.50
12.50
50.00
37.50
75.00
37.50
37.50
50.00

87.50

22.50 32.50 26.00
27.50 42.92 32.70
40.00 65.95 46.85
42.50 63.27 47.44
40.00 60.03 44.78
42.50 61.07 46.55
40.00 57.95 44.34
47.50 69.11 52.61
45.00 59.40 49.31
52.50 74.61 57.85

2541
32.72
49.65
58.48
53.57
65.18
49.12
62.83
55.85
74.67

62.50
62.50
100.00
100.00
100.00
100.00
87.50
100.00
87.50

100.00

28.75 84.82 41.08
26.25 81.25 38.14
30.00 86.90 42.65
36.25 91.67 49.48
32.50 90.48 45.59
36.25 91.96 49.57
31.25 88.69 44.12
31.25 84.23 43.50
33.75 92.56 47.15
33.75 92.56 47.15

50.12
50.99
60.55
72.73
67.87
79.67
62.98
69.64
70.04
81.43

100.00
87.50
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00

19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40
19.38 100.00 31.40

57.34
59.97
66.92
75.86
72.42
8265
68.49
76.26
73.66
85.09

100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00

Table 2: Main Results on Test-II (LLM-Annotated)

Methods

MAP

@K=1

@K=5

@K=10

@K=20

P R

F1 nDCG

HR

P R

F1 nDCG HR

P R

F1 nDCG HR

P R

F1 nDCG

HR

Claude
GPT40
Prometheus
UR3
Gen. Veri. ¢,y
Gen.Veri..c,r
Gen. Veri..cyr
Gen. Veri..cor
Ours
Ours

40.53
4452
5591
56.69
47.39
49.92
52.44
54.14
56.20

0.00 0.00 0.00
12.50 2.50 4.17
37.50 11.87 17.50
37.50 10.31 15.28
12.50 625 8.33
37.50 9.90 15.28
50.00 12.20 19.37
50.00 11.58 18.54
50.00 11.16 18.12

65.12

50.00 21.88 27.32

0.00
12.50
37.50
37.50
12.50
37.50
50.00
50.00
50.00
50.00

0.00
12.50
37.50
37.50
12.50
37.50
50.00
50.00
50.00
50.00

32.50 49.06 36.33
37.50 56.37 41.90
45.00 54.40 46.97
45.00 46.56 43.98
40.00 46.56 41.53
40.00 62.19 44.75
37.50 45.98 40.63
40.00 46.19 41.55
45.00 64.58 49.65

30.56
40.26
53.50
49.24
42.26
50.30
45.58
48.92
57.17
63.75

87.50
100.00
87.50
75.00
87.50
87.50
62.50
75.00
100.00
100.00

32.50 83.75 44.26
30.00 82.86 41.74
32.50 87.14 44.34
38.75 90.63 50.59
33.75 89.58 46.63
33.75 96.88 46.29
30.00 80.58 41.60
30.00 80.80 41.50
35.00 91.96 48.02
31.25 88.02 44.05

48.81
52.86
64.75
66.67
60.19
64.51
59.77
61.42
68.21
73.22

100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00

23.75 100.00 36.44
22.50 100.00 34.87
21.88 100.00 33.97
21.25 100.00 33.35
20.63 100.00 32.97
18.13 100.00 29.09
20.63 100.00 32.85
20.62 100.00 32.78
20.63 100.00 32.85
20.00 100.00 32.14

57.54
61.94
71.62
70.49
65.32
66.20
68.60
70.13
7215
79.16

100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00

as negative samples in cross-entropy loss. Two
types of prompt settings are used, including no
CoT (named “-CoT” in result tables) and using
CoT (named “+CoT” in result tables). Here, we
report both untrained and trained versions of the
generative verifier. Here, based on the results of
a fine-tuned generative verifier on cross-entropy
loss, we aim to show if the legal issue identification
task can be simply regarded as a classification task.
iii) UR3 (Yuan et al., 2024b) is a ranking model
designed for RAG (Retrieval-Augmentation Gen-
eration), where UR3 can predict a score for each
document. We treat the issue as a document to em-
ploy this method as our baseline (named “UR3” in
result tables).

Large Language Models: Given the surprising rea-
soning abilities demonstrated by various large lan-
guage models (LLMs) across different domains, we
treat LLMs as strong baselines for comparison with
our methods in both reward model designs. Specifi-
cally, following the idea of LLMs as a judge (Zheng
etal., 2023), we selected GPT4o (Hurst et al., 2024)
and Claude® to serve as the baselines in LLM as a
judge method (named “GPT40” and “Claude” in
result tables).

4.2 Results and Discussions

Comparison with Baselines. Table. 1 and Ta-
ble. 2 respectively show the results of the Test-I

Shttps://www.anthropic.com/news/claude-3-5-sonnet

(human-annotated ground truth) and Test-II
(LLM-annotated ground truth), where our method
achieves dominant leading in 19 out of 21 mea-
sures in Test-I and 14 out of 21, which shows the
effectiveness of our rewarding capability compared
with other baselines. Besides, among Test-I and
Test-1II, our results on human-annotated evalua-
tion are generally better than the performance on
LLM-annotated evaluation, which indicates that
our method has higher alignment with human judg-
ment rather than machine judgments.

MI based Inference. Italics rows are the un-
trained version of the generative verifier, and our
method and underscore results are the best in the
untrained version. Even if our strategies are mostly
designed for training, we still achieve i) comparable
performance with untrained generative verifiers in
two CoT settings, where we beat the generative ver-
ifier on five measures against nine measures better
from generative verifier in Test-I, and we have 19
better or equal performance compared with the gen-
erative verifier in Test-I. CoT is an informative
additional input for generative LLLMs, known as a
systematic process where an individual or model
explicitly breaks down a problem into smaller, man-
ageable steps, leading to a final solution (Zhang
et al., 2023). With the help of our design of mutual
information inference, our untrained version can
achieve overall better performance in two test sets
even without the CoT decoration, which demon-



strates the effectiveness of the designing of MI
estimation.

Sparsity-Motivated Training. The training
strategies in our method are emphasized in
previous sections. The sparsity-motivated training
does not directly optimize some absolute labels.
We observed that the trained generative verifier per-
formed no gain but even worse than its untrained
counterpart. This outcome suggests that the legal
identification task, as a novel and complex task,
cannot simply be treated as a traditional reward or
ranking task that relies on positive and negative in-
puts (Sybrandt et al., 2020; Cai et al., 2022), which
needs more appropriate objective designing on a
higher dimension. Here, our sparsity-motivated
training enables smoother learning objectives,
optimizing the mutual information between the
issue and independent facts. The results have
shown that after training with sparsity objectives,
our model gained great performance improvement,
with 100% improvement or equal among all the
measures.

4.3 Ablation Study

Ablation Study Settings. In the ablation study,
we ensured consistency across all training and test-
ing presets and hyperparameters, modifying only
a single setting at a time to determine the most ef-
fective combination. Our method consists of three
key components: i) mutual information estimation,
ii) the soft-threshold function, and iii) forward data
sampling. Based on these, we designed eight alter-
native methods for evaluation. -CMI refers to the
first set, where we only use perplexity to replace
the conditional mutual information estimation in
soft-threshold. +H())) is the alternative mentioned
in Sec. 3.2, wherein our method we cancel H())) in
the training and only apply it in inference process.
-CMI +H()) is the combination of the first two
alternatives, which aims to show if the negative ef-
fects come from the cross-influence between CMI
and +H())). -SoftThres. belongs to the second
set, which removes the soft-threshold function in
training. Full Data, -Rein.Sam., Rand.Sam., and
Reve.Sam. are corresponding to the third set. Full
Data removes similarity checking and sampling
process and enables full input of issues, which may
contain more but duplicated issues in the trainset.
-Rein.Sam. is similar to Full Data but has a con-
straint with the same amount of issues with the re-
sults of forward data sampling. Rand.Sam. main-

tains similarity checking but randomly selects one
issue from each similar issue pair. For Reve.Sam.,
we intensively select the earlier issues rather than
the later ones.

Overall Ablation Results. Table 3 presents the
results of the ablation study based on human-
annotated evaluation. Our method achieves the
highest performance in 15 out of 21 measures on
Test-I and 12 out of 21 measures on Test-II.
The results across both evaluations are generally
consistent, with our method excelling at @K=1,
@K=5, and @K=20, though it does not completely
lead at @K=10.

Comparison of MI Variants. Comparing our
method to alternatives in the first set (mutual in-
formation estimation), we observe the following:
(i) Incorporating H()) during training signifi-
cantly impacts performance on Test-I. (ii) Remov-
ing CMI negatively affects performance at @K=1,
@K=5, and @K=20. (iii) The -CMI +H())) variant
generally outperforms +H()), likely because the
model learns patterns along with mutual informa-
tion. When +H())) is introduced without contextual
information, it may confuse the model. (iv) The
performance improvements from the alternatives to
our method demonstrate that our semantic entropy-
based approach is the most effective approximation
for mutual information estimation.

Effectiveness of Soft-Thresholding. The results
of -Soft-Threshold. are unstable and particularly
worse than our method at @K=1, @K=5, and
@K=20. The soft-threshold function is designed to
selectively optimize the mutual information term
for stable performance, and the results confirm its
effectiveness.

Sampling Methods. For the alternative methods
related to forward data sampling, all perform below
our method at @K=1, @K=5, and @K=20. Specif-
ically: 1) Although Full Data includes a larger train-
ing set, it does not achieve superior performance,
highlighting the necessity of similarity checking
and the sampling process. ii) -Rein.Sam. per-
forms similarly to Full Data, indicating that over-
lapping and similar information does not contribute
meaningfully to training. iii) Rand.Sam. shows
only slight improvements on Test-1, suggesting that
similarity checking alone does not yield consis-
tently strong results. iv) Reve.Sam. is the best-
performing alternative in the data sampling group,
but its performance remains inconsistent. In our



Table 3: Ablation Results on Test-I (Human-Annotated)

@K=1 @K=5

@K=10 @K=20

Methods MAP

P R F1 nDCG HR | P R

F1 nDCG HR | P R

F1 nDCG HR P R F1 nDCG HR

72.08
63.47
59.72
63.47
62.30
53.85
54.75
56.14
54.54

87.50 33.45 44.20 87.50 87.50|52.50 74.61 57.85
50.00 14.70 21.88 50.00 50.00|50.00 64.73 54.40
37.50 12.92 18.75 37.50 37.50|45.00 59.40 49.31
50.00 14.70 21.88 50.00 50.00|50.00 64.73 54.40
50.00 21.25 26.49 50.00 50.00|40.00 62.50 45.96
37.50 12.92 18.75 37.50 37.50|35.00 46.79 38.88
37.50 12.92 18.75 37.50 37.50|37.50 48.57 40.96
37.50 12.92 18.75 37.50 37.50|40.00 50.36 43.05
37.50 12.92 18.75 37.50 37.50|35.00 46.49 38.69

74.67
62.04
56.23
62.04
56.48
44.51
47.18
49.52
44.80

Ours -
-CMI
+H(Y)
-CMI+H (Y)
-SoftThres.
Full Data
-Rein.Sam.
Rand.Sam
Reve.Sam

100.00
87.50
87.50
87.50
87.50
87.50
87.50
87.50
87.50

33.75 92.56 47.15
33.75 92.56 47.15
31.25 88.99 44.21
33.75 92.56 47.15
32.50 90.77 45.68
33.75 92.26 47.06
33.75 92.56 47.15
33.75 92.56 47.15
35.00 94.35 48.62

81.43 100.00{19.38 100.00 31.40 85.09 100.00
72.92 100.00{19.38 100.00 31.40 76.42 100.00
68.54 100.00/19.38 100.00 31.40 73.92 100.00
72.92 100.00{19.38 100.00 31.40 76.42 100.00
70.61 100.00{19.38 100.00 31.40 75.19 100.00
66.07 100.00/19.38 100.00 31.40 69.86 100.00
67.16 100.00(19.38 100.00 31.40 70.87 100.00
67.88 100.00(19.38 100.00 31.40 71.61 100.00
67.43 100.00/19.38 100.00 31.40 70.31 100.00

Table 4: Ablation Results on Test-II (LLM-Annotated)

Methods |MAP @K=1 @K=S

@K=10 @K=20

P R F1 nDCG HR | P R

F1 nDCG HR | P R

F1 nDCG HR P R F1 nDCG HR

65.12
48.08
50.14
51.90
55.39
51.93
50.22
49.81
57.21

50.00 21.88 27.32 50.00 50.00|45.00 64.58 49.65
37.50 8.04 13.12 37.50 37.50|35.00 45.24 37.73
37.50 8.33 13.57 37.50 37.50|40.00 63.54 46.50
50.00 12.20 19.37 50.00 50.00|37.50 45.24 39.96
25.00 6.67 10.42 25.00 25.00|45.00 57.01 49.18
37.50 7.19 11.94 37.50 37.50|40.00 42.47 39.83
37.50 7.01 11.67 37.50 37.50|37.50 46.21 40.01
37.50 7.41 12.29 37.50 37.50|37.50 41.92 38.66
62.50 11.56 19.22 62.50 62.50|47.50 51.77 47.26

63.75
42.92
48.85
46.11
50.91
43.23
42.27
40.18
54.89

Ours -
-CMI
+H(Y)
-CMI+H (Y)
-SoftThres.
Full Input
-Rein.Sam.
Rand.Sam.
Reve.Sam.

100.00
75.00
87.50
75.00
87.50
75.00
87.50
75.00
87.50

31.25 88.02 44.05
27.50 87.05 38.90
28.75 82.29 40.77
28.75 87.05 40.50
32.50 84.31 44.67
37.50 92.71 49.68
31.25 81.45 42.52
33.75 90.18 46.36
37.50 90.31 49.27

73.22 100.00/20.00 100.00 32.14 79.16
58.47 100.00|18.75 100.00 29.87 64.97
58.34 100.00/19.37 100.00 31.23 66.21
61.65 100.0019.37 100.00 30.86 68.16
62.85 100.00/20.63 100.00 32.82 69.85
63.43 100.00|21.88 100.00 34.05 67.25
57.51 100.00|21.25 100.00 33.39 66.13
60.52 100.00{20.62 100.00 32.78 65.61
67.41 100.00/23.13 100.00 35.53 72.76

100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00
100.00

settings, selecting earlier generated issues tends to
favor ground-truth issues. While ground-truth is-
sues provide sufficient learning information, their
format may not be well-suited for machine under-
standing, aligning with our discussion in Sec. 3.3.

5 Related Work

Reward Model. Recent advances in reward mod-
eling have significantly improved preference learn-
ing, with LLMs producing quality preference labels
more efficiently than human annotation (Zhou et al.,
2024; Dubois et al., 2023). Multiple models now
evaluate distinct attributes such as coherency and
actuality (Gao et al., 2024; Wu et al., 2023). No-
tably, the CLoud reward model employs natural lan-
guage critiques to enhance accuracy (Ankner et al.,
2024), and adversarial regularization addresses out-
of-distribution issues (Yang et al., 2024).

Mutual Information Estimation. Mutual infor-
mation has become an effective tool for LLM reg-
ularization and performance assessment in tasks
like question answering and causal graph discovery
(Gendron et al., 2024; Wang et al., 2024b; Darvariu
et al., 2024). Recent research also focuses on devel-
oping benchmarking methods (Xu et al., 2024) and
exploring task calibration (Li et al., 2024). Addi-
tionally, mutual information has provided insights
into the relationship between LLM feature spaces
and LoRA distributions (Zhang et al., 2025).

LLMs in the Legal Domain. Applying LLMs
to legal tasks is challenging due to the complexity
of legal knowledge. Studies indicate that current
models often capture only surface-level concepts
(avelka et al., 2023), miss crucial legal rule details
(Yuan et al., 2024a), and struggle to identify im-
portant legal factors (Gray et al., 2024). These
findings underscore the need for further develop-
ment before LLMs can function autonomously in
legal contexts.

6 Conclusion

This paper introduces LIC, a dataset of 769 real-
world court cases from Contract Act Malaysia, and
presents a novel approach to legal issue identifica-
tion using mutual information-based reward mod-
eling with the sparsity-motivated training process.
Our methodology, combining incremental fact in-
corporation and soft-threshold function application,
significantly outperforms existing baselines, partic-
ularly on human-annotated evaluations. The abla-
tion studies validate the effectiveness of our three
key components: mutual information estimation,
soft-threshold function, and forward data sampling.
This work not only advances automated legal issue
identification but also provides a substantial dataset
for future legal Al research. Our contributions rep-
resent a meaningful step toward improving access
to legal services, with practical implications for
addressing global civil justice needs.



7 Limitation

Our approach to legal issue identification using
LLMs has several limitations. First, while our
dataset LIC represents a significant step forward,
it is limited to cases from Contract Act Malaysia.
This geographical and domain-specific focus may
affect the generalizability of our findings to other
jurisdictions or areas of law. Additionally, al-
though validated by legal professionals, the silver
ground-truth extracted by GPT-40 may still con-
tain inherent biases or inconsistencies. A second
limitation concerns the computational complexity
of our method. The incremental fact incorpora-
tion process generates multiple issue candidates for
each fact, potentially leading to significant compu-
tational overhead as the number of facts increases.
While our forward sampling strategy helps mitigate
this challenge, the trade-off between comprehen-
sive coverage and computational efficiency remains
a consideration. Finally, our mutual information-
based approach, while effective, relies on approx-
imations of semantic entropy that may not fully
capture the nuanced relationships between legal
facts and issues. The performance of our method
could be affected by the quality of these approxima-
tions and the underlying language model’s ability
to understand complex legal contexts.

8 Ethics statements

We acknowledge and adhere to the ACL Code of
Ethics throughout our research. Our work on auto-
mated legal issue identification raises several im-
portant ethical considerations that we have care-
fully addressed. The development of our dataset
involved collaboration with law students and junior
lawyers for validation. We ensured fair compensa-
tion for their expertise and maintained transparency
about the intended use of their contributions. All
case data used in our research is from publicly
available court records, and we have taken care to
handle this information responsibly. We recognize
that automated legal analysis tools could impact
access to justice and legal decision-making. While
our work aims to improve access to legal services,
we emphasize that our system is designed to as-
sist, not replace, legal professionals. Users should
be aware that the system’s outputs are suggestions
rather than definitive legal advice, and critical de-
cisions should involve qualified legal practitioners.
Furthermore, we acknowledge potential biases in
both our dataset and model outputs. These could

stem from historical biases in legal systems, re-
gional variations in law interpretation, or limita-
tions in language model training. We encourage
users of our framework to consider these factors
when applying our methodology in real-world con-
texts.
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Al RQs

Answer for RQ1

The main results indicate that mutual in-
formation estimation demonstrates Surpris-
ingly robust effectiveness of issue identifica-
tion in direct inference compared with the
other untrained baselines.

| r

Answer for RQ2

Sparsity-Motivated training for identifying
legal issues can significantly improve the
model’s ability to accurately recognize le-
gal issues and achieve high alignment with
humans.

Answer for RQ3

~
\

Our experiments demonstrate that LLMs
can effectively assess the quality of gen-
erated legal issues when enhanced by mu-
tual information-based approaches. This
is evidenced by our method’s strong align-
ment with human expert judgment and the
success of our untrained model in evaluat-
ing fact-issue relationships. However, the
assessment capabilities are most effective
when structured through specialized frame-
works like our sparsity-motivated training,
rather than traditional reward or ranking ap-
proaches.

A.2 Hyperparameter Settings

With respect to the design of our identification pro-
cess, our method allows the engagement of various
generative models. Here, we adopted Llama 3.2
3B 7 with LoRA (Hu et al., 2021) as the backbone
for our method and all applicable baselines. During
the fine-tuning, the learning rate is le-5. We use
a linear learning rate scheduler that dynamically
decreases the learning- ing rate after a warm-up
period. All experiments are conducted on NVIDIA
A100 GPU.

"https://huggingface.co/meta-llama/Llama-3.2-3B

A.3 Formula Detail of Sparsity of Mutual

Information
I(xi; Vj1Xi1, -y X1) o
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A.4 Fact and Issue Extraction

We use the following prompt for fact extraction.

You are a legal expert tasked with analyzing a
court case.

Your goal is to extract the case name, summarize
key legally

significant facts, and explain the court’s final
decision (held).

Instructions:
1. **Case Name*x: Extract the full official case
name.

Example: Smith v. Jones [2020] 2 MLJ 35.

2. xxFacts*x: Identify the facts directly
related to the legal
issues. Focus on those that establish the
dispute, actions,
and agreements.
3. **Held (Conclusion)**: Provide the courts

final decision,
including penalties, remedies, or significant
conclusions.

Output Format:

{
"case_name": "Extracted case name”,
"facts": [
"Fact 1...",
"Fact 2..."
])
"held”: "Holding or judgment of the court.”
3
Case Text:

{case_text}

Listing 1: Prompt for Fact and Held Extraction

The prompt below is used for issue extraction.
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You are a legal expert analyzing a court case.

Your goal is to identify legal issues, apply
relevant rules

to the facts, and provide legal conclusions.

Instructions:
1. Identify each legal issue in the case by
framing a question




starting with "Whether...".
2. For each issue, apply the relevant rules to
the facts using
an "if...then" structure.
3. Provide a clear answer (Yes/No or another
legal conclusion)
for each issue, based on legal reasoning.
4. Multiple applications may be required if more
than one rule
applies or if multi-step reasoning is
necessary.

OQutput Format:
{
"issues”: [
{
"issue": "Whether issue 1...",
"application”: [
"If [specific fact]...
application of legal rule]...",
"If [specific fact]... then [
application of another legal rule]..."
]?
"answer”: "Yes/No or detailed legal
conclusion for issue 1..."
}7
{

then [

"issue": "Whether issue 2...",
"application”: [
"If [specific fact]...
application of legal rule]..."

then [

"answer": "Yes/No or detailed legal
conclusion for issue 2..."
}
]
}

Example:

- Issue: "Whether the contract is enforceable
under Section 24 of the Contracts Act.”

- Application:
- "If the contract is based on illegal
consideration, then under Section 24, the
contract is void.”
- "If no illegal consideration exists, then
under the same section, the contract remains

valid.”

- Answer: "No, the contract is void due to

illegal consideration.”

Facts:
{facts}

Rules:
{rules}

Original Case Text:
{case_text}

Listing 2:
Application

Prompt for Issue Identification and

A.5 Human Annotation Designing

We create a Google Form for annotators in this task.

For each case, the ground scenarios (Facts), issue
A (Ground Truth Issue), and issue B (Generated
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Issue) are given.

A.5.1 General Annotation Description

There are 20 cases in the form. Each case has two
questions. Please carefully read the cases and is-
sues to give your response. You are provided with
two legal issues and their associated factual sce-
narios. (Issue A is in the description, and Issue B
is respectively depicted in each row.) Your task is
to determine if the two issues are similar or para-
phrased to each other based on given facts.

A.5.2 Case Example

**Scenario**: The applicant, Tay Yong Kwang,
served three months and two days as pupillage with
a practising advocate and solicitor, and not less than
18 months with a legal officer, which counts as not
less than three months with an advocate and solici-
tor under the Legal Profession Act. Tay attended
a Postgraduate Practical Course in law conducted
by the Board of Legal Education outside normal
office hours from 13 April 1981 to 30 June 1981.
Tay petitioned the Court for admission as an advo-
cate and solicitor of the Supreme Court and sought
clarification on the construction of section 11(5) of
the Legal Profession Act regarding whether time
spent attending prescribed courses outside normal
office hours should be counted towards his pupil-
lage. **Issue A**: Whether the time spent attend-
ing a prescribed course outside normal office hours
should count towards the pupillage period as per
section 11(5) of the Legal Profession Act. **Is-
sue B** (A separate row in Multiple-Choice Grid):
Whether Tay Yong Kwang’s combined experience
of three months and two days as pupillage with a
practising advocate and solicitor, and not less than
18 months with a legal officer, satisfies the require-
ments for admission as an advocate and solicitor
under the Legal Profession Act

Given legal Facts, Issue A, and Issue B, please
determine whether Issue B is Similar to or a Para-
phrase of Issue A within the context of the given
Facts.

The annotators are required to select from one
of the options to answer the question:

¢ Yes, the issue in this row is similar to issue A
(given in the description)

¢ No, the issue in this row is not similar to issue
A (given in the description)



A.6 Data Example: Case ID - IFSG681
A.7 Case Facts (Scenario)

Scenario#2:

1. The developer, Sri Damansara Sdn Bhd, col-
lected a booking fee of RM 10,000 on 6 Jan-
uary 2012 prior to signing the sale and pur-
chase agreement (SPA) dated 28 June 2012,
which contravened Housing Development reg-
ulations.

* The developer, Sri Damansara Sdn Bhd, col-
lected a booking fee of RM10,000 on 6 Jan-
uary 2012 prior to signing the sale and pur-
chase agreement (SPA) dated 28 June 2012,
which contravened Housing Development reg-
ulations.

2. When the vacant possession was delivered

on 22 December 2016, the purchasers filed
a claim for damages for late delivery, calculat-
ing it from the booking fee payment date to
the delivery date, which the Tribunal upheld.

* When the vacant possession was delivered
on 22 December 2016, the purchasers filed
a claim for damages for late delivery, calculat-
ing it from the booking fee payment date to
the delivery date, which the Tribunal upheld.

« The developer argued that the calculation Generated Issue Candidates Given Scenario#2:

should start from the SPA date and questioned
the validity of the Tribunal’s decision and the
method of calculating the purchase price con-
sidering a credit note provided.

1. Whether the developer’s collection of a book-
ing fee prior to signing the sale and pur-
chase agreement (SPA) was in contravention
of Housing Development regulations.

A.8 Ground Truth Issues

1. Whether the late delivery claim ought to be
calculated from the expiry of 42 months from
the date of the SPA of 28 June 2012 until the
date of delivery of vacant possession.

2. Whether the calculation of late delivery dam-
ages should commence from the date of the
booking fee payment or from the date of the
signed sale and purchase agreement (SPA).

2. Whether the purchase price for the calculation ~ Scenario#3:

of the late delivery claim should be based on

the price as stated in the SPA or the reduced
price via the device of a credit note issued by
the developer.

1. The developer, Sri Damansara Sdn Bhd, col-
lected a booking fee of RM10,000 on 6 Jan-
uary 2012 prior to signing the sale and pur-
chase agreement (SPA) dated 28 June 2012,
which contravened Housing Development reg-
ulations.

A.9 Issue Candidates

Scenario#l1:

1. The developer, Sri Damansara Sdn Bhd, col-
lected a booking fee of RM10,000 on 6 Jan-
uary 2012 prior to signing the sale and pur-
chase agreement (SPA) dated 28 June 2012,
which contravened Housing Development reg-
ulations.

2. When the vacant possession was delivered
on 22 December 2016, the purchasers filed
a claim for damages for late delivery, calculat-
ing it from the booking fee payment date to
the delivery date, which the Tribunal upheld.

3. The developer argued that the calculation
should start from the SPA date and questioned
the validity of the Tribunal’s decision and the
method of calculating the purchase price con-
sidering a credit note provided.

Generated Issue Candidates Given Scenario#1:

1. Whether the collection of a booking fee by Sri
Damansara Sdn Bhd prior to signing the sale
and purchase agreement (SPA) is in violation

of Housing Development regulations.
Generated Issue Candidates Given Scenario#3:
2. Whether the developer’s action of collecting

a booking fee on 6 January 2012, nearly six 1. Whether the developer’s collection of a book-

months before the SPA was signed on 28 June
2012, is legal and permissible under applica-
ble housing laws.
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ing fee prior to signing the Sale and Purchase
Agreement (SPA) was in contravention of
Housing Development regulations.



2. Whether the calculation of damages for late
delivery should start from the date of the book-
ing fee payment or the date of the SPA.

3. Whether the Tribunal’s decision to uphold the
purchasers’ claim for damages based on the
booking fee payment date is valid.

4. Whether the method of calculating the pur-

chase price should consider the credit note

provided by the developer.

A.10 Prompt Designing

A.10.1 Incremental Issue Generation

A.11 Pairwise Issue Comparison

Prompt for Pairwise Issue Comparison

Given a legal scenario and two potential
legal issues, determine which issue is more
relevant or significant.

Given Information: - Given Scenario:
{facts} - Issue A: {issue_a} - Issue B: {is-
sue_b}

Returns: - str: Either "Issue A is better" or
"Issue B is better", based on legal analysis.
Instructions:

1. Analyze the scenario carefully, identi-
fying key facts and legal principles.

Evaluate Issue A and Issue B based
on their relevance, strength, and legal
impact.

. Compare both issues, considering le-
gal precedent, logic, and significance.

Decide which issue is more relevant or
important in resolving the scenario.

. Return the decision as either "Issue A
is better" or "Issue B is better".

Expected Output (Your response should se-
lect from one of the following answers):
- "Issue A is better" (if contract breach is
legally stronger) - OR "Issue B is better" (if
tenant rights violation is more significant)
Your Response:

\.

A.12

Evaluation Guideline for Human

Prompt for Incremental Issue Generation Facts Evaluation High Distinction (HD):

Scenario: {scenario}

This scenario describes a legal case. Based
on the details provided, please identify the
most relevant legal issues.

Guidelines: 1. Do not alter or deviate from
the meaning presented in the scenario. 2.
Format each legal issue as “Whether ...",
for example: “Whether the alleged agree-
ment between the plaintiff and defendant
is enforceable considering the Statute of
Frauds.” 3. Provide your response strictly
in JSON format as shown below:

{ ["YOUR FIRST LEGAL ISSUE","YOUR
SECOND LEGAL ISSUE", ... }
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* Facts are presented clearly and concisely in a
structured point form.

* Closely aligned with statutory language and
terminology.

e No irrelevant details, and all essential ele-
ments are thoroughly included.

Pass:

* Facts are mostly accurate and clear, though
some minor details may be missing or impre-
cise.

e Minor elements could be better structured or
clarified.



Not Pass:

* Facts are incomplete, unclear, or contain irrel-
evant information that detracts from the anal-
ysis.

* Key details are missing, leading to a lack of
proper context.

Neutral:

* Facts are presented and generally acceptable,
but lack the depth or clarity needed for proper
evaluation.

* Facts may not align clearly with the case or le-
gal standards, preventing detailed assessment.

Issues Evaluation High Distinction (HD):

* All relevant legal issues are clearly identified
in a structured manner, typically starting with
"Whether..".

* Issues are aligned with the facts and the appli-
cable rules, demonstrating a comprehensive
understanding.

Pass:

* Most key legal issues are identified, but some
may be phrased imprecisely or omitted.

¢ QOverall, the issues are reasonable, but there
may be minor gaps in alignment with facts
and rules.

Not Pass:

* Significant legal issues are missing or misiden-
tified, demonstrating a poor understanding of
the case.

* Issues are formulated incorrectly or too
broadly.

Neutral:

* Issues are present, but lack clarity, structure,
or alignment with the case, making it difficult
to assess their relevance.
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